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POSITION SENSORLESS FIELD ORIENTED CONTROL OF
IPMSM UNDER PARAMETER UNCERTAINTIES

SUMMARY

Permanent magnet synchronous motors are widely used in industry due to their high
torque per volume ratio, low noise, efficiency and wide stable operation region.
Especially in the home appliance applications, obtaining high torque by using small
motors and low audible noise has crucial importance. Therefore, conventional DC
motors have been replaced by the permanent magnet synchronous motors in the
modern applications. Although, scalar control is a valid approach for many motor
control applications, it is not preferred for high performance applications due to its
low performance in the transient regions and lack of controllability of torque and flux
separately. However, field oriented control presents important advantages over scalar
control.

DC motors allow to control both air gap flux and torque separately, simplifying the
control problem. However, it is not possible to control torque and air gap flux
separately without using special control techniques in the PMSM. By using field
oriented control approach, PMSM is turned into a DC motor mathematically, allowing
to control flux and torque separately. In order to perform field oriented control, it
is mandatory having rotor flux position information somehow. Conventional approach
suggests to use position sensors such as hall effect sensors or resolvers. However, using
additional sensors is not preferred due to the robustness concerns and cost constraints.
In this study, position sensorless field oriented control approach have been carried out.
Rotor flux position have been obtained by constracting an observable mathematical
model of PMSM instead of using a position sensor. Mathematical model uses stator
currents in order to estimate position related variables such as back electromotive force
or flux.

Purpose of the thesis is to perform position sensorless field oriented control of PMSM
which drives a washing machine drum, by considering the parametric uncertainties.
Although, the closed loop system nominal parameters are assumed to be known, there
are uncertainties due to operating conditions, changing temperature, unknown loads
and production imperfectness. In order to obtain such a design, a PI observer has
been designed to estimate the back electromotive force due to its simple and robust
structure. By using an angle tracking observer, speed and position of the rotor have
been estimated by evaluating the back electromotive forces. A PI-P controller has
been designed in order to control the motor speed under changing moment of inertia,
friction coefficient and torque constant conditions. This structure has also satisfactory
disturbance rejection capability.

The current control loop consist of two part which are d axis and q axis control loops.
Torque related q axes loop is coupled with the flux related d axes loop. In order to treat
this problem under single input single output paradigm, a decoupling control has been
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carried out. Current controllers have been designed by considering the uncertainties in
the winding resistance and inductances.

Both observer and controllers have been designed by using pole coloring concept. This
concept uses the degree of freedom of the controller (observer) structure in order to
restrict the closed loop pole spread within defined regions. By assigning robustness
related cost functions to each nominal closed loop poles, robust control problem has
been turned in to an optimization problem. Resulting controllers (observers) are static
and required complex mathematical calculations have been carried out offline. By
using such an approach, computational effort of the microcontroller is minimized.

Position sensorless control shows low performance at the low speed regions due
to presence of the effective unmodelled dynamics, noise and disturbances. So,
the conventional approach is not to use observers until the rotor speed reaches a
certain speed which the back electromotive forces are strong enough by comparison
to the noise and disturbances. However, unknown load strongly effects the startup
performance. A novel startup algorithm has been proposed in order to obtain
satisfactory performance during the startup.

To sum up, rotor position sensorless control over wide speed range has been carried
out under parametric uncertainties. Pole coloring concept has been used in control of
a PMSM in an industrial setup for the first time. Novel startup algorithm has been
proposed. Designs, results and simulations have been presented in the thesis.
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GOMULU MIKNATISLI SENKRON MOTORUN PARAMETRIK
BELIRSIZLIKLER ALTINDA KONUM SENSORSUZ
ALAN YONLENDIRMELI KONTROLU

OZET

Daimi miknatishh senkron motor gerek moment/hacim oraninin yiiksek olmasi
ve verimi gerekse kararli calisma aralifinin genis olamsi nedeniyle giinlimiizde
yaygin kullamm alanma sahiptir. Ozellikle beyaz esya uygulamalarinda, gerekli
momenti kiiciik hacimli ve verimli bir sekilde iliretmek Onemli bir Oncelige sahip
oldugu icin daimi muiknatisli senkron motor camasir makinesi, buzdolabi, bulagik
makinesi gibi uygulamalarda siklikla kullanilir.  Her ne kadar skaler kontrol
yiiksek performans gerektirmeyen uygulamalarda gecerli bir alternatif olustursa da
gerek gecici haldeki kontrol performansinin diisiik olmasi gerekse motora iligkin
aki ve moment biiyiikliiklerinin ayr1 ayr1 kontrol edilememesi nedenleriyle yiiksek
performans gerektiren uygulamalarda tercih edilmez. Bu nokta da alan yonlendirmeli
kontrol skaler kontrole gore ciddi avantajlar sunmaktadir.

Dogru akim motorunda aki ve momentin ayr1 ayr1 kontrol edilebilmesi kontrol
acisindan biiyiik kolaylik saglamaktadir. Ancak, alternatif akim motorlarinda aki
ve momentin 0zel yontemler kullanilmadan ayri1 ayri kontrol edilmesi s6z konusu
degildir. Alan yonlendirmeli kontrol yontemiyle alternatif akim motoru matematiksel
olarak dogru akim motorunun kolay kontrol edilebilirlik 6zelliklerini kazanabilir.
Clarke ve Park doniistimleri yardimiyla eksenleri bir birine dik ve rotor akisi ile ayn
frekansta donen eksen takiminda (d-q eksen takimi) ifade edilen motor modeli ak1 ve
momente kontrol imkani sagladig1 gibi gecici hal performansinin da kontrol edilmesini
saglar. Bu sayede hiz kontrolii i¢in kullanilan kontrolér moment kontroloriine kaskat
baglanabilir.  Ayrica alan zayiflatma algoritmasi ve aki iligkili akim kontrolorii
yardimiyla motor akisi kontrol edilebilir ve motor dc bara gerilimi kisitiyla belirlenen
nominal hiz degerinin iizerindeki hiz degerlerine ulasabilir. Motor modelini doner
eksen takiminda ifade etmek icin rotor konumun bilinmesi gerekmektedir. Her ne
kadar sensorler yardimiyla rotor konum bilgisi elde edilebilse de gerek maliyet gerekse
sensorden kaynaklanabilecek sorunlarin oniine ge¢mek amaciyla konum sensorsiiz
kontrol uygulamasi tercih edilmektedir.

Konum sensorsiiz kontrol probleminde rotor konumu bir sensor yardimiyla degil,
motor faz akimlarindan alinan geri besleme yardimiyla matematiksel olarak kestirilir.
Bunun i¢in gozlenebilir bir matematiksel model olusturulmus ve rotor konumuyla
ilgili olan biiyiikliikler (Ters elektromotor kuvvet veya aki) kestirilmistir. Kestirilen
biiyiikliikler yardimiyla rotor konumu ve hiz1 hesaplanmis ve kontrol i¢in gerekli eksen
takimi doniigiimleri yapilmisgtir.

Her ne kadar motora iligkin sistem parametreleri bilinse de calisma kosullarinin
degismesi, modelleme hatalari, iiretimdeki sacinikliklar ve sicaklik gibi nedenlerle
model belirsizlikleri s6z konusudur. Eger belirsizlikleri dikkate alan bir tasarim
yapilmazsa kontrol sisteminin performansinda ciddi azalmalar meydana gelecektir.
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Bu tezin amaci ¢camasir makinelerinde kullanilmak iizere parametrik belirsizlikleri
dikkate alarak dayanikli kontrolor ve gozleyici tasarimlarinin yapilmasive tiim ¢alisma
araliginda istenilen performans kriterlerinin saglandiginin garanti edilmesidir.

Daimi miknatisli senkron motor bu uygulamada ¢amasir makinesinin tamburunun hiz
kontroliinii yapmak amaciyla kullanilmaktadir. Camasir makinesi gerek calisma hiz
araliginin genisligi, gerek gii¢ ihtiyacinin biiyiik olmasi, gerekse ¢amasir yiikiiniin
bilinmezligi nedeniyle tiim beyaz esya uygulamalarindaki en kapsamli motor kontrol
problemidir. Camagir makinesinin tamburuna atilacak camasir yiikii miktar fiziksel
olarak sinirlanmig olsa da ¢ok genig bir aralikta degisebilmektedir. Camasir yiikiine
ve tambura alinan su miktarina bagh olarak yiilk momenti ve tamburun eylemsizlik
momenti genis bir aralikta degigsmektedir. Bu biiyiikliikler makinenin ¢alisma hizina
gore de farklilasmaktadir. Diisiik hizlarda camasir siirekli tambura carparak belirli
bir profilde yiik momenti uygularken, yliksek hizlarda tamburun cepere yapigsmasi
nedeniyle tamburun eylemsizlik momenti degismektedir. Ayrica, bazi durumlarda
camasirin tambur i¢inde cepere homojen bir sekilde dagilmamasindan 6tiirli dengesiz
yik olugsmakta, hem motor milinin gordiigii toplam eylemsizlik momenti hem de
yiik momenti ¢camagirin konumuna bagl olarak degisebilmektedir. Ayrica, alan
zayiflatma bolgelerinde hava aralig1 akisi degistigi icin motorun moment sabiti de
degisecektir. Dolayisi ile hiz kontrol ¢evriminin bozucu bastirma performansinin
yiiksek ve degisken eylemsizlik momenti, siirtiinme katsayini ve moment sabitine karsi
dayanikli olmas1 gerekmektedir.

Motorun elektriksel modeli gbéz Oniinde bulundurulursa motor sargi direnci ve
endiiktans1 kapali ¢evrim karakteristik polinomunun katsayilarim belirler. Motorun
calisma siiresine ve cekilen akim miktarina bagli olarak sargi direnci degisim
gostermektedir.  Ayrica, endiiktans degerleri akimin biiyiikliigiine bagli olarak
degismekte, yiiksek akim cekildiginde doymaya girebilmektedirler. Motorun akim
cevrimi iki girig ve iki c¢ikigh sistem olarak modellenebilir. Farkli eksenler tizerindeki
akimlar birbirlerine acisal hizla orantili sekilde baghdirlar. Yiiksek hizlara ¢ikildiginda
bu etki kuvvetlendigi icin kararliligi garanti etmek amaciyla bu eksen takimlari
birbirlerinden ayristirilmistir.

Gozleyici matematiksel modelinde agisal hiz degiskeni degisken parametre olarak ele
alinmistir. Motorun ¢alisma hizi aralig1 saat yonii ve saat yoniiniin tersinde yonde genis
bir aralig1 kapsadigi i¢in her kosulda kararlilig1 garanti eden bir yontem Onerilmisgtir.

Matematiksel modeldeki belirsizlikler parametrik belirsizlik yaklasimiyla ele alin-
migtir.  Sistem parametrelerinin belirli araliklarda degistigi varsayilmis ve kapali
cevrime iligkin kutup sacinimini en aza indirmek amaciyla dayanikl tasarim yaklagimi
benimsenmistir. Bu amacla, gerek kapali ¢cevrim karakteristik polinomunun sinifina
baglh olmamasi gerekse tasarim sonucunda ortaya cikan kontroloriin statik olmast
nedeniyle kutup renklendirme yontemi kullanilmistir. Bu yaklasimla her bir kutup i¢in
dayaniklilikla iligkili ayr1 maliyet fonksiyonlar1 tanimlanmis ve tasarimda bu maliyet
fonksiyonlar1 minimize edilmistir. Modellenmeyen dinamiklere iligkin belirsizlikler

bu tez kapsaminda ele alinmamustir.

Kutup renklendirme yontemi, kullanilan kontrol yapisinin serbestlik derecesini
dayaniklilik kriterini saglamak amaciyla kullanmaktadir. Bu amacla dayanikli
kontrol problemi optimizasyon problemine doniistiiriilmektedir. YOntemin en biiyiik
dezavantaji tasarim siirecinde yiiksek matematiksel iglem gerektirmesidir. Ancak, tiim
matematiksel iglemler gelismis tasarim ortamlarinda yapilmakta, mikrodenetleyiciye
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yazilan kontrol kodunda herhangi bir islem yapilmamaktadir. ~ Kontrolorlerin
statik olmas1 bu yontemi parametrik belirsizlikleri olan sistemlerde kullanilabilecek
uyarlamali kontrol yontemlerine gore en bilyiik avantajlarindan biridir.

Bu amacla dayanikli bir gozleyici yapisi olan PI gozleyicisi tasarlanmis ve
gerceklenmigtir.  PI gozleyicisi integratdr terimi sayesinde hatanin ge¢misteki
degerlerini de geri besleme olarak kullandig1 icin modele etkiyecek farklt bozucu
etkilere karg1 dayaniklilik saglamaktadir. Ayrica, PI gozleyicisinin tasarimda sagladigi
serbestlik kutup renklendirme yontemi sayesinde dayanikli kutup atama problemini
cozmek icin kullamilmistir. Bu modelde bilinmeyen giris olan ters elektromotor
kuvveti kestirilmistir. Gergek rotor eksen takimi ile gozleyicinin gerceklendigi eksen
takim1 arasindaki konum hatasi bilgisi ters elektromotor kuvvet yardimiyla kestirilmig
ve ag1 takip gozleyici ile kompanze edilmistir. Aci takip gozleyicisi yardimiyla rotor
hiz1 ve konumu kestirilmistir.

Hiz kontrolorii olarak geleneksel yaklasim olan PI kontrolor yerine PI-P yapisi tercih
edilmis, farkli yiik ve hiz kosullarinda dogrulama yapilmistir. PI-P kontrolor yapisi
hem bozucu bastirma performansinin PI kontrolore gore daha yiiksek olmasi hem de
kutup renklendirme yonteminde kullanilmak iizere optimize edilebilecek fazladan bir
parametre icermesi nedeniyle performans kriterlerini daha kolay saglamistir.

Akim kontrolorleri olarak dayanikli PI yapilari tercih edilmistir. Moment ve aki ile
iligkili eksenlerdeki akimlar arasinda var olan kuplaj etkisini ortadan kaldirmak i¢in
uygun bir ayristiric1 yapisi Onerilmistir. Direng ve endiiktans degerlerinin degisimi
g0z Oniinde bulundurularak dayanikli tasarim gerceklenmistir.

Konum sensorsiiz kontrol uygulamalarinda kestirilen biiyiikliiklerin diisiik hizlarda
cok fazla bozucu etkilere maruz kalmasi ve modellenmeyen dinamiklerden ¢ok
etkilenmesi nedeniyle problem teskil eden degisken yiiklerde basarili bir kalkis
gerceklestirmek igin ©zgiin bir kalkis algoritmasi onerilmistir.  Ozgiin kalkis
algoritmasi geleneksel ¢oziimde oldugu gibi kalkis durumunda gozleyiciyi devre
disinda birakma yaklasiminin aksine, gozleyiciden belirli oranda yararlanarak kalkis
profilini degistirmektedir. Bu sayede camagir yiikiine baglh olarak kalkis profilinin
degistirilmesi ve belirli bir hiza kadar rotor konumu kestirilememesine ragmen
motorun kritik hiz seviyesine en az konum hatasiyla girmesi saglanmistir. Ayrica
makinanin tamburu yiiksek hizlara ¢ikmadan evvel tambur icindeki dengesiz yiikii
0lcmek amaciyla dengesiz yiik algilama algoritmasi Onerilmistir.

Yiiksek hiz kosullarinda calisma i¢in alan zayiflatma algoritmasi gerceklenmistir.
Bu sayede camagsir makinesi her iki yonde maksimum hizda kararli bir sekilde
caligabilmigtir. Tasarim, simiilasyon ve deneysel sonuglar tezde sunulmustur. Tez
kapsaminda parametrik belirsizlikler altinda konum sensorsiiz DMSM kontrolii
problemi icin farkli bir yontem 6nerilmistir.

Ik defa endiistriyel bir uygulama cercevesinde DMSM kontroliinde jutup ren-
klendirme metodu kullanilmistir. Ayrica, basit yapili ve dayanikli P1 g6zleyici yapisi
konum sensorsiiz kontrol probleminde ters elektromotor kuvvetleri kestirmek i¢in
kullanilmistir.  Ozgiin bir kalkis algoritmasi onerilmis ve farkli yiik kosullarinda
yontemin gecerliligi test edilmistir.
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1. INTRODUCTION

1.1 Purpose of The Thesis

The purpose of the thesis is to design a closed loop system in order to control the speed
of the washing machine drum over wide speed range under parametric uncertainties
without using a rotor position sensor. The controllers and observers are required to
have simple structures which are applicable by using a low cost microcontroller. In
order to solve rotor position sensorless startup problem, a novel startup algorithm is

proposed. Validity of the design is proven by simulations and implementation.

1.2 Literature Review

In the last decade, great efforts have been made in the field of the position sensorless
control of AC machines. The drive system is most commonly called as "sensorless
drive" ambiguously in the literature despite the fact that the speed control system still
include current sensors. In order to be consistent, these drive systems are called as
"position sensorless drives" through this study.

Scaler control of AC machines show satisfying performance in the steady-state. Simple
structure make it a valid control methods for many applications [1]. However, when
it comes to high performance motor control application, field oriented control is a
superior technique. The purpose of the field oriented control is to make real time
control of torque, speed and phase currents not only in steady state but also during
transients [2]. By decomposing the magnetic field and torque related components
of the stator current vector, AC machine can be turned into a easily controllable DC
machine in a sense [3]. The cost of achieving high performance control of AC machine
is the necessity of rotor flux position information. This information can be obtained
by a sensor which is vulnerable to the noise, vibrations and temperature variations. So
the main purpose of the position sensorless drive is to eliminate the sensor in order
to increase the robustness and reliability while reducing the hardware complexity and

cost.



PMSMs are widely used in many industrial systems. The reason of absorbing too
much attention by PMSM are their high torque/volume ratio, hign energy efficiency
and reliable operation. Depending on the arrangements of the permanent magnets in
the rotor, motor type can be classified in two categories; Surface mounted PMSM
(SPMSM) and interior magnet PMSM (IPMSM). permanent magnets of the SPMSM
are placed on in the rotor homogeneously so that the air gap does not depend on the
rotor position. These machines uses only the excitation torque to produce mechanical
power. IPMSM on the other hand uses both excitation and reluctance torque due to

their saliency of the rotor structure. In this study, IPMSM motor drive is covered.

1.2.1 Sensorless speed control of IPMSM

The absence of the position sensor information leads the researchers to drive it from the
mathematical model. There are two main stream in estimating the rotor position which
are back electromotive force based models are stator flux based models. The rotating
PM induces voltage in the stator windings depending on the speed and the position of
the rotor position. Also, the magnetic flux is related to the speed and position as well.
So, the mathematical model can be derived considering these values as states in order

to obtain position information [4].

1.2.1.1 State estimation

The problem of the position estimation is moved to the state estimation area by relating
the BEMF of flux values with the rotor position. Many researches have been done by
focusing on different aspect of the control problem [5]. The methods that have been

used can be crudely categorized as follows;

Model Reference Adaptive Systems

Luenberger Observer (Full or reduced order)

Sliding Mode Observer

Kalman Filter

The main idea of the MRAS is to use a desired mathematical model (Reference)

besides an adaptive model which adapt the reference model [6]. The block diagram
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MODEL

ADJUSTMENT
MECHANISM

CONTROLLER PLANT

Figure 1.1 : Block Diagram of MRAS

of the MRAS is given in Figure 1.1. Full order state observer uses the measurable
states (current) in order to estimate the measurable and unmeasurable states (BEMF,
Flux etc.) by evaluating the error between motor mathematical model output and the
measured currents [7]. Block representation is given in Figure 1.2. In reduced order
observer, it is sufficient to design an observer for the partial states (unmeasurable
states). The main problem of using Luenberger observer is its poor performance
against disturbances and parametric uncertainties which are very critical in wide speed
range control of AC machines. These requirements directed the researchers to use more

robust topologies. The sliding mode observer is one of the most popular observers

u B +/\5‘ f X C y
+
A
+
L O
B — O [ ¢ 7
+
A

Figure 1.2 : Block Diagram of Luenberger Observer

among the position sensorless applications due to its easily implementable nature and

robustness. Instead of using linear value as correction term (see Figure 1.3), sliding



mode observer uses a nonlinear switching function [6]. The chattering and the phase
lag problems of the SMO are the main drawbacks [8]. Furthermore, calculation of

the gains to ensure the convergence can be complex. The structure of the Kalman

A

| Switching :
Function )

A

Figure 1.3 : Block Diagram of Sliding Mode Observer

filter is similar to the Luenberger observer. The main difference is the selection of
the gain matrix which ensures the optimum state estimation of a quadratic quality
criterion in linear case [6,7]. Extended Kalman filter is widely used for estimating
states of the nonlinear mathematical model of PMSM. The difficulty lies on the
selection of the covariance matrices. Furthermore, sensitivity to the PM flux linkage
and computationally extensive nature are main drawbacks of the EKF. Block diagram

is given in Figure 1.4. Besides the methods mentioned above, there are different

Xk—-1

Ap-q[e T K ¢

Figure 1.4 : Block Diagram of Kalman Filter
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methods that are seldomly applied to the position sensorless problem such as artificial
intelligence based methods and high frequency signal injection [7]. Computationally
extensive nature of the artificial neural network is one of the drawbacks. Also there is
no guideline to select the number of hidden layers in advance. HF injection method
relates the saliency of the rotor with the rotor position. However, the noise reaches
significant levels and it is required that the useful signal must be separated from the

noise by using proper signal processing.

1.2.1.2 Wide speed range control

The speed control problem of an PMSM requires the control of torque and current
components together. When it comes to wide speed range control, field weakening
algorithm is a must due to the limitation of the stator voltage vector limitation. Field
weakening requires the control of both torque and magnetic field related currents
together. The mathematical model of PMSM shows that there are couplings between
these two axes which are functions of speed. In order to achieve high performance
drive these issues have to be handled properly.

Many methods have been suggested for the speed control from classical PID control
to sliding mode control [9]. Although, some methods such as disturbance observer
based techniques have been proposed in order to achieve robust solutions [10], the
problem have been seldomly threatened as systems with parametric uncertainties.
Some attempts have been done for induction machine using Kharitonov theorem [11].
Many robust topologies have been proposed for the current loop [12, 13].
Unfortunately, many of them require complex control structures and include

computationally extensive design procedure.

1.2.2 Parametric uncertainties related to the control system

The field oriented control of PMSM includes many uncertainties especially in the
case of wide speed range control. Influence of the parameter variations became a
topic of many research [14—16]. Some of them focused on the BEMF based observer
techniques [17, 18], which are the case of this study.

Parametric uncertainties related to the system can be listed as follows;

e Variations in winding resistance due to the temperature variations,



e Variations in the inductance values due to the saturations,
e Variations in the permanent magnet flux due to demagnetization and temperature,

e Variation of the moment of inertia and friction coefficient due to unknown load and

changing speed,
e Variation of the torque constant due to field weakening operation

e Variation of the angular velocity if it is considered as a changing parameter in the

observer model

In order to handle these uncertainties one may consider either adaptive structures or
the robust approaches. In these study, controllers and the observer have been designed

in a robust manner.

1.3 Hypothesis

The assumptions have been made during the design have been presented here. During

the mathematical modeling following assumptions have been made;

Stator windings produce sinusoidal MMF distribution. Space harmonics in the

air-gap are neglected.

e Air-gap reluctance has a constant component as well as a sinusoidal varying

component.
e Three phase sinusoidal voltage is balanced.
e Hysteresis and Eddy currents are omitted.
e Back electromotive force is limited within operational speed range and.

e Back electromotive force dynamics is sufficiently slow compared to the current

dynamics.

Robust controllers and observer have been designed by considering the following

assumptions;



e The uncertainties of the control system are structured and modeled as parametric

uncertainties.

e The uncertain parameters are assumed to be changed between their maximum and

minimum boundaries.

e Uncertainties related to unmodelled dynamics (inverter nonlinearities, measure-

ment errors of current sensors etc.) are omitted.

1.4 Organization of the Thesis

The mathematical model of the IPMSM is given in Chapter 2. Mathematical model is
represented in different reference frames. Control strategy, field weakening operation

and parametric uncertainties are given in this chapter.

Chapter 3 is denoted to the PI observer design. Mathematical model and the design
procedure is presented in this chapter. Pole coloring concept which is used for
designing both observer and controllers, is also presented in this chapter. Angle

tracking observer design have been carried out in this chapter.

Robust current controller designs have been presented in Chapter 4. Open loop

decoupling and d-q axes current controllers have been carried out in this chapter.

Robust speed controller design have been explained in Chapter 5. Comparison between

PI and PI-P structures have been presented.

Novel rotor position sensorless startup algorithm have been proposed in Chapter 6.

Problem statement have been presented and the solution is explained in this chapter.

Field weakening algorithm which is used for high speed operations have been

presented in Chapter 7. Unbalanced load detection algorithm is also presented here.

Experimental results and simulations have been presented in Chapter 8. Validation of
the design is proven implementing the design in the real system and results related to

the different operational conditions have been presented here.

Finally, conclusion is given in Chapter 9. Main results have been summarized and

further works have been proposed.






2. MATHEMATICAL MODEL OF IPMSM

Interior magnet synchronous motor has a permanent magnet in the rotor creating
a magnetic field. Three phase windings are placed in the stator such a way that
corresponding currents have 120° phase lag between each other. Structure of IPMSM

is shown in Figure 2.1. Due to the Faraday’s law, changing magnetic field induces

Figure 2.1 : IPMSM Structure

voltage. Correspondingly, rotating permanent magnet induces voltage which is called
back electromotive force (BEMF) in the stator windings. Stator wingding has its own
ohmic resistance and inductance due to the coils formed by the windings. By using
these facts, equivalent circuit of a single phase can be modeled as follows; Through

the mathematical model derivation following assumptions have been made;

e Stator windings produce sinusoidal MMF distribution. Space harmonics in the

air-gap are neglected.

e Air-gap reluctance has a constant component as well as a sinusoidal varying

component.



W

R L

vit) O Bemf(t) (V)

Figure 2.2 : Single Phase Equivalent Circuit

e Three phase sinusoidal voltage is balanced.

e Hysteresis and Eddy currents are omitted.

By applying Faraday’s law to equivalent circuit in Figure 2.2, three phase equations

have been obtained as follows;

diy (1)

Vu(t):Ruiu(t)+Lu dt +Eu(t) (2.1)
n(t) = Ryiy(t) +Lvdi;—ft> +Ey(1) 22)
ult) = Ruiu(0) +Lu 220 1 £, (1) (23)

where E(¢) is the induced back electromotive force. For the sake of simplicity, time
dependences are not going to be expressed in the equations explicitly unless otherwise
is stated. Time derivative of the stator flux linkage corresponds BEMF due to the

Faraday’s law. The flux linkage of the each phase is given below;

WS = L,i, + M (2.4)
W = Li, + WM (2.5)
W = L,i, + W™ (2.6)

By reevaluating the equations (2.1) and (2.4) together following form is obtained;

lI]S

Vi =iy + d—;‘ 2.7
s

vy =i+ d—: (2.8)
)

Vi = Iy + d—;v 2.9

Equation (2.7) is the most general form of any alternating current machine. Any AC

machine mathematical model can be derived from these equations .
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The sum of instantaneous values of three phase signals would give 0 as shown in

equation(2.11).

O=v,+v,+v, (2.10)

0=1i,+i,+iy, (2.11)

This result suggest that only the 2 component is needed in order to represent three
phase quantities. Actually 2 phase symmetric windings (90° phase lag between each

other) can produce a rotating magnetic field as in the case of three phase machine.

2.1 Alpha-Beta Reference Frame

The Clarke transform is converts balanced three phase quantities into balanced two

phase quantities. The Clarke transformation matrix is given below;

L.ﬂ
L
ig
ip

Figure 2.3 : a-f3 Reference Frame

AR B
Blolo 2] |

By applying Clarke transformation to the equation (2.7), model in o« — 3 reference

frame can be obtained as follows;

{va] B {Ra + p(Lo+ Licos26,) pL15sin26, 1 [ia] e [—sin@e]
vg| pLsin20, Ry +p(Lo — Licos28,)| |ip e TPM 1 Cos6,
(2.13)
la,ig O and B axes armature currents
ve,vg @ and 3 axes stator voltages
W, electrical angular velocity of the rotor
0. electrical angular position of the rotor
R, armature resistance
Wpy  magnet flux linkage
LOZI%L‘], L :Ld;Lq (2.14)
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L; and L, are the d and q axes inductances and p is the differential operator. The
rotor position information appears explicitly in the state matrix and disturbance matrix.
During the construction of the observer it is required that only the BEMF or flux
component include the rotor position information. Especially when the L; and L,
inductances are different which is the case in IPMSM, mathematical expressions
get complicated. Also, the mathematical model in o — B reference frame has no
significant advantage from the controller point of view. Torque and flux related terms
are not explicitly shown in this model. However, this reference frame still useful in
constructing space vector modulation and DC bus ripple elimination algorithms. Also,

o — P reference frame can be used for observer model with some modifications as

in [19-21].

2.2 D-Q Reference Frame

Up to now, mathematical model is represented in stationary reference frames. Thus,
voltage and current values are time varying due to changing magnetic field caused
by the rotor movement. If the model is constructed from the rotor point of view,
simpler and more useful mathematical model can be obtained. If the equations are
represented in rotating reference frame, time varying AC components would turn
into DC components. Park transform given in equation (2.15) is used to express the
stationary reference frame values in rotating reference frame.
[ [ cntoo snto0) ] 015
fq —sin(6,) cos(6,)| | fp
The IPMSM mathematical model is represented in d-q reference frame as shown in

equation (2.16).
- ) o

Vg Ly Ry+p(La)| |ig .Y py
where iy and i, are the d-q axes armature currents and v, and v, are the d-q axes stator
voltages. Relationship of the a —  and d — ¢ reference frames is given in Figure
2.4. The main advantage of the d — g reference frame representation is relating current
components with the torque and flux linkage. Also, the currents and voltages in d — g
reference frame are not sinusoidal. The position dependencies of the parameters in the

state matrix is not the case here. Torque equation is given below;

3 .1
T, = EZP [‘PPM + (Ld - Lq)ld]lq 2.17)
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Figure 2.4 : o — f and d — g Reference Frames

where Z, is the number of pole pairs. In the d-q reference frame model q axis
component of the current is related to the produced torque while d axis component
is related to the flux linkage. Meaning of the currents is much more informative about
the physical expressions than the model in o — 3 reference frame. The equivalent

circuit in d-q reference frame is given in Figure 2.5. The state space representation of

W(}
NG

R Lq igLgqwe

Uq CD 0¥ PM C)

Ua C)

Figure 2.5 : Equivalent Circuit in d — g Reference Frame

the system is given below;

Ji
ﬁ — Aig + Bug + Nig@, + Sypy @, (2.18)

_R 9 19 0 L 0

L, Ly’ L, Ly
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where, A is system matrix, B is the input matrix, N is the nonlinear coupling matrix

and S is the disturbance matrix. The block representation is givin in Figure 2.6. The

We di

lI’pm - A

Figure 2.6 : Continuous Model of IPMSM in d-q Reference Frame

mathematical model is 2" order and the model shows bilinear characteristic due to
term N which shows the multiplicative couplings between the input (@) and the states

(ig and iy).

2.3 Extended BEMF Model

The mathematical model in equation (2.16) is useful for control purpose. However,
position estimation cannot be carried out by using this model due to the absence of the
position information. If the rotating imaginary reference frame (y-0 reference frame)

which lags by 6,,,, from the d-q reference frame, is created position information can

= . 2.20
|:V5:| |: w.L, R, + qu Iy + Es ( )

be obtained.

where

{jﬂ — Yo [;;;”ij;gf} +Lap [;g] +@L m + (& — @)Le Ll.ﬂ .21)
Although the position information appears in the imaginary BEMF terms, L,, L, and
L. matrices are also position dependent [22]. It is a computationally extensive duty to
drag the position information from this complex model.

Equation (2.16) can be rewritten as follows [22];

Vg R,+ pLy —(x)eLq iy 0
= S+ 2.22
[vq} { W.L, R.+pL4| |iq E.; ( )
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where
E.. = (Oe[(Ld — Lq)id + l//pm] — (Ld — Lq)(piq) (2.23)

The term E,, is called extended BEMF. By transforming this model into y— & reference

frame observer model can be obtained as follow;

M _ [Ra+pLd ~ L, } m N M (2.24)

Vs (J)eLq R,+pLg| |is es
where
ey| —SiNBerror A —liy
o] <[ 8. - g ] 025

The model in equation (2.24) is very simple compared to the model in equation (2.21).
Also, extended BEMF term is the only term contains the position information. By

taking the inverse tangent of ey and es position information can be obtained.

2.4 Control Strategy of The IPMSM

According to the equation (2.17), if the i; current is kept constant, it it obvious that
electromechanical torque is proportional with the i, current. So, it is possible to
control the torque by changing q axis current. Also, torque constant can be adjusted
by controlling the d axis current. This freedom is going to be used in field weakening
operation. In order to control the speed, a speed controller have been utilized. Control
signal of the speed controller has been fed to the current controller on the q axis.
Control signal of the current controllers (both d and q axes) have formed the stator
voltage. By applying inverse park transform, o — 8 components of the stator voltage
have been obtained. These voltages is useful by deciding th stator current sector which
is needed by the space vector modulation. Space vector modulation determines the
switching sequence and drives the three phase inverter. Inverse Clarke transform has
been used for obtaining three phase voltages.

In order to gain feedback information, three current sensor have been used. By
applying Clarke and Park transformations, variables that are needed by controllers
have been obtained. Extended BEMF based observer runs in the imaginary y — &
reference frame and estimates the extended BEMF states. By using a angle tracking
observer position estimation errot, 0,,,,, have been compensated. Speed and position
of the rotor shaft have been estimated by angle tracking observer. Block diagram of

the control schema is given in Figure 2.7.
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2.5 Field Weakening Operation

Once the motor reaches rated speed, the BEMF voltage reaches the maximum available
terminal voltage. As the speed increases, torque drops rapidly. To overcome this
problem and increase the operating speed above rated speed, demagnetizing current
(d axis current) is increased in order to reduce the air gap flux. The operation is called
field weakening. Torque/power vs. speed characteristic of the IPMSM is shown in

Figure 2.8. At the steady state, state equations become;

Torque \ Power
(p-u.)

1

>

0 1 Speed (p.u.)

Figure 2.8 : Torque/Power vs. Speed Characteristic

vg = Rig— weLqiq (2.26)
Vg = Riq + @, (Ldid + l[/pm) 2.27)

if the maximum speed is reached then i, = 0 which yields;

Vd = Rid (228)
Vg = Wemax (Ldid + l//pm) (2.29)
Vi = V3 V2 = (Rig)? + O2pax(Laia + Vom)? (2.30)
Finally
2 _ Ri 2
Do = Y Ve~ (Rid) 2.31)
Lgia + Ypm

Obviously, i; current can be adjusted in order to chance the maximum angular velocity.
The i; reference current have been obtained from another controller which is called
field weakening controller. Detailed explanations of the field weakening algorithm is

going to be presented in Chapter 7.
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2.6 Parameter Uncertainties

The classical control theory assumes that the plant is perfectly modeled and controllers
are designed without any error. However, this situation does not occur in practice.
Due to the parameter changes, modeling errors (simplification, reductions etc.),
measurement errors, disturbances, implementation errors and etc., closed loop system
have many uncertainties. In this study, controllers and observer have been design by
taking into account of uncertainties of the physical parameters. During the design
procedure, parametric approach have been adopted. This paradigm allows to specify
the parametric uncertainties exactly. The investigation of the effects of the different
parameters is also possible. The resultant controllers are low ordered which makes
the implementation easier. The drawback of this approach is that the procedures
are computationally extensive and if there are any other kind of uncertainties in
the system except for parametric uncertainties, results can be misleading. However,
computationally extensive calculations have been made offline. So, there is no burden
left to the microcontroller in which the control algorithm runs. Also, the main
uncertainties of the position sensorless control system are parametric uncertainties.
There may be other kind of uncertainties for examples concerning the inverter
(actuator), however, it is effective at low speeds and can be compensated by using

dead time compensation algorithm. So the assumptions have been made are;

e The uncertainties are structured

e The physical parameters take values between their maximum and minimum limits

The uncertain parameters are listed in Table 2.1.

Table 2.1 : Uncertain Parameters.

Parameter Minimum Value Maximum Value
3 0.6 2 0.65 M
Ly 10 mH 16.7 mH
L, 20 mH 25 mH
R 3.15Q 45Q
e -6330 "4 6330 "4
J 0.0012 kg - m? 0.0024 kg - m?
B 0.00025 %28 0.00075 %28
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3. SPEED ADAPTIVE PI OBSERVER DESIGN

3.1 Observer Model

In this part, the PI-Observer mathematical model is introduced [23]. For a class of

systems described by
% = Ax(t) +Bu(t) + Nd(x,) + Eg(x,1) (3.1

y(1) = Cx(r) 3.2)

with the state vector x(t) € R”, the input vector u(z) € R!, the measurement vector
y(t) € R™, the time variant and unknown inputs d(x,t) € R" and the unmodeled
dynamics Eg(x,7) with g(x,7) € R” and E € R™?”. The matrix N denoting the position
of the unknown inputs effecting the system is assumed to be known. The purpose
of the observer is to estimate the states and the unknown inputs which are going to be
called as disturbances. Disturbances are assumed to be constant or slowly varying [24].

Extended system has been defined by
o) = [0 0] 4t + o]0+ [*5") =

X(f
o-te o)
The purpose of the PI observer is to estimate the states of the system described above

robustly. The states x(¢) and the disturbance d(z) can be estimated using the observer

model below;

-1 B foe [Joo-so oo
§(r)=[C 0] Bgﬂ (3.6)

By denoting the extended system matrix as Aex, input matrix as Bex, observer gains

as Lex and output matrix as Cex, observability can be determined by the observability
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matrix Q.
Cex
Cex AEX
Q= ) 3.7)

Cex Ay
For the full observability, extended system Ay, Cox have to fulfill Rank(Q) =n+r.
3.1.1 Convergence of estimation errors

Considering the equations above, estimation errors have been defined as e(r) = X(¢) —

x(t) and (1) = d(t) — d(¢). Finally, error dynamics can be expressed as follows,
X| _[A-L;C N |e(r)| [Eg(x,?) (3.8)
f| — | —L,C 0] [f(r) d(r) '
It is obvious that eigenvalues of the system matrix of error dynamics determine the

convergence dynamics. Observer gains have to be chosen such a way that e(r) — 0

and f — 0 as  — oo while minimizing the effect of the d(¢). Two requirement rise here;

e Re(A;) <0, where A; are the all eigenvalues of A,

o ||L2|lF >>||L1||F

where || - || is the Frobenius norm,

Al = \/trace(A*A). In the frequency domain,

convergence the estimation error can be expressed as follows,
e(s) = G (s) — G Eg(s) (3.9)

f(s) = —[sI+L,CG IN] " sd(s) + [sI+ L,CG IN] " 'L,CG 'Eg(s) (3.10)

where G = [sT — A —L;C + NJ[sI]7!]. The transfer function from sd(s) to f(s) must
satisfy ||[Is + L,CGIN]~!|| < 7, where ¥ — Minimum in order to minimize the
effectof d on f.

Observer model can be constructed by using permanent magnet synchronous motor
model. Back EMF input has been considered as disturbance in this model.

Since the closed loop system is a digitally controlled system, mathematical model has
to be constructed in the discrete domain. By denoting the sampling time as 7', discrete

model can be obtained as follows;
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K RT T . T

A e N A

; e RT T 1 1

| == =7, 0 ] 4|0 {Vd] (3.11)
¢a 0 0 1 0] |e 0 0] [V

¢ 0 0 0 1] Lle 0 0

where ¢; = 0.

State space mathematical model of the motor has been constructed in the d-q reference
frame. However, observer model cannot be obtained in the same reference frame
because of the unknown rotor position. So the observer model has been constructed in

the rotating y — 0 reference frame.

: RT  LiIQ. T . T
y 1—% o Y| [ I (T) Ly Lo
o LT e . . _.
o I Ry it L 1 B N N R {VY]qL 13 Lag {l.d W}
€y 0 0 1 0] (¢ 0 O] [vs Lyy Lo |ig—is
€s 0 0 0 1] Les 0 0 Ly Ly

(3.12)

3.2 Design By Using Classical Pole Assignment Method

It is obvious that the back emf signals have relatively slow dynamics by comparison
to the current dynamics. So the eigenvalues of the current error dynamics have to
be closer to the origin than the eigenvalues of the back emf signals in the Z-Domain.
Sampling period is 7 = 50us and the error dynamics of the current are required to
be settled in 10 sampling period. Furthermore, the error dynamics of the back emf
signals are required to be settled in 20ms. Finally, suggested desired poles have been

determined as follows;

Desiredpoles = [0.651 0.651 0.99 0.99] (3.13)

The main problem here the presence of the angular velocity in the state matrix. Angular
velocity is not constant and closed loop pole locations depend on the angular velocity.
Eigenvalues of A matrix are given as follows.

_Li—RT _ LT
Ly Ly

A (3.14)

As the m chances between [—6300  6300] %, imaginary part of the eigenvalues varies

dramatically. One may consider to use a certain angular velocity value in order to make
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Figure 3.1 : Pole Spread of the Observer, Q, = [-6300 0] %l

a pole assignment. However, when the operational speed of the motor is changed,
closed loop pole locations vary and error dynamic of the observer can get unwillingly
slower causing the violate the separation property of the closed loop system. The
example design has been carried out by taking Q, = —4000 %. As it can be seen in
Figure 3.1, poles of the observer have been spread very large area causing the error
dynamics of the estimated error get slower.

The observer gains have to be chosen such a way that the pole spread of the
observer poles are restricted in a certain stability region called as D-region. Event
the parameter have been perturbed, observer must fulfill certain convergence criteria.
Solution is to consider the angular velocity as a parameter uncertainty with the bounds
[—6300 6300] %. The concept of pole colouring is going to be introduced in the next

section.

3.3 Pole Colouring Concept

It 1s known that poles of closed loop system roughly define the closed loop system
dynamic behavior besides stability. Although element zeros have effects on system
dynamic behavior, they do not effect the stability. So, the design approach is finding
controller in order to meet closed loop dynamic behavior requirements by considering

the effects of closed loop zeros. Pole assignment problem can be defined as follows;
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Design a gain matrix K such that
|sl — (A—BK)| = (s—p1)(s—p2)...(s— pn) (3.15)

where P1,P2---Pn are the desired closed loop poles.
There are many pole assignment techniques in the literature [25,26] and a crude

classification can be made for state and output feedback cases as follows [27];

1) Classical methods: Transform system into one or several SISO or canonical forms
and solve the equations involving determinants or characteristic polynomials [28],

[25].

2) Direct Methods: Transform system into canonical forms using stable unitary

matrices [29].

3) Matrix Equation Methods: Solve Sylvester-like matrix equations [30]
AX —XA =BG (3.16)
with the feedback matrix K = GX !

4) Eigenvector methods: Select the closed loop eigenvectors x;, the columns of the

matrix X, from some admissible subspaces.

In linear feedback compensation, nominal mathematical model is used for designing
controllers. However, there are many uncertainties related to the physical model
in practice due to linearization error, changing in environment, modeling errors,
changing operating conditions etc. Static controllers can perform satisfactory when
the nominal plant is the case. However, when the uncertainties are included, it is
possible that closed loop system poles can go unstable regions. Model uncertainty can
be categorized into two types: parametric uncertainty, which represents the parameter
variations in model and unstructured uncertainty, which represents the unmodeled
effects. In this study, parametric uncertainties are concerned. Former description of an

uncertain system is follows;

x=A(q)x+B(q)u (3.17)

y=C(q)x+D(q)u (3.18)
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where A, B, C and D are functions of the uncertainty vector q

g=I[q1 q2---qx (3.19)

whose elements are interval parameters
g <q<q for(i=1,2,...,n) (3.20)

Robust control problem addresses to designing controller such a way that closed loop
system behavior can satisfy predefined robustness requirements by considering the
uncertainties. There are useful tools that can be used in analysis and design such that
value set concept, however, it involves evaluation of the system for a range of frequency
value which is not practical [28]. The generalized Kharitonov approach is also
considered however it includes conservatisms for many classes of the systems [31].
Many attempts are made in order to move the problem to the optimization area.ln
[32] and [33], LQR technique is used to robust pole placement. Although,
the method guarantees the robustness, it allows pole placement only in a
specific region. In [34] and [35], different robustness measures are minimized
via optimization. However, selecting the robustness measure is an issue and
different robustness measures can not be assigned for different closed loop poles.
Here, pole colouring concept [36] gives a powerful idea by using the freedom in the
pole assignment problem in order to minimize cost functions which are defined for
each nominal and perturbed pole pairs. Technique also gives an insight into problem

by using only pole spread of the closed loop system.

Depending on the number of the poles,n, there are n! possible paring options. Here
there are 6 possible paring options (Figure 3.2) and it is reasonable to make the paring
such that the distance between nominal and perturbed poles are minimum. Then the
problem can be expressed as follows:

J;= min (max F;) (3.21)

g=1,..n!i=1,..n
where, n is the order of the closed loop system and F; is the robustness assesment
function. Since the number of permutation is increased as the order of the closed loop

system is increased, a suitable algorithm has to be used in order to obtain fast pairing.

Linear bottleneck assignment problem is addressed here [37]. A simple cost function
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(a) Case 1 (b) Case 2 (c) Case 3

(d) Case 4 (e) Case 5 (f) Case 6
Figure 3.2 : Possible Pairing Options
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Figure 3.3 : Nominal and Perturbed Poles

may be defined as the Euclidean distance between nominal and perturbed poles.

(3.22)

Note that, if there are no perturbation, F; = 0. The power of the technique is allowing
the designer to assign a different cost functions to each pole pair. By doing so,
dominant pole assignment can be relaxed by selecting less strict cost function for the
undominant poles. Since problem usually involves many local minimum, a global
optimization technique has to be used in order to obtain optimum result. Possible
cost functions are presented in the next section. Also, a design example is presented.
Perturbation based cost function has been used during the observer and controller

designs.
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Figure 3.4 : Minimum Perturbation Based Cost Function

3.3.1 Several cost functions

Usually, performance criteria for each pole is different. For example, designer may
not want to allow much perturbation for the dominant pole and it can be sufficient
to assign simple settling time requirement for the poles which are far away from the
dominant region. Also, in order to obtain specific time domain characteristics like
rise time and damping ratio, several cost functions can be used together for a specific
pair. Here, minimum perturbation based and settling time based cost functions are

presented. Further information can be fount in [25,36].

3.3.1.1 Minimum perturbation based cost function

By defining a disk in root space, perturbed poles can be limited to stay in this disk
which center is the corresponding nominal pole. By changing the radius of the disk
different cost functions can be assigned for the different pole pairs. Mathematical
representation is follows [36]:

|dni - dpi‘

Fi

Jii = (3.23)

where r; is the radius of the disc, d,i and d,i are the distances from nominal and

perturbed poles to the origin respectively.

3.3.1.2 Settling time based cost function

While making dominant pole placement, it is required that the poles which are not in
that region, are to be far away from the dominant region. A settling time based cost

function can be assigned for the poles which are not in dominant region. By doing
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Figure 3.5 : Settling Time Based Cost function

this, it can be guaranteed that the undominant poles are going to be stayed outside the
dominant region under parametric uncertainties. Settling time based cost function can
be defined as follows [36]:

Re(dm-) — Re(dp,-)
Jri =
Re(dm') — O;

(3.24)

where o; corresponds the location of the related right boundary.If the all the poles are
to the left of their right boundaries, the cost function is going to be less than one.
Similarly, for the poles are required to be the right of the corresponding left boundary,

cost function can be define as follows [36]:

. Re(dpi) — Re(dn,’)

2 = G — Re(dy) (3.25)
3.4 Robust Pole Placement Via Pole Colouring
Let’s consider the system below
1 —1 0 0 1
Alg)= |0 —l+q1 2+q|B(qg)=|—1+g3 0 (3.26)
2 1 -2 1 1
where parameter are known to be vary as follows,
g1 =[—0.25 0.25] (3.27)
g» =[—0.35 0.35] (3.28)
g3 =[—0.20 0.25] (3.29)
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where nominal values are g = g = g3 = 0. Since there are two input of the system
and system order is 3, state feedback gain matrix is 2x3 matrix. Since there are
6 parameters to adjust, it is impractical to use this structure during optimization.
So dyadic feedback approach which belongs to classical methods can be used in
order to design a state feedback controller. By doing so, 2 input system is turn
into pseudo-single input system whose input signal is weighted sum of two inputs.

In this approach, state feedback matrix K is an outher product of two vectors,

K= £,k (3.30)
b = Bf, (3.31)

where f, is called fan-out vector and b is pseudo single input matrix [25]. By taking

fan-out vector as follows,

1
fo= M (332)
input matrix can be expressed as follows,
k
b=|—1+g5 (3.33)
1+k
Desired closed loop pole locations are
§s=-24i s=-2—i s=-7 (3.34)

By simply using desired characteristic polynomial, state feedback k is found as follows,

k=(kI k2 K3) (3.35)
where

90 — 8(—2+ k)k

_ 3.36
2 k(11 +4k(7 +2)) (3.36)
13 4 254k + 76k>

K2 = 3.37
2 k(11 + 4k(7 4 2)) (3-37)
31+ 8k(29 + 10k

K3 +8k(29 + 10k) (3.38)

T 2 k(11 +4Kk(7+2K))

by obtaining state feedback matrix by K=f,k

90—8(k—2)k 76k2+254k+13 8k(10k+29)+31
k@RZ+FI0+2  k@k(Zk+T)+11)+2  k@kQkT)F11)+2
k(90—8(k—2)k)  k(76K>+254k-+13)  k(8k(10k+29)+31)
k@k(2k+) 1012 k(Ak(k+T)+10)+2  k(4k(2k+7)+11)+2
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Figure 3.6 : Closed Loop Pole Location when k=-0.5 and k=5

Whatever the value of the free parameter k is, closed loop poles are going to be located
at the desired locations as shown in Figure 3.6. However, when the uncertainties are

included, pole spread varies dramatically as shown in Figure 3.7 and Figure 3.8.

5 10

Figure 3.7 : Pole Spread when k=-0.5

Here, value k is a free parameter that can be used for fulfilling robustness requirement.

Now let us consider the minimum perturbation based cost functions where

n=1 (3.40)
rn=1 3.41)
r3=2 (3.42)

For this purpose a simple MATHEMATICA code has been written (Figure B.1). As
a result optimum value of k has been found as -8.5788. Resulting pole spread of the

closed loop system has been given in Figure 3.9. As it can be seen in Figure 3.9,
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Figure 3.8 : Pole Spread when k=5

of

Figure 3.9 : Pole Spread of the Closed Loop System for k=-8.5788

perturbed poles are in the defined D-regions.

3.4.1 Using settling time and perturbation based cost functions together

For the real root, settling time based cost function can be defined. It is required that
real roots are to be left of the 0 = —6.5 boundary. Perturbation based cost function is
relaxed by setting ry o = 1.5. For this purpose MATHEMATICA code has been written
(Figure B.2).

Result of the optimization gives the k value as k = —3.62. Related pole spread is
given in Figure 3.10. As it can be seen in Figure 3.10, real poles are on the left of
the 0 = —6.5. However, complex poles are not in the D-region. Related cost function

value J, = 3.94 > 1, means that perturbed poles are not in the D-region. In this case
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Figure 3.10 : Pole Spread of the Closed Loop System for k=-3.62

cost function should be relaxed and optimization should be redone. For 0 = —6.3 and

k = —3.676, pole spread stays in defined D-regions.

3.5 Robust PI Observer Design Over Wide Speed Range

Pole colouring concept can be easily applied on the robust observer design problem.
Here, the angular velocity is going to be considered as a parameter uncertainty with
the bounds of [—6300 6300]%1. Since motor rotation has two direction, different
optimization can be made for both rotation. First, the @, is assumed to be changed
between [—6300 O]% By applying minimum perturbation based cost function,

observer gain have been calculated as follows;

047 —021
018 0.43

L=1_554 0.18 (3:43)
027 _522

As it can be seen in Figure 3.11, poles of the observer are not in the desired D-region.
This means that observer model has not enough degree of freedom to assign all poles
to the desired region. Either D-region can be relaxed or the parameter variation
assumption can be changed. Fortunately, operation range of the motor can be separated
into two region (See Figure 3.12).

In washing machine application, motor runs at relatively low speed during washing
cycles which takes much more time than the spinning cycles. So, different

optimizations are going to be used for washing and spinning cycles.
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Figure 3.11 : Pole Spread of the observer, Q, = [-6300 0] %
3.5.1 PI observer design for washing cycle

Angular velocity of the motor is assumed to be changed between w, = [0 2000]

Desired nominal poles are z; > = 0.651 +0.057 and z3 4 = 0.9540.002;. D-Regions

rad
5

related to the optimization have been defined such that perturbation radius for the z; »
is r1 = 0.12 and for the z3 4 is r = 0.005. The observer gains have been calculated by

using pole colouring method are given below;

0.3759 0.1

—-0.099 0.371

—4.94 —-0.544 (3.44)
0.1 —5.419

After optimization, Poles are restricted to the given D-regions. Pole spread of the

observer dynamics are given in Figure 3.13. For the negative rotation direction, where

rad

angular velocity changes between @, = [0 —2000] ™

, same procedure has been
applied.Resulting pole spread is given in Figure 3.14 and observer gains have been

calculated as follows;
0.3544 —0.0491
0.067 0.3746
—4.889 —0.5146
—0.2485 —5.8664

(3.45)

32



18007;
WASHING l

[

t
Figure 3.12 : Operation Region of the Washing Machine

0.06 -

0.2
0.04

0.1f 002k

0.0

-0.02

—01F

-0.04 1

-021

@ Zip (b) Z3 4
Figure 3.13 : Pole Spread around z; > and z3 4

3.5.2 PI observer design for spinning cycle

Angular velocity of the motor is assumed to be changed between w, = [2000  6300]

%1 in spinning cycle. Desired nominal poles are z; 5 = 0.651 £0.1i and z3 4 = 0.99 +
0.002 . D-Regions related to the optimization have been defined such that perturbation
radius for the z1 5 is r1 = 0.12 and for the z3 4 is r = 0.005. The observer gains have

been calculated by using pole colouring method are given below;

0.3616 0.2821

—0.213  0.403
—4.90 0.20 (3.46)
—0.098 —-5.31

Related pole spread is given in Figure 3.15. For the negative rotation direction, angular
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Figure 3.15 : Pole Spread around z; > and z3 4

velocity is assumed to be changed between @ = [-2000 — 6300] %. Observer gains
for negative rotation direction spinning cycle is given below;

0.3994 —0.2732
0.2158  0.3868
—5.4971 —0.5449
0.0437 —5.8361

(3.47)

Related pole spread is given in Figure 3.16.

3.6 Speed and Position Estimation

Back electromotive force estimation has been carried out by the PI observer. The next

step is to estimate speed and angular position of the rotor. Since the rotor position
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information is related to the BEMF (see Figure 3.17), rotor position error between

imaginary and the actual reference frame can be calculated as follows;

EY — _Sin(eerror)
{Ea} =£ { c05(Bprror) ] (3.48)
Ly

) (3.49)

—1
Ocrror = tan ( Es

The position error between actual and imaginary reference frame can be compensated
by using proper controller-like structure. When the position error 6,,,,, is driven to
zero, actual speed and rotor position information can be filtered. Selected structure
is called Angle Tracking Observer given in Figure 3.18. By using forward Euler
approximation, discrete domain transfer function has been obtained as follows;
B KK Tz+ K\ T(T —K3)
22+ 72(KiKoT —2)+T2K, + 1 —TK K>
35
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Figure 3.18 : Angle Tracking Observer

Where T is the sampling period, K| and K, are observer gains. Desired settling time is

0.2 ms and overshoot is zero. Gains have been calculated as;

K; =300000 K, =0.4 (3.51)

Step response of the angle tracking observer is given in Figure 3.19. Speed estimation
has been used in order to update the PI observer system matrix in order to make

nominal and observer system matrix error minimum.

Step Response

14

0.8 -

Amplitude

06 *

04 4

0.2 -

0 I I I I I
0 0.5 1 15 2 25 3

Time (seconds) x10°

Figure 3.19 : Step Response of Angle Tracking Observer
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4. DESIGN OF ROBUST CURRENT CONTROLLERS

4.1 Mathematical Model of The Current loop

The mathematical model of the current loop is given below;

dl
V,=RI, + de—t" — w L], 4.1

dI
V,=RI,+ qu—tq + @ Laly + @Y o (4.2)

The model includes multiplication of angular velocity and the currents. However,
angular velocity changes slowly by comparison to current. So the angular velocity is
going to be treated as time varying parameter instead of a state. The main problem of
the mathematical model above is coupling effects among the d and q axes currents.
Furthermore, these coupling effects get stronger as the angular velocity increase. For
this reason, it is very hard to obtain satisfying performance at high speed applications
without suppressing these coupling effects.

Before considering fully interacting multivariable design, it is useful to check if the
problem can be treated as set of SISO system which have interactions between each
other. Advantages of using decentralized approach over MIMO desing are that it
has straightforward procedure and it is easy to understand by considering classical
control arguments [38]. As it can be seen in Figure 4.1, the inputs (V; and V,)
affect both I; and I,. One may consider to design two controller for each loop by
considering the coupling effect as disturbances. By making aggressive controller
in order to suppress the disturbance effects may show satisfactory performance in
the cases where small coupling effects are present. However, the mathematical
model in equation (4.1) and equation (4.2) shows that coupling effects increase
dramatically as the angular velocity increase. Also, current controllers have settling
time limits because of the separation property due to the observer in the closed

loop. So, the coupling effects have to be compensated by using a proper structure.

37



Vd 1 s~ L

Lgs +R ¥

Lg

(Lgs + R)(Lgs + R)

x4

Lg

(Lgs + R)(Lgs + R)

coupling
v, 1 t iq

R +C:
qu+R

Figure 4.1 : Set of SISO Representation of The Current Loop

4.2 Open Loop Decoupling of The d-q Axes Currents

Selection of which decoupling method is going to be used can be complicated and each
method address different problem [39]. Simplified decoupling method is going to be

used in this section. Open loop transfer function of the system is given below;

1 L,
G(S) r_ [ L(f)j}de (LqS+R)l(LdS+R)] (4.3)
(Lgs+R)(Lgs+R) Lys+R

The desired open loop transfer function has following form;

_[h(s) 0
T = { 0 Tz(s)] 4.4)
Where T'(s) = D(s)G(s). Resulting decoupler has been found as follows;
1 L,
D(S) = [ 0L, LqS—O—R] 4.5)
Lotk L

Updated current loop control block diagram is given in Figure 4.2. Since the angular

Lares '% +~ Vd 1 + iq
A Plq ~ Lgs +R

wlq Lq
) (Lgs +R) X (Lgs + R)(Lgs + R)
=k Xy

wLgy x L,
(Lgs +R) (Lgs + R)(Las + R)

decoupler' | | | coy pling

v,

Igref + Pl +; q 1 +
—’<_ — a O L5 +R Y ‘

Figure 4.2 : Current Control Loop Block Diagram

velocity is estimated by the angle tracking observer, it is possible to update the
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Flgure 4.4 : Phase Current With Decoupler

decoupling transfer function as the speed changes. Because the speed is the major
coupling effect, the main idea of the decoupling of /; and I, current loop is to cancel
the speed dependent terms. Although, there exist parameter mismatches between
motor model and the decoupling transfer functions, these effects can be considered
as disturbances affecting the system input now. The PI controllers can be design in
order to suppress these disturbance effects. The pole coloring concept is going to be
used in order to design robust current PI controllers under parameter uncertainties.
Single phase currents with and without decoupler have been given in Figure 4.3 and

Figure 4.4.

4.3 Design by Using Pole Colouring Concept

The resistor of the stator windings is affected by the temperature rise due to high
current or operational duration. Inductance of the d and q axes may go saturate if

the corresponding current values increases. by considering all these variations, robust
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Table 4.1 : Parameter Space For R, L; and L.

Parameter R(ohm) L;(mH) L,(mH)
Min 3.15 0.01 A 0.02
Max 4.5 0.0167 0.025

current controllers can be designed by using pole colouring concept. Parameter space

related to the current loop mathematical model is given in Table 4.1.

4.3.1 D-axis current controller design

For the d-axis current loop, discrete domain open loop system is given below;

1 —1
6(z) = 2 (1- =) (4.6)
z—eld

Where T is the sampling period. The main strategy is to assign the zero of the
PI controller far enough to stay out of the dominant region while the closed loop
poles are located in the dominant region satisfying certain settling time and overshoot

requirements. Desired closed loop poles is given below;
712 =0.985+£0.01 4.7)

Where the poles correspond a settling time which is 10ms and percentage overshoot

1s 6 . Controller coefficients have been found as follows;
K, =3.43 (4.8)
K; =0.089 4.9)

Pole spread after the optimization is given in Figure 4.5. Related step response is given

in Figure 4.6.

4.3.2 Q-axis current controller design

Same procedure has been repeated for the g-axis current controller loop. Nominal

poles are z; = 0.975 and 7z, = 0.9922. Controller coefficients have been found as
follows;

K, =12.94 (4.10)

K;=0.1 (4.11)

Pole spread of the closed loop system is given in Figure 4.7. Related step response is

given in Figure 4.8.
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5. DESIGN OF ROBUST SPEED CONTROLLER

The mathematical model of the speed loop is given below;
dopy

Where T is the produced torque by the machine, 77 is the load torque, J is the moment
of inertia and B is the friction coefficient. In the washing machine application, motor
shaft is connected to the drum via a belt-pulley mechanism which has turn ratio of 10.8.
This ratio keeps the operating speed of the motor in the stable region and also decreases

the torque applied on the motor. Moment of inertia and the friction coefficients of the

1

drum are going to be reflected with the ration of 7>

due to belt-pulley mechanism.

This result also shrinks the parameter spread on the motor side due to

Jdrum
Jtotal a 10.82 + Jmotor (5-2)
By
Btotal - lorlgg + Botor (53)

Since the loads to be put in the drum is unknown, moment of inertia of the mechanical
system may change dramatically. Moment of inertia also changes during the operation
due to the changing speed. At low speeds, clothes roll over in the drum and hit the
drum surface causing torque disturbance and changing moment of inertia. At the high
speed, clothes sticks to the drum surface leading to the changing moment of inertia.
Furthermore, clothes do not always stick to the drum surface homogeneously. Some
parts of the clothes may be gathered to the specific area on the surface causing the
unbalanced load torque. To sum up, speed controller has to be robust to the parameter
variation and has good disturbance rejection capability. The torque equation of the
motor is given

3
T = EZP (Wpm+ (La —Lg)Iy)1, (5.4)

Where Z), is the number of pole pair of the motor which is 4. By taking the torque

constant as k; = W, + (Lg — Lg)1;, motor torque can be expressed as
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Table 5.1 : Parameter Space For The Speed Loop.

Parameter Moment of Inertia Friction Coefficient Torque Constant
Min 0.0012 (kg - m?) 0.00025 (2zLs) 0.6 %
Max 0.0024 (kg - m?) 0.00075 (IXZZS) 0.65 =

0.010 -
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0.005

0.000 . I . . . . I . . AP - I . ) . .
0.985 0.990 0.995 1.qoo

~0.005 F /

-0.010 -

Figure 5.1 : Pole Spread of The Closed Loop System With PI Controller

with assumption that /; current is constant. Up to field weakening region, I; current
is kept constant at 0A. When the motor speed is increased further, negative current
reference is applied to the d axis current loop. By changing I; current, torque constant
is changed. So, the torque constant is also going to be considered as parameter
uncertainty. Parameter space related to the motor side is given in Table 5.1. By taking

account these uncertainties a PI controller has been design for nominal poles at
712 =0.995+0.002: (5.6)

and also the zero location is restricted to the z..,, < 0.9935. Resulting PI controller

coefficients are given below;

K, =0.0136 5.7

K; = 0.000089 (5.8)

Pole spread of the closed loop system is given in Figure 5.1. The pole spread exceeds

the defined D-regions. This is because the PI controller has not enough degree of
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Figure 5.2 : PI-P Controller

freedom to restrict all poles to the defined D-region. For this reason PI-P controller

structure is going to be implemented.

5.1 PI-P Controller Design

PI-P controller structure given in Figure 5.2 has more degree of freedom than the PI
controller. Also, disturbance rejection capability is much higher than PI controller due
to the inner loop. Same design procedure is going to be repeated for the PI-P controller.
In this case further design constrain comes from the inner loop. If the feedback gain is
too high, inner loop dynamics is going to be excessively fast causing the large control
signal. It also amplifies the noise in the speed feedback. If the feedback gain is kept
too low, than the advantages of the PI-P structure would not be observed. So, during
the optimization, feedback gain, K, is restricted between 0 and 0.01. Also zero of the
closed loop system is restricted to be left of the z = 0.9935. After optimization, design

parameter have been calculated as follows;

K =0.01 (5.9)
K, =0.0158 (5.10)
K; =0.0001 (5.11)

Pole spread of the closed loop is given in Figure 5.3. Step response of the closed
loop system is given in Figure 5.4. Comparison of the two controller performance for
the ramp and step disturbances is given in Figure 5.5. PI-P controller shows better

disturbance rejection performance for ramp and step type disturbances.
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6. POSITION SENSORLESS STARTUP ALGORITHM

6.1 Problem of Sensorless Starpup

The BEMEF based position sensorless control methods are very effective in the middle
and high speed range. However, when it comes to low speed operation, closed loop
system performance may decrease dramatically. One reason of that is the unmodeled

dynamics.
di
VS:Ris+L$+e+vd 6.1)

where vy is stator voltage, ig is stator current, L is the inductance matrix and vq is the
disturbance voltage. As it can be seen in equation (6.1), disturbance voltage vq takes
place in more detailed model. The reason of this disturbances are usually inverter
nonlinearities and noise. At the high speed operations, stator voltage is sufficiently
high by comparison to the disturbance voltage. So, elimination of the disturbance
voltage in the model does not cause any dramatic effects. However, at the low speed
operation, the effects of the disturbance voltage cannot be omitted and it degrades the
controllers performance. The unknown initial rotor position is also a problem. If the
distance between applied current vector and the rotor flux vector is too large, then
unnecessarily huge currents can be required to produce torque.

On the other hand, current demand is high in order to overcome the mechanical inertia.
High currents cause noisy environment because of the switching components in the
inverter. So, it is hard to filter the BEMF signal in the noisy environment. BEMF
signal is also low at the low speed since it is proportional to the angular velocity.

This problems lead the engineers to search efficient startup algorithms. High frequency
injection based methods is a valid alternative as discussed in Chapter 1. However,
it increases the noise in the layout and has some limitations due to the switching
elements. A practical approach is to align the rotor position with the current vector by
applying a flux related i; current. Since the permanent magnets is going to be aligned
with the produced magnetic field vector, at least the distance between current and rotor

flux vector can be decreased. However, rotating the current vector with only i; current
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leads the vibration in the rotor movement due to the holding torque. Once the rotor
is aligned (or assumed to be aligned), torque related current component, iy, is applied
in order to produce startup torque. By applying i, current, motor speed is increased
until the BEMF signal is matured to be correctly estimated. So, this procedure is called
open loop startup due to absence of speed and position information.

The main problem in such an approach is how to rotate the current vector. Since the

BA

Not Aligned
Rotor Position

>
Aligned d (04
Rotor Position

v

Figure 6.1 : Align State

rotor velocity and position is unknown, Clarke and Park transform cannot be utilized
and space vector modulation cannot be performed in order to derive the motor. Usually
and open loop speed and position calculation is performed in the algorithm with the
assumption that constant speed ramp. By using the relation below, speed and position

information can be obtained in the open loop.

/%m:@ 6.2)
/@m:@ 6.3)

However, speed ramp may change dramatically due to the load. If the load and inertia

are not constant, such an approach may fail for a specific condition.

6.2 A Novel Startup Algorithm

A novel startup algorithm is proposed here. The main idea of the algorithm is

that although the position and speed informations are corrupted with noise and
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disturbances, the acceleration ramp of the filtered speed estimation gives an idea about
the load torque and inertia during transient. So the open loop speed ramp information
can be updated depending on the filtered speed estimation in order to derive speed and
position information (See Figure 6.5). If the inertia and the load torque is high, motor
accelerates slowly under the constant current amplitude. By decreasing the open loop
speed ramp value, position error between rotor and current vector is decreased to a
acceptable levels. Similarly, open loop speed ramp value is increased if the load and
inertia is low which the speed estimation indicates. Flow chart of the algorithm is given

in Figure 6.3.

6.3 Open to Closed Loop Transition

The BEMF based observer can operate properly once the angular velocity reaches a
certain level. At this point, observer output have to be used in order to obtain closed
loop control. Although, the position error between current vector and the rotor flux
vector is decreased by using the startup algorithm mentioned in Section 6.2, there may
be still difference between position information obtained from observer and open loop
derivation. If the error is not compensated somehow, oscillations and ripples are take
place during the open loop to closed loop transition.

In order to minimize these unwanted behaviors, a smooth transition algorithm has been
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Figure 6.3 : Flow Chart of The Startup Algorithm

used. Algorithm utilizes a convex conjugate function which is defined below;

Sour = O fer + (1 - a)fol (6.4)
1

/ Adt = (6.5)
0

where A is the merge step, f,, is the updated value, f,; is the value in the open loop
algorithm and f,; is the value in the observer. a changes between 0 and 1 with the
predefined merge steps. Once the o reaches its maximum value, value in the open loop
algorithm has no effect and the observer outputs are running. Selection of the merge
steps depends on transition speed. Merge step has to be selected such a way that, there
have to be left enough time for controllers to recover the transient disturbances.

The stator current values are high by comparison to the closed loop. This is because
the position error is much less in when the observer is online and required torque
is high during the startup. When the control algorithm switches to the closed loop,
stator current drops depending on the load. Since the startup stator current is high,
overshoots may occur in the transition if the load is low. This degrades the startup
quality and causes sudden changes in the rotor position which may be hard to estimated

by the observer and recovered by the controllers. In order to obtain smooth transition,
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startup stator current amplitude is decreased by the information which is obtained from
the previous startup. Since the washing machine makes run and stop operation all the
time, motor is started up for the worst case scenario once, then the startup stator current
amplitude is adjusted depending on the load information which is obtained from the

previous startup. The estimated and the calculated value of the rotor speed is shown in
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Figure 6.4.
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Figure 6.5 : Novel Startup Block Representation
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7. FIELD WEAKENING OPERATION

The control system hardware is supplied by the grid. An AC-DC converter rectifies the
sinusoidal input voltage in order to feed the three phase inverter. A large capacitor in
the DC bus reduces the voltage ripples and it is assumed that DC bus voltage is fixed
or fluctuates in a small range. When the motor speed is increased to the rated value,
induced BEMF voltage is also increased and the motor cannot accelerates further due

to the voltage limitation [40,41].

2 (Ri;)2
Wemax = vmﬁ.lx ( ld) (7.1)
Lgig+ Wpm

On the other hand, the current which is applied to the motor is limited due to the
inverter ratings and stator winding temperature. Voltage and current limits is shown in

Figure 7.1. Several approaches are proposed as in [40, 42], However, many of them
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Figure 7.1 : Control Schema of The Closed Loop

are parameter dependent. Including too much parameter in the algorithm leads to

degradation in the control performance when the parameters have chanced.

7.1 Parameter Free Field Weakening Algorithm

The parameter free field weakening algorithm is based on a single fact. Stator voltage
vector cannot exceed the available DC bus voltage.
Vs > Vg + Vg (7.2)
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or alternatively;

[Vous| > |vs| (7.3)

where vy is the stator voltage vector which is v? = V¢21 + chj- This is actually the starting
condition of the field weakening algorithm. Since the realizable vector space is limited

due to the practical considerations [43], voltage limitation error is rewritten below;

Vius " Kinarg = V3 + V2 (7.4)

Once the motor reaches its allowable rated speed, v, is equal to vs. At this point a
PI controller can be used in order to increase (negative direction) demagnetization
current (iy) for keeping the relation of |vp,s| > |vs| is held. As the iy current
increase, motor accelerates further due to the reduction in the air gap flux. By
applying such an algorithm motor maximum speed is increased four times to its
rated speed which is determined by the hardware. The maximum speed is limited
to the mechanical considerations and winding temperature anyway. Also applying
too much demagnetizing current may lead to the permanent demagnetization. So the
demagnetization current (i) is limited. Flow chart of the control algorithm is given in

Figure 7.2;

FIELD WEAKENING ALGORITHM

v

Vs =sqrt( Vd"2 +Vgh2)

l T Speed < Base_Speed

Vmarg = Vbus - Vs

Deactivate Field Weakening
Pl Controller

Vmarg <=0 l

Decrease Remaining
Id Current to zero

Activate Field Weakening
Pl Controller

Figure 7.2 : Flow Chart of The Field Weakening Algorithm

Block representation is given in Figure 7.3.
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7.2 Unbalanced Load Detection

In order to operate safely at high speed regions, load distribution in the drum has to
be balanced which means that the clothes have been distributed homogeneously in
the drum. Usually, this is not the case. This causes unbalanced load distribution and
may cause excessive power consumption besides vibration. In order to prevent this
situations, equivalent unbalanced load weight have to be calculated. If the unbalanced
load wight is higher than the predefined limit, than drum speed have to be limited below
the maximum operating speed. Certain speed profile may be applied to the drum.

In order to estimate equivalent unbalanced load, active power demand of the rotor is

considered.

Figure 7.4 : The Free Body Diagram of The Unbalanced Load in Drum

F, = mwZrcos(8) +mg (7.5)
F, = mw?rsin(0) (7.6)
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Since the clothes are stuck to the drum at 100 rpm speed, unbalanced load detection
can be carried out at constant 100 rpm drum speed. By considering the vertical force
applied by the load, it can be assumed that the active power required by the drum
chances sinusoidally. Due to the friction, active power demand of the rotating drum is
denoted as Pyoo,pn Which is constant. By considering the drum radius, measurement
speed and the gravitational acceleration, power equation can be approximated.

3.2

;. r

m

2

Punbalancea = P 00rpm +m (7.7)

By considering the power requirement, unbalanced load weight can be determined

since the radius of the drum and P, are known.

A 2(Punbalanced - PlOOrpm) (7.8)

Active power can be calculated by using q axis equivalent circuit at steady state in

Figure 7.5. Since the active power transferred to the rotor can be calculated by knowing

AN —— N -
W

R Lq igLqw,

Uq C—) WY pM CD

Figure 7.5 : Equivalent Q-Axis Circuit

iy current and back electromotive force, it can be used to calculate the unbalanced load
weight. 633 g unbalanced load has been used in order to the validate the concept.

Active power transferred to the rotor is given in Figure 7.6. By considering the

Active Power
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Figure 7.6 : Active Power Variation in The Presence of Unbalanced Load

unbalanced load equation, load weight has been calculated as 672g. Since drum has
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its own unbalanced load due to imperfect mechanical structure, it can be said that this
approach can be used in order to detect equivalent unbalanced load in the drum. The

unbalanced load estimation for different weight have been given in Figure 7.7.

Unbalanced Load Calculation
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= 1113g  —633g 422g === No load

Figure 7.7 : Unbalanced Load Estimation For Different Weights
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8. SIMULATIONS AND EXPERIMENTAL RESULTS

8.1 Simulations

In order to validate the design, MATLAB/SIMULINK model of the closed loop system
has been constructed. The aim is to observe the position error between actual and
estimated rotor position. As it is discussed in chapter 3, state estimation (ig, i,) errors
go to zero in the steady state. However, depending on the uncertainties, extended back
emf estimation error is kept below a certain limit, ¥, so the estimated rotor position
in Figure 8.1. Since the structure of the observer and the controllers are PI type,
estimation errors have been simulated also during ramp state. Uncertain parameters
have been chanced between their limits during simulation and the worst case results

are presented in this section. SIMULINK block are given in the APPENDIX.

I? Is
Actual Referance Frame
Imaginary Reference Frame
> Id
\M
IY

Figure 8.1 : Estimated And Actual Reference Frames

8.1.1 Washing cycle estimation errors

During washing cycle, motor mechanical speed is below 1000 rpm. Since the observer
has a)eé—z terms, the back electromotive force estimation error caused by Ly and L, is
expected to be lower than the high speed case. State estimation errors under parameter
uncertainties and noisy environment is given in Figure 8.2. Similarly, rotor position
estimation is given in Figure 8.3. As it can bee seen in the Figure 8.2 and Figure

8.3, stator current estimation is satisfying. Estimated states track the actual states
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Figure 8.2 : Washing Cycle State Estimation Errors
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Figure 8.3 : Washing Cycle Rotor Position Errors

without steady state error in both nominal and worst case. However, rotor position
error has steady state error when the parameters are chanced. During nominal (ideal)
case steady state error is zero. Position error is also increased when the load is chanced
and motor is accelerated (or decelerated). However, rotor position error is limited due
to predefined speed ramps and parameter variation limits. Position error at worst case
is below 3. Up to 20° — 30 position error, control performance does not chance
dramatically. Depending on the position error, required stator current is increased
leading to inefficient drive performance. So the design is valid. Motor control closed

loop system can tolerate this position error.
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8.1.2 Spinning cycle estimation errors

Motor mechanical speed reaches up to 15120 rpm. So, the estimation errors caused by
the w% term is more effective by comparison to the washing cycle case. Therefore,
spinning cycle is more challenging case. Although state estimation steady state error
converges to zero, position estimation error is relatively high compared to the washing

cycle. Spinning cycle state estimation error is given in Figure 8.4. At worst case, there

T T

D error (Nominal Case),
Q error (Nominal Case,
— — — D error (Worst Case) ||
— — — Qerror (Worst Case)

I
-0.0157 —

f

|
-0.02- —
-0.025- —

-0.03- =

-0.035 1 1 1 1 1 1 1 1 1
1 2 3 4 5 6 7 8 9 10

Time (s)

Figure 8.4 : Spinning Cycle State Estimation Errors

are overshoots in the transient period. However, estimation error goes to zero at the

steady state. Position estimation error is given in Figure 8.5. As it can be seen in

Nominal Case
Worst Case

2 : : : -

-3 . . : -

Position Error (degree)

= 1 1 1 1 1 1 1
7

1 2 3 4 5 6 7 8 9
Time (s)

Figure 8.5 : Spinning Cycle Rotor Position Errors

Figure 8.5, estimated position error is higher than the washing cycle case. However,

position error is kept below 7°. This result is also satisfying. This position error shows
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itself as the unnecessarily high stator current due to the projection as given in Figure

8.1. However, current increment is tolerably low due to low position error.

8.2 Experimental Results

By using E2Studio IDE, real time variables have been captured to the text file. In this
section, control system variables have been presented under different load and speed

conditions.

8.2.1 Washing cycle
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Figure 8.6 : Drum Speed Under No Load Condition

As it can be seen in Figure 8.6, drum speed tracks the reference speed without making
steady state error. In order to make more realistic experiments, washing machine is
load with 400g unbalanced load. The unbalanced load creates sinusoidal load torque
and the frequency of the sinus depends on the rotor speed. Speed estimation under
400g unbalanced load is given in Figure 8.7. Estimated extended back electromotive
forces under 400g unbalanced load have been given in Figure 8.8. Since the load
torque chances sinusoidally, back electromotive forces are also oscillate. D axis back
electromotive force fluctuates around zero. This means the observer estimates the
rotor position very closely. Depending on the uncertainties, error between real and
estimated rotor position may chance as indicated before. However, current estimation
error is expected to be zero. Torque component of the current ,ig, is given in Figure

8.9. Unbalanced load in the drum creates sinusoidal load torque, causing the torque
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Figure 8.7 : Drum Speed Under 400g Unbalanced Load Condition
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Figure 8.8 : BEMF Voltages Under 400g Unbalanced Load Condition

component of the stator current oscillates. However, mean value, which compensates
the torque caused by the friction, is almost constant. Estimated position error which
is atan(_E—?), is given in Figure 8.10. Estimated position error between actual and
imaginary reference frames is calculated by using back electromotive forces. Since the
unbalanced load causes the back electromotive force oscillations, estimated position
error is also oscillates. The other reason of the oscillation is the observer dynamics.
Observer tries to compensate the error between actual and the observer model output.

So, during the transient period, estimation error may not be zero depending on the error

dynamics.
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Figure 8.10 : Estimated Position Error Under 400g Unbalanced L.oad Condition
8.2.2 Spinning cycle

As the motor speed increased, sinusoidal load torque frequency is also increased.
Furthermore, stator winding resistance is increased as the stator current is increased.
So the spinning cycle is a suitable region in order to test the performance of the closed
loop system. Speed Estimation under no load condition and 400g unbalanced load
condition is given in Figure 8.11 and Figure 8.12. Drum speed tracks the reference
signal for different load conditions.  Estimated back electromotive forces is given
in Figure 8.13. Depending on the rotor speed, extended electromotive forces change.
Since the d axis is aligned with the permanent magnet, there is no back electromotive

force in the d axis. However, depending on the estimation quality and the operational
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Figure 8.12 : Drum Speed Under 400g Unbalanced Load Condition

conditions, d axis back electromotive force takes values different from zero. But as it
is observer, d axis back electromotive force is always near to zero. Torque related i,

current is given in Figure 8.14.

8.2.3 Ramp condition at whole range

Since rotor position error is increased during acceleration (or deceleration), it is also
important to observe the closed loop variables during the ramp case. Washing machine
is loaded with clothes and related closed loop variables have been observed. Motor
speed profile which covers full range is given in Figure 8.15. Motor speed tracks the

reference without making any steady state error. Figure 8.16 and Figure 8.17 show

65



300 n

200 n

BEMF(V)

o

-100 : 4

200 I I I I I
0 50 100 150 200 250 300

Samples
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Figure 8.14 : i, Current Under 400g Unbalanced Load Condition

the stator currents and the control signals. Especially at high speed operation, stator
current variation is increased due to the coupling effects and high frequency sinusoidal
load torque. However, controllers compensate the effect of these disturbances. Control
signal oscillations are satisfactorily low. Control signals also do not exceed the
stator voltage limits during the whole operational range. Estimated extended back
electromotive forces, Ey and E§, are shown in Figure 8.18. Ey stays at zero as expected
and E§ reaches high voltages depending on the motor speeds. Since the extended back
electromotive forces are fictive variables, exceeding 300 V DC bus voltage is not a
problem. By using an oscilloscope, stator phase current can be measured. Stator

current can be considered as the vectorial sum of the i, and iy. So, by observing
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Figure 8.16 : Stator Currents Under Loaded Condition

the phase current, many information can be obtained. First of all, phase current
is sinusoidal. Amplitude of the phase current is proportional to ,/ifl—l—ifl and the
frequency is directly proportional to the rotor speed. Since the number of pole pairs
is 4, electrical rotor speed can be found by multiplying the electrical frequency by 15.
Position estimation quality can be also observed up to certain point. Harmonics of the
phase current increases with the rotor position error. So, pure sinusoidal phase current
means that the rotor position estimation is satisfactory. Phase currents at maximum
speed, at minimum speed and washing speed under unbalanced load condition are

given in Figure 8.20, Figure 8.21 and Figure 8.22.
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Figure 8.19 : Input Power Under Loaded Condition
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9. CONCLUSION

In this study, interior magnet synchronous motor has been controlled under parametric
uncertainties without using any rotor position sensor. The designed closed loop system
has been applied to a washing machine application. Pole coloring concept has been
applied to a real industrial problem for the first time in order to obtain satisfactory
design under parametric uncertainties. By using this approach, controller coefficients
remain unchanged during the whole operational range. This led to simple control
algorithm without using adaptive structures.

PI observer has been selected as state and disturbance observer due to its simple
structure, easily applicable nature to the low cost microcontroller, and its satisfactory
robustness properties. Results in Chapter 8 show that controller and observer designs
fulfill the requirements of washing machine application. Field weakening algorithm
has been applied in order to extend the motor speed which is limited by the DC bus
voltage. Also, decoupling control structure has been designed in order to minimize the
cross coupling effects between d and g axes currents.

In order to overcome the robust startup problem, a novel startup algorithm has been
proposed and applied. By using the algorithm, it was observed that motor has always
been able to perform successful startup for different load conditions.

Unbalanced load detection algorithm has also been proposed. However, the current
version of the algorithm can only detect the unbalanced load. When the drum is loaded
with balanced and unbalanced load, algorithm shows poor performance and is needed
to be improved.

At the end of the study following issues are proposed to be improved as further works.

e Steady state error of the state estimation converges to the zero for the estimated
currents. However, disturbances (back electromotive forces) estimation error does
not converges to zero but to a small number. In order to improve the observer

robustness, degree of freedom of the observer may be increased.
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e In order to overcome the decoupling problem, open loop transfer functions have
been decoupled by using 2 transfer function. However, uncertainty analysis have
not been covered. More improved decoupling techniques may be applied to the
closed loop system (Observers may be used in order to estimate the decoupling

signals).

e Low speed operation has not been covered in this study. However, washing machine
drum can still rotates at 87pm under loaded condition without loosing the stability.
Further improvement may be proposed in order to improve low speed performance
such as including detailed model of the inverter, using active disturbance rejection

techniques and using different mathematical model and structure for the observer.

e Uncertainties have been treated as parametric uncertainties and unstructured
uncertainties are now covered. Further study may cover the frequency domain in

order to increase robustness.

e Parameter identification has not been covered in this study. Estimating the certain
parameters like load moment of inertia and the stator resistance may improve
the closed loop system performance besides improving the application algorithm

(winding temperature estimation, amount of water to be used etc.).
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APPENDIX B.1

costl = N[Table[ (Abs[Permutations [{-7, -2+1, -2-14}][[counter]][[1]]
- Eigenvalues [A -B.Fs]1[[1]1]1/r1), {counter, 1, 6}]11;

cost2 = N[Table [ (Abs[Permutations [{-7, -2+1i, -2-4}][[counter]][[2]]

- Eigenvalues [A -B.Fs][[2]11/r2), {counter, 1, 6}11;

N[Table[ (Abs[Permutations [{-7, -2+4, -2-14}][[counter]][[3]]

- Eigenvalues [A -B.Fs][[3]11/¥r3), {counter, 1, 6}11];

cost3

Jpair = Min[costl + cost2 + cost3] ;

Jpc = Max[Table [Jpair, {qgql, -0.25, 0.25, 0.25}, {92, -0.35, 0.35, 0.35},
{g3, -0.2, 0.25, 0.2}]]

Minimize [Jpc, k, Reals]

Figure B.1 : MATHEMATICA Code for Minimum Perturbation Based Cost Function

APPENDIX B.2

costl = N[Table[ (Abs[Permutations [{-7, -2+ 14, -2-4d}][[counter]]1[[1]]
- Eigenvalues [A -B.Fs][[1]]]/r1), {counter, 1, 6}]];
cost2 = N[Table [ (Abs[Permutations [{-7, -2 +1, -2-14}][[counter]][[2]]
- Eigenvalues [A -B.Fs]1[[2]]]1/r2), {counter, 1, 6}11;
cost3 = N[Table[ (Re[Permutations [{-7, -2+14, -2-4d}][[counter]]1[[3]1]]
- Re[Eigenvalues [A -B.Fs]1[[31]1]1) / (Re[Permutations [{-7, -2+14, -2-1}]
[[counter]][[3]]] +6.5), {counter, 1, 6}]11;

Jpair = Min[costl + cost2 + cost3] ;

Jpc = Max [Table [Jpair, {ql, -0.25, 0.25, 0.25}, {q2, -0.35, 0.35, 0.35},
{093, -0.2, 0.25, 0.2}11]

Minimize [Jpc, k, Reals]

Figure B.2 : MATHEMATICA Code for Settling Time Based Cost Function
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