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SANAYIDEKIi ENERJI YUK TAHMIN MODELLERI

ALI NADIiR KAPKIN

Bu tez calismasinda yer alan Organize Sanayi Bolgesi’nde kullanilan elektrik
enerjisinin tahminlemesi Arima , Double Seasonal Holt Winter ve Yapay Sinir
Aglari ile modellenmistir. Hangi Modelin Organize Sanayi Bolgesi’nin tiiketimini en
iyl tahmin ettigi sorusunun cevabi aranmistir. Organize Sanayi Bolgesi’nin 2011-
2017 yillart arasindaki elektrik tiiketimi saatlik olarak incelenmistir. Mevcut verilere
gore modeller olusturulmus, ve bu Organize Sanayi Bolgesi i¢in en iyt model
yaratilmaya ¢alisilmistir. Olusan yeni model elektrik alim satim kontratlar1 yaparken
Organize Sanayi Bolgesi Yonetimi'ne giiclii bir yol gosterici olacaktir. Bunun
yaninda dogru talep Elektrik Ureticileri’nin kaynaklarinin optimum seviyede

kullanmasin1 saglayacaktir.

Anahtar Kelimeler: Talep tahmini, Arima, Holt Winters, yapay sinir aglar1, elektrik
talebi



ABSTRACT
SHORT TERM LOAD FORECAST IN INDUSTRY ZONE

ALI NADIiR KAPKIN

In this thesis, the estimation of the electrical energy used in the Organized Industrial
Zone was investigated by Arima, Double Seasonal Holt Winter and Artificial Neural
Networks. The results were compared with each other. The answer to the question of
which model best estimates the electric consumption of the Organized Industrial
Zone was thought. The electricity consumption between the years of 2011-2017 of
the Organized Industrial Zone was examined in hourly. According to the available
data, models have been created and the best model for this Organized Industrial Zone
has been tried to be created. The new model will be a powerful guide to Organized
Industrial Zone Management while making electricity purchase contracts. In
addition, the right demand will ensure that Electricity Producers use their resources

at the optimum level.

Keywords: Demand forecasting, Arima, Holt Winters, artificial neural networks,

electricity demand



ONSOZ

Bu caliymada Tiirkiye’nin Batisinda bulunan Orta Olgekli Organize Sanayi
Bolgesi’nde kullanilan elektrik enerjisinin kisa donem elektrik yiik talep tahmini

yapilmustir.

Literatiirde konuyla ilgili yapilan ispat, karsilagtirma ve analiz ¢aligmalar1 detayl1 bir
sekilde taranmistir. Diger calismalardan farkli olarak Organize Sanayi Bolgesi icin
Kisa Donem Yik Tahmin’i ti¢ farkli yontemle birbirleriyle karsilastirilarak
yapilmustir. Organize Sanayi i¢in Kisa Dénem Yiik Tahmin yontemi i¢in en uygun

model gelistirilmistir.

Bu tez konusunun tayininde, arastirma asamasinda ve tamamlanmasinda destegini
esirgemeyen degerli hocam ve tez danismanim Sayin Prof. Dr. Necdet Ozgakar’a, tez
izleme kurulu iiyelerim Sayin Prof. Dr. Alp Baray’a ve Sayin Prof. Dr. Selim Zaim’e

ayirdiklar1 kiymetli zamanlarindan 6tiirii tesekkiir ederim.

Bugiinlere gelmemde biiyiik emek sarf eden 6zellikle annem Emine Kapkin ve

babam M. Riza Kapkin’a katkilarindan dolay1 tesekkiir ederim.

Ali Nadir KAPKIN

Istanbul, 2018
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GIRIS

Enerji planlamasi ve yonetimi, tiim diinyadaki ¢ogu iilke i¢in 6nemlidir. Sanayi
devriminin baglangicindan bu yana, ekonomik biiylimenin ana kaynag: elektriktir.
Dolayisiyla, elektrik ihtiyaclarimi 6ngdrmek icin metodolojiler ve prosediirler
olusturmanin gerekliligi 6ne ¢ikmistir. Bu konu hem akademisyenler, hem hiikiimet

hem de elektrik sirketleri i¢in 6nemli bir konu olmustur.
Elektrik talep tahmin modelleri genel olarak ii¢ kisma ayrilmaktadir.

1. Uzun Dénem Yiik Tahmini (Long Term Load Forecasting-LTLF)
2. Orta Donem Yiik Tahmini (Mid-Term Load Forecasting-MTLF)
3. Kisa Donem Yiik Tahmini (Short Term Load Forecasting-STLF)

Uzun Vadeli Elektrik Talebi Yiikk Tahmini, elektrik gii¢ sistemlerinin iyi planlanmasi
ve genisletilmesinin 6nemli bir parcasidir. Aslinda, yeni nesil tesislerin insasinin
planlanmasinda, bir iilkenin elektrik matrisinin gelistirilmesinde ve iletim hatlarinin

genisletilmesinde 6nemli bir rol oynamaktadir.

Orta Vadeli Elektrik Talebi Yik Tahminleri ise bakim programlari, ara donem
hidrotermal koordinasyon, yeterlilik degerlendirmesi, smirli enerji birimlerinin
yonetimi, diisiik maliyetli yakit alim stratejilerinin gelistirilmesi gibi bir¢ok alanda

kullanilmaktadir.

Gilintimiizde elektrik iletim ve dagitim sistemlerinde depolama mevcut degildir. En
iyi gii¢ sistemi ¢aligmast igin elektrik {iretimi elektrik yiikiinii takip etmelidir. Uretim,
iletim ve dagitim programlar1 elektrik ylikiinii tahmin etmek i¢in bazi yontemler
kullanmaktadirlar. Boylece elektrik altyapisini verimli, giivenli ve ekonomik olarak

kullanirlar.

Uretim tesisleri, Kisa Vadeli Elektrik Yiik Tahminini yakin gelecekteki yiik talebini

karsilamak ve tiretim kaynaklarini planlamak iizere kullanir.



fletim araglar1 ise, talepten daha fazla giic ¢ekilmesi durumunda olusabilecek
tikaniklig1 ve asir1 yiiklenmeleri azaltmak i¢in giic akisini optimize etmek amaciyla

Kisa Vadeli Yiik Tahmini’ni kullanmaktadir.

Kisa dénemli tahminler bir saatten bir haftaliga kadar olan siireci kapsamaktadir.
Giin igerisinde elektrik enerji ihtiyacinin siirekli olarak degismesinden dolay1

devreye giren ya da devreden ¢ikan gii¢ sistemleri sayist degismektedir.

Gli¢ sistemlerinin tahminlere gore isletilmesi ile kullanicilara ekonomik ve kaliteli

enerji saglanabilir. Verimli enerji planlamasi enerji maliyetlerini diistirtir.

Calismada Organize Sanayi Bolgesi nin haftalik elektrik enerji ihtiyaci incelenmistir.
Amagc haftalik enerji ihtiyacini optimum olarak tahmin etmektir. Bu veriler elektrik

alim satim kontratlar1 yaparken giiclii bir yol gosterici olur.



BIiRINCi BOLUM
ELEKTRIK ENERJIiSI

1.1 Elektrik Enerjisi

Elektrik enerjisi, insanlarin kullanimi i¢in en uygun enerji bi¢imidir. Elektrik enerjisi
kullaninm1 kolaydir ve bir yerden bagka bir yere hareket eder, ancak biiyiik
miktarlarda depolanmasi neredeyse imkansizdir. Sanayi’de, igletmelerde, konutlarda,
¢ogu cihazin calistirilmasinda, ulagimda, hatta 1sitmada bile kullanilmaktadir.
Elektrigin iiretildigi noktadan son kullaniciya ulastigi ana kadar olan siiregler alt

boliimde aciklanacaktir.
1.1.1 Elektrik Enerjisinin Uretimi

Elektrik enerjisi, niikleer enerji, fosil yakitlar (komiir, gaz ve petrol), yenilenebilir
enerji kaynaklar (riizgar, glines enerjisi) gibi ¢esitli enerji kaynaklarindan elde edilen
enerjinin elektrige doniistiiriilmesiyle tretilir. Geleneksel enerji liretim tesislerinin
yani sira, daha yakin zamanlarda biyoenerji, hidroelektrik, riizgar, giines ve
jeotermal enerji gibi Yenilenebilir Enerji Kaynaklarmin kullanimi siirekli olarak
artmaktadir. Elektrik, sebeke tizerinden son tiiketiciye iletilir. Elektrik enerjisi
birincil bir enerji kaynagi degildir, bunun yerine bir enerji para birimidir. Birincil
enerji (riizgar veya dogal gaz gibi), kolay kullanim ve iletim igin elektrik yapmak

tizere bir elektrik santraline gider.

Son 15 yilda enerji kaynaklarinin tiiketiminde goriilmemis bir degisim gorilmiistiir.
Yenilenebilir enerji pazarinda beklenmeyen yiiksek oranda bir biiyiime, gelismekte
olan {ilkelerde yatirnm, yeni kapasitelerin gelistirilmesi enerji {iretim matrisini
dinamik bir yap1 haline getirdi. Bunun sonucunda fiyatlar diistii, ekonomik biiyiime

ve sera gazi etkisi artt1.

Elektrik piyasasi liberallestikge sera etkisi ve ¢evre sorunlarindan dolay: hiikiimetler
enerji sektdriindeki yatirim politikalarini degistirmektedir. Onceligi Yenilenebilir

Enerji Kaynaklari’na vermektedir. Yenilenebilir Enerji yatirimlarinin biiylimesi ayni



zamanda enerji tiretim dngoriisiinde belirsizliklere de sebep olmaktadir. Belirsizlige

sebep olan etkilere 6rnek verecek olursak, sicaklik, lokasyon, hava durumu v.b.

Yenilenebilir Enerji Kaynaklari’nin dogast geregi var olan belirsizliklerden dolay1
enerji liretim piyasalarindaki tiretim planlamalarinin 6nemi artacaktir. Konvansiyonel
enerji liretiminde var olan iretim planlamasindaki yiiksek Ongoriilebilirlik yetisi
etkisini yitirecektir. Bu durum enerji matrisinin yonetiminde degisiklere de sebep

olacaktir.

Diinyadaki Elektrik Kaynaklari’nin Son 10 yildaki degisimi Tablo1’de gdsterilmistir.
(World Energy Council, 2016)

Tablo 1 Diinyadaki Elektrik Enerjisi Kaynaklarinin Son 10 Yildaki Degisimi

FIGURE 1: COMPARATIVE PRIMARY ENERGY CONSUMPTION OVER THE
PAST 15 YEARS
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1.1.1 Enerji Uretim Kaynaklar

Enerjileri elde etmek i¢in de enerji kaynaklar1 kullanilir. Elektrik enerjisine

dontistiiriilebilen enerjilerin belli bash kaynaklar1 da sunlardir:

1. Termik kaynaklar
2. Hidrolik kaynaklar
3. Niikleer Kaynaklar



4. Diger kaynaklar (Glines, riizgar, jeotermal vb.)
1.1.1.1 Termik Kaynaklar

Termik kaynaklar, gerekli kosullar saglandiginda 1s1 enerjisi meydana getirebilen
kat1, sivi ve gaz seklindeki yakitlardir Calisma prensibi fosil yakitlar kullanilarak
sicak sudan elde edilen basing ile buhar tiirbininin dénmesiyle olusan akimdir. Bu

fosil yakitlar;

Kullanim Sirasina Gore;
1.Komiir

2.Petrol Ve Motorin
3.Dogal gaz

4. Talas

5.Copten liretilmis metan gazidir.
1.1.1.2 Hidrolik Kaynaklar

Su giicii ile elektrik enerjisi tiretimine hidroelektrik enerji denir. Hidroenerji, deniz
seviyesinin iistiinde bulunan su kaynaklariin belirli bir yiiksekten asagiya akmas ile
enerjiyi tlirbin yardimu ile kullanilarak mekanik enerjiye doniistiirme islemine denir.
Bu meydana gelen mekanik enerji de suyun akisinin oldugu kisimda bulunan
jeneratorler ile elektrik enerjisine dontstiiriiliir ve hidroelektrik enerjisi olusur.
Hidroelektrik enerjide sistemler genelde suyun dokiildiigli anda ki mesafesine gore

ayarlanir ve olusur.
1.1.1.3 Niikleer Kaynaklar

Uranyum gibi radyoaktif elementlerin atomlarinin niikleer santrallerin reaktorlerinde
kontrollii bir sekilde pargalanmasi sonucu meydana gelen 1s1 enerjisinden elektrik

enerjisi liretilmesi i¢in kullanilan bir kaynaktir.



1.1.1.4 Diger Kaynaklar

Giines enerjisi, riizgar kuvveti, Jeotermal enerji, gel-git ve dalga kuvveti diger enerji

kaynaklarindandir.

Tablo 2’de Enerji Kaynaklar1 gosterilmistir.

Tablo 2 Enerji Kaynaklarinin Siniflandirilmasi

Enerji Kaynaklan
Kullanmislarima Gore Doniistiiriilebilirliklerine Gore
1-Yenilenemez (Tiikenir) 1-Birincil (Primer)
a) Fosil Kaynaki o KOmiir
e Komiir e Dogalgaz
e Petrol e Petrol
e Dogalgaz e Niikleer
b) Cekirdek Kaynakli e Biyokiitle
e Uranyum e Hidrolik
e Toryum e Giines
e Riizgar
o Med-Cezir (Gel-Git)
2- Yenilenebilir (Tiikenmez) 2-Tkincil (Sekonder)
e Giines e Elektrik, Benzin, Motorin
e Jeotermal e Ikincil Kémiir
e Riizgar e Kok, Petrokok
e Biyokiitle e Hava Gaz1
e Hidrolik e Siwvilastirilmig Petrol Gazi
e Hidrojen (LPG)
e Med-Cezir (Gel-Git)




2017 YILI TURKIYE ELEKTRIK ENERJiSi URETIMININ

KAYNAKLARA GORE DAGILIMI

Sivi Yakatlar
0,4%

Barajh
13,9%

D.Gol ve
Akarsu
57%

e

Asfaltit
1,9%

Tagkdmiirii +

Riizgar
6,0%

Yenilenebilir
Atik+Atik
0,7%
Atik Isi
0,3%

Jeotermal
2,1%

Giines
1,0%

Sekil 1 Tiirkiye Elektrik Enerjisi Uretiminin Kaynaklara Gore Dagilimi

Tablo 3 Tiirkiye Elektrik Kaynaklarina Gére Elektrik Uretim Miktart

KAYNAK
| Ithal Komiir
' Taskomiiri + Asfaltit
ke
' Dogal Gaz
' Smw1 Yakatlar
'Barajh =
D.Gél ve Akarsu
 Riizgar

Yenilenebilir Atik+Atk
Atk Ist
' Jeotermal
Giines
' TOPLAM

URETIM (GWh)
51.118.1
5.663.8 |
40.694.4
110.490,0 |
1.199.9
413126
16.905.9
17.903.8 |
2.124.0 |
8483 |
6.127.5 |
2.8803 |
207.277.5

KATKISI (%)
17.20
1,91
13.69
37.17 |
0.40
13,90 |
5.69
6.02
0.71
0,29 |
2.06
0,97 |
100,00



2017 YILI YENILENEBILIR
KAYNAKLARDAN ELEKTRIK ENERIJISI
URETIMININ DAGILIMI

JEOTERMAL

7,02%
YENILENEBILIR

ATIK+ATIK

= 2,43%

 RUZGAR
4 20,52%

GUNES

3,31%
= YENILENEBILIR ATIK+ATIK = RUZGAR

GUNES BARAILI

D.GOL VE AKARSU = JEOTERMAL

Sekil 2 Yenilenebilir Enerji Kaynaklari'nin Dagilimi

Tablo 4 Yenilenebilir Enerji Kaynaklari'na Gore Elektrik Uretim Miktar

GWh %
YENILENEBILIR 2.124,0 2,43
ATIK+ATIK _ _
RUZGAR 17.903,8 20,52
GUNES . 2.889,3 3,31
BARAILI | 41.312,6 | 47,34
D.GOL VE AKARSU | 16.905,9 19,37
JEOTERMAL | 6.127,5 | 7,02
TOPLAM | 87.263,0 100,00
 GWh %
YENILENEBILIR 87.263,0 29,35
TOPLAM
TURKIYE TOPLAM 297.277,50 100

Sekil 1,2 Tablo 3, 4 Tiirkiye Elektrik Iletim Ananonim Sirketi (T.E.I.A.S.) web
sitesinden alinmustir. (T.E.L.A.S, 2017)



1.1.2 Elektrik Enerjisinin iletimi

Agin ilk kismi iletim sebekesi olarak adlandirilir, yliksek ve ekstra yliksek voltajda
calisir ve uzun mesafeli iletime adanmustir. Iletim Sistemi Operatdrleri (ISO)
tarafindan yoOnetilmektedir. Tiirkiye’de iletim hatlarinin isletilmesinden ve

bakimindan Tiirkiye Elektrik fletim A.S. (TEIAS) sorumludur
1.1.3 Elektrik Enerjisi Dagitimi

Dagitim sebekesi olarak adlandirilan agin ikinci kismi, kismen yiiksek voltajda
caligir, gogunlukla orta ve diisiik voltajlarda galisir ve bolgesel dagitimi yapar, daha
diisiik seviyeli dagitim sistemlerini besler ve dogrudan miisterilere baglanir. Bunu,
giic sebekesinin kilcal kisim olarak disiinebiliriz. Dagitim Sistemi Operatorleri

(DSO) (BEDAS, AYEDAS v.b.) tarafindan yiiriitiliir.

Hem ISO'lar hem de DSO'lar (Genellikle sistem operatorleri olarak adlandirilirlar),
sistemin kendi parcalarinin giivenligini ve giivenilirligini saglamak icin yasal olarak
baglayicidirlar. Elektrik enerjisinin bir biitiin olarak tedarik edilmesi, aktarilmasi ve
kullanilmast i¢in kullanilan elektrik bilesenlerinin sebekesine, bir elektrik sebekesi

olarak da bilinen bir elektrik gii¢ sistemi (EGS) denir. (G.Gross & Galiana, 1987)
1.1.4 Elektrik Enerjisi Tedarik Zinciri

Tedarik zinciri, hammadde tedarik eden, onlar1 ara mal ve kullaniciya ulasacak son

trlinlere ¢eviren ve bu drlinleri miisterilere dagitan, iretici ve dagiticilarin

olusturdugu bir agdir. (H.L.Lee & Billington, 1992)
Elektrik endiistrisinin kendine 6zgii 6zellikleri vardir.

(1) Bolgesel segmentasyon: Elektrik i¢cin nakliye kayiplari, daha uzun mesafeler i¢in
onemlidir. Elektrik bu nedenle bolgesel bir maldir. Uzun mesafe elektrik nakliyesi
ekonomik veya uygulanabilir degildir. Yenilenebilir Enerji Kaynaklari’nin bdlgesel
olarak yatirim miktar1 artacagi diisiiniilmektedir. Ana iiretim merkezlerinden (Biiyiik

capl santraller, dogalgaz santralleri, niikleer santraller v.b.) lokasyona giderken



olusan kayiplardan, sebekelerin yatirim ve bakim masraflarindan dolayr mikro grid

tiretim sekli benimsenecegi diisiiniilmektedir.

(2) Enerji ikamesi: Elektrik enerjisinin tiretim kaynaklar1 degiskendir ve her iiretim
metodunun kendi i¢inde dinamikleri vardir. Niikleer enerji santralleri, hidroelektrik
ve benzeri gibi farkli enerji kaynaklari, elektrige doniistiiriilebilir. Bu nedenle,
elektrik gili¢ tedarik zinciri yonetiminde enerji ikamesi vardir. Ancak enerji liretim
kaynaklarinin birbirinin yerine kullanilabilmesi miikemmel degildir. Ornegin,
dogalgaz santrali giicii istenildigi anda riizgar enerjisi ile degistirilemez, ¢linkii gii¢
sebekesinin sabit bir yiike ihtiyaci vardir, riizgar enerjisi ise sabit elektrik enerjisi

uretemez.

(3) Depolanamaz: Akiiler ve depolama gii¢ istasyonu olmasina ragmen, elektrik
enerjisinin biiyiik 6lgekli depolanmasi miimkiin degildir. Bu nedenle, elektrik enerjisi

tiretimi kaynak yonetimi ve gli¢ sisteminin arz ve talep dengesi ¢ok onemlidir.

(4) Simirh tekel: Her bir tiretim sirketi ayr1 bir birey olarak rekabet edebildigi ve
yatirnmin tekrarlanamadigi i¢in, liretim verimliligini gelistirmek i¢in gerekli olan
teoride tiretimde rekabeti saglamak da miimkiindiir. Ancak, iretme endiistrisine
yonelik yliksek engeller ve iletim kisitlamalar1 nedeniyle, miikemmel rekabet¢i bir

tiretim piyasasi olusturmak imkansizdir. (Wang & Gang Cong, 2012)

ENERJI TEDARIK ZINCIRI

Uretim iletim Dagitim Perakendeciler Miisteriler

Sekil 3 Enerji Tedarik Zinciri
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Elektrik Enerjisi Tedarik Zinciri Yonetimi (Sekil 3), tiretim, iletim, dagitimdan satisa
kadar onemli is stireclerinin entegrasyonu olup, arz ve talep arasindaki dengeyi
koruyarak miisterilere ve diger paydaslara deger katan elektrik ve ilgili hizmetler

sunmaktadir.
1.2 Elektrik Sistem Yiikii

Elektrik dagitimindaki elektrik yiikii zamana ve yere gore degismektedir. Gii¢ iiretim
ve dagitim sistemi miisterilerin yiik talebine her zaman cevap vermelidir. Bu nedenle,
modern elektrik dagitim hizmetlerinin fiyatlandirma ve tarife planlamasi, dagitim ag
planlamasi ve isletimi, gii¢c liretim planlamasi, yiik yonetimi, miisteri hizmetleri ve

faturalandirma i¢in dogru yiik verilerine ihtiyag vardir.

Genelde ihtiya¢ duyulan yiik bilgisi, bir miisterinin veya bir grup miisterinin, giiniin
farkli saatlerinde, haftanin farkli giinlerinde ve yilin mevsimlerinde elektrik enerjisini
ve kurulusun toplam yiikiiniin payinin ne oldugunu ve farkli miisterilere ait ytiklerin

nasil oldugunu kullanir. (Seppild, 1996)

Endiistri, elektrik kullaniminda 6nemli bir orana sahip olmasina ragmen, genis bir
yelpazede inceledigimizde elektrigin kullaniminda ev igi amaglar (1s1k, 1s1, yiyecek
hazirlama, elektrikli ev aletlerinin kullanim1 vb.), kamu sektorii isletmeleri tarafindan
sunulan hizmetlerde de (6rnegin sokak aydinlatmasi, demiryollari, vb.) yogun olarak

kullanilmaktadir

Bununla birlikte, bireysel bir yiikiin (cihaz) veya miisterinin talebi veya kullanim
sekli oldukca rastgele ve oldukca belirsizdir. Ayrica, tipik bir yiik dagiliminda ¢ok
genis bir bireysel kullanim sekli vardir. Bu faktorler, tahmini bireysel kullanim
modellerini tahmin ederek sistem talep seviyelerini tahmin etmeyi imkansiz kilar.
Ancak, neyse ki, bireysel yiiklerin toplamu, istatistiksel olarak tahmin edilebilen ayr1

bir tiiketim modeli ile sonuglanmaktadir. (G.Gross & Galiana, 1987)

Elektrik gilic hizmetlerinin misyonu, miisterinin elektrik enerjisi ihtiyaglarin1 en

uygun maliyetle karsilamaktir. Hizmeti karakterize eden en 6nemli sey, miisterilere
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verilen ytktiir. Diger faktorler glivenilirlik, kesintilerin sayis1 ve uzunlugu, gerilimin

kalitesi ve tesisatlarin mekanik ve elektroteknik giivenligidir.

Agin iletim kapasitesinin gereklerini tanimlamak, iletim kayiplarini tahmin etmek
veya mevcut agin artan ylkleri transfer etme kapasitesini tahmin etmek ic¢in yiik
verileri gereklidir. Yeni iiretim kapasitesinin veya enerji aliminin planlanmasi,

miisterinin ylik varyasyonu hakkinda bilgi gerektirir.
1.2.1 Sistem Yiikiine Etki Eden Faktorler
1.2.1.1 Takvim Etkileri

Elektrik tiiketiminde 6nemli olan faktorlerden birisi takvim etkisidir. Yaz ve kis
mevsimlerinde elektrik kullanimi biiylik farkliliklar gostermektedir. Endiistrilesmis
toplumlarda elektrik 1sinma amaciyla da kullanilmaktadir. Endiistriyel bolge veya
turizm bolgesinin elektrik tliketim karakteristikleri farklidir. Turizm bdlgesi Antalya
ve Endiistriyel Bolge Izmit drnek olarak diisiinebilir. Bunun disinda giinliik ve
haftalik elektrik kullanim karakteristikleri mevsimlere gore degisir. Buna Ornek
olarak festivaller, biiyiik spor olaylari, ya da biiyiik endiistriyel tesislerin varligi
gosterilebilir. Yaz ve kis mevsimsel yiik farkliliklari (giin 1sigindaki artig, insan
davraniglari v.b.), giinliik yiik farkliliklar1 (gece ve glindiiz arasindaki fark), haftalik
dongiiler (hafta i¢i giinlerde yiik 6nemli 6l¢iide yiiksektir.) talep miktarini etkiler.

1.2.1.2 Ekonomik Etkiler

Gilintimiizde elektrik insanlarin glindelik hayati i¢in gereklidir. Bu ylizden bir talep
olarak ortaya ¢ikar. Boylece devletin ekonomisi de elektrik kullanimi iizerinde bir

etkiye sahiptir.

Ornegin, gelismis iilkelerin giinliik yiik egrisi azgelismis iilkelerin giinliik yiiklerinin
egrisi ile karsilastirildiginda farkli modeller gostermektedir. Gelismis sanayi igin
giinliik yiikk egrisinde 11:00 ile 16:00 arasinda biiyiik sanayi aktivitesi nedeniyle
biiyiik bir zirve gozlemlenirken, az gelismis iilkeler igin zirve saat 18:00'den sonra

yiikselmektedir. Bu nedenle, yiik tahmini i¢in {ilkenin ekonomik durumunu dikkate
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almal1 ve ayn1 zamanda uzun vadeli ylik tahmini i¢in lilkenin endiistriyel gelisimine

bir géz atmaliy1z.

Elektrik fiyatlar1 ve insanlarin satin alma kapasitesi de elektrik kullanimi {izerinde bir
etkisi vardir, elektrik pahali oldugunda daha az tiiketiciler tarafindan kullanilacaktir.
Ornegin, klimay1 kullanmak Pakistan'in niifusu i¢in uygun degildir. Boylece elektrik

fiyat1 da giinliik yiik egrisini etkiler.

.Dolayistyla elektrik fiyati1 gibi ekonomik faktorler, ylik yonetimi ve sanayilesme
derecesinin sistem ortalama yiikii ve sistemi iizerinde 6nemli bir etkisi vardir. (Fahad

& Arbab, 2014)
1.2.1.3 Meteorolojik Etkiler

Ortalama ve maksimum sicakliklar, nem seviyeleri, yagis ve kar, bulut Ortiisi;
Minimum ve pik sicaklik, nem, yagmur ve kar yagisi, riizgar hizi, bulutlu hava yiik

tahminini etkiler.
Hava faktorii asagidakileri igerir. (Fahad & Arbab, 2014)

Sicaklik
Nem
Yagis

Riizgar hiz1 ve riizgar sogutma indeksi

AN N NN

Bulut ortiisii ve 151k yogunlugu
1.2.1.4 Rastgele Olaylar

Spor etkinlikleri, popiiler televizyon sovlari, baslangic veya c¢ok fazla gii¢ gerektiren
endiistriyel tesislerin kapanis ve agilis islemleri. (Demir ve gelik fabrikalar1 gibi, vb.)

(Cavallaro, 2005)
1.3 Elektrik Piyasas1

Elektrik diinya ekonomisinde en onemli kaynaktir. Ancak, elektrik daha ekonomik

ve ¢evresel olarak temiz olmalidir. Klasik elektrik sebekesinin ¢esitli dezavantajlari
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vardir: Ulagimdaki kayiplar, merkezi gii¢ liretimi, biiylik iiretim tesislerine ytliksek
bagimlilik, vb. Yeni elektrik sebekesinin amaci, akilli sebeke, yiik egrisini
sekillendirmek ve merkezi olmayan ylkleri kullanmak i¢in yiikleri yonetmek
olmalidir. Yeni nesil akilli sebekeler sayesinde, elektrik aginin saglam, giivenilir,
verimli ve dinamik olmasi1 saglanacaktir. Bu yeni kavramlar g6z Oniinde
bulunduruldugunda, kamu hizmetlerinin en 6nemli sorunlarindan biri, gii¢ liretimini
gergek zamanli olarak bir kullanici tiiketimine ayarlamaktir. Asir1 bir tahmin, bir
kaynak israfina yol acarken, diisiik bir tahmin, fiyatta ilave talebi karsilayacak bir
artis anlamma gelir. Simdi, daha 6nce aksine, bu ayar mikro sebekeler gibi daha
kiigiik ortamlarda yapilacaktir. Elektrikli yiik tahmini bugiin, sebekenin iki tarafini

ayarlamak i¢in en iyi yoldur. (Massana, Pous, Burgas, Melendez, & Colomer, 2014)

Su anda, elektrik iletim ve dagitim sistemlerinde enerji depolama imkani yoktur. En
1yi gii¢ sistemi c¢aligsmas1 i¢in, elektrik tiretimi elektrik yiikii talebini takip etmelidir.
Uretim, iletim ve dagitim programlari elektrik yiikiinii tahmin etmek igin baz1 araclar
gerektirir, boylece elektrik altyapisini verimli, giivenli ve ekonomik olarak

kullanabilirler.

Uretim araglar, gelecekteki yiik talebini karsilamak icin iiretim kaynaklarini
planlamak iizere elektrik yiikii tahmini teknikleri kullanir. Iletim araglar1, tikaniklig
ve asirt yilklenmeleri azaltmak icin iletim agindaki gili¢ akigini optimize etmek

amaciyla elektrik yiikii tahmini teknikleri kullanir.

Dagitim aracglari, Ongoriilebilir maksimum yiik talepleri ile birlikte, dagitim
sistemleri agirlikli olarak merkezden yayilan bi¢cimde oldugu i¢in kisa vadeli elektrik
yiikii tahminleri fazla onemli degildir. Kisa siireli yiiklerin degisiklikleri dagitim

sistemi tizerinde ¢ok az etkisi vardir. (Khatoon, Ibraheem, & Singh, 2014)
1.3.1 Geleneksel Elektrik Piyasasi

Geleneksel olarak, elektrik enerjisi tedarik zinciri boyunca tiim faaliyetleri (iiretim,
iletim, dagitim ve perakende) kapsayan ve belirli bir cografi alanin tiim {ireticilerine
tedarik sorumlulugu tasiyan devlete ait sirketler tarafindan saglandi. Dikey olarak

biitiinlesik organizasyonlardi, kendi baglarina 6zerk olarak hareket ediyorlardi.
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Uretiminin bu “geleneksel versiyonlar1”, kiimiilatif yiikii (sirket seviyesinde) ongériir
ve Uretim ile tiiketim arasindaki sapmalar1 dengelerlerdi. Bu sirketlerin bir pazar
tekeli oldugu igin, ilretim maliyetlerini diistirmek ya da yenilik¢i teknolojileri
tanitmak i¢in motive olmadilar. Tiim masraflar son tiiketicinin fiyatina yansitildi.
Fiyatlar ayrica, altyapinin genisletilmesi ve modernizasyonu i¢in yatirimlar i¢in bir

ilaveyi icerecek sekilde yiikseltildi ve rekabetci degildi.
1.3.2 Liberal Elektrik Piyasasi

Bir dizi iilke elektrik piyasasinda liberalizasyon yoluna gitmeye karar vermistir.
Kiiciik farkliliklara ragmen, diinya ¢apindaki elektrik sektorlerinin liberallesmesi i¢in
motivasyon saglayacak ortak ideolojik ve politik nedenleri vardi. Ozellikle, diger
endiistrilerdeki liberallesmenin basarisinin, elektrik sektdriinde ¢ogaltilabilecegine ve
geleneksel olarak iiretimi, tasimayr ve dagitimi yoneten dikey olarak biitliinlesmis
tekel yapilari parcalamak (veya ayirmak) icin ihtiyag vardi. Daha once piyasa
giiclerince dikey ekonomiye sahip bir tekel olarak goriilen bir sektére rekabetin
getirilmesi faydali olmustur. Uretim teknolojilerindeki degisiklikler ve iletimdeki
gelismeler nedeniyle tekellesmede gedik acilmasi miimkiin olmustur. Elektrik

liberalizasyonunun ardindaki motivasyon, uzun vadede, verimlilik artislarini tesvik

etmek, teknik inovasyonu 6zendirmek ve verimli yatirimlara onciiliik etmekti.

Elektrik piyasasi liberalizasyonu Sili tarafindan onciilik edildi. 1982'de baglayan
reform, iiretim ve dagitim sirketlerinin ayrilmasini sagladi, elektrik maliyete dayali
bir formiille fiyatlandirilmisti. Biiylik Olgekli 6zellestirme 1986'da basladi ve
sektoriin (kismi) dikey ayrismasina ve toptan elektrik ticaret mekanizmasinin

olusturulmasina yol agti.

Sili'deki reformu, 1990 yilinda ingiliz elektrik sektdriiniin yeniden diizenlenmesi
izledi. Toptan satis pazarina 2005 yilna kadar yalmzca Ingiltere ve Galler dahildi,

ardindan Iskogya da dahil oldu..

Iskandinav piyasasi 1992'de, baslangicta Norveg'te, daha sonra isveg, Finlandiya ve
Danimarka'da agildi. Avustralya'da, Victoria ve Yeni Giliney Galler pazarlar1 1994

yilinda faaliyete basladi; 1998 yilinda Avustralya Ulusal Elektrik Piyasasi'nin (NEM)
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acilmasini takip etti. Yeni Zelanda, ayn1 donemde enerji sektoriinii yeniden

bicimlendirdi ve 1996 yilinda resmi olarak piyasaya ¢ikti.

Kuzey Amerika'da bir dizi kuzeydogu pazart (New England, New York,
Pennsylvania—New Jersey—Maryland) 1990'larin sonlarinda faaliyete basladi.
California 1998'de, ii¢ y1l sonra Teksas ve Kanada takip etti. (R.Weron, 2006)

Liberallesmis elektrik pazarlarimin sayis1 diinya c¢apinda istikrarli bir sekilde

artmaktadir.

Bu nedenle, elektrik liberalizasyonunun ardindaki motivasyon, uzun vadede, verimli

yatirimlari tesvik etmektir.
1.4  Elektrik Piyasasi Isleyisi

Ekonominin ¢esitli sektorlerinin serbestlesmesinin basarisini takiben, elektrik
piyasalar1 da benzer bir gegis siirecine girmistir. Uretimi, nakli ve elektrik tedarikini
yoneten dikey olarak biitiinlesik hizmetler, ayristirild1 ve iiretim ve tedarikte rekabet

olustu.

Diinya c¢apinda elektrik piyasasi yapilar1 ve diizenleyici politikalarindaki farkliliklar
g0z Oniine alindiginda, tek bir standart piyasa modeli yoktur. Ancak, diinyanin farkl
bolgelerinde uygulanan iki ana pazar organizasyonu vardir, bunlar Perakende
Pazarlar ve Ikili Sozlesmeler Modeli (Toptan Pazar)’dir. (Barroso, Cavalcanti,
Giesbertz, & Purchala, 2005)

1.4.1 Perakende Elektrik Piyasasi

Perakende pazarindaki aktorler, yetkili diizenleyici tarafindan onaylanmis elektrik
sozlesmeleri sunan tedarikcileri ve tedarik¢ilerini segcme hakki olan tiiketicileri

kapsar.

Tedarikgiler iireticilerden elektrik alir ve tiiketicilere satar. Tedarikgiler, elektrik
enerjisi dagitimi, iletimi ve dagitimi i¢in 6denen fiyatin yani sira, bazen yenilenebilir
enerjilerin iiretimini desteklemek, daha savunmasiz tiiketicileri korumak veya diger

politika hedeflerini desteklemek i¢in kullanilan vergiler ve harglar igin faturalar
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gonderir. Tedarikgiler birim fiyatlar1 seceneklerini elektrik iiretim kaynagina ve

kullanim saatine gore farklilagtirirlar.

Endiistriyel tiiketiciler i¢in elektrik fiyatlar1 genellikle hane halklarma gore daha
diisiiktiir. Enerji yogun endiistriler genellikle ¢cok rekabetci fiyatlardan faydalanir ve

ticret ve harclardan kismen muaf tutulabilir.
1.4.2 Toptan Elektrik Piyasasi

Toptan pazardaki katilimeilar, ireticiler, elektrik tedarikg¢ileri ve biiyiik endiistriyel

tuketicilerdir.

Yukarida belirtildigi gibi, elektrik, ihtiya¢c duyuldugu anda iiretilmesi gereken diger
bircok maldan farkhidir, ciinkii kolayca depolanamaz. Bu nedenle, -elektrik

islemlerinin ¢ogu, gelecekte bir noktada elektrigin iletilmesini igerir.
Yiiklenici pazarinin tiiriine bagli olarak, islemler farkl siireleri kapsayabilir:

1 Uzun vadeli s6zlesmeler: 20 yi1l veya daha fazla;

2 leri ve gelecekteki pazarlarda: haftalar dncesinden;

3 Giin Oncesi piyasasinda: ertesi giin;

4 Giin i¢i pazarda: belirli bir siire i¢inde teslimat (6rnegin, bir saat ya da ¢eyrek

saat);
Dengeleme piyasasinda: arz ve talebin gercek zamanli dengelenmesi.

Elektrik, iki taraf arasinda ozel olarak iglem gorebilir. Ayn1 zamanda bir enerji
degisimi de yapilabilir. Enerji degisiminin fiyatlar1 arz ve talebe bagl olarak
degismektedir. Toptan satis piyasasinda, pik talebi durumunda 80 € / MWh'nin
lizerine ¢ikabilir veya asir1 arz durumlarinda sifira veya hatta altina diisebilirler.

(European Parliament, 2016)

Avrupa Birligin' de elektrik piyasalar1 cografya, zaman dilimi ve miisteri tiiriine gore

ayrilir.
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Avrupa elektrik piyasalari gesitli seviyelerde faaliyet gostermektedir. Toptan satis
pazarlari, tiiketicilere hitap eden perakende pazarlarindan farkli olarak organize

edilmektedir. Piyasalar degisiklik gosterebilir

Cografi kapsamda, perakende pazarindaki yerel tekliflerden uluslararasi toptan satis
pazarlarina kadar c¢esitlilik gostermektedir. Zaman 6l¢eklerine gore, toptan piyasalar

gercek zamanli dengeleme piyasalarindan uzun vadeli sozlesmelere kadar uzanir.

Serbest piyasada, iletim sistemi operatorleri ve dagitim sistemi operatorleri

isletiminin yani sira elektrik iiretmekten de farkli kurumlar sorumludur.
1.4.3 Tiirkiye Enerji Sektoriiniin Gelisimi

Elektrik enerjisi Tiirkiye’de ilk kez 1902 yilinda Mersin’in Tarsus ilgesinde bir su
degirmeninden yararlanilarak tretilmistir. Hidroelektrik enerji sayesinde elektrik
enerjisiyle tamismistir. Kurulu giicii 2 kW olan hidroelektrik santrali giiniimiizle
kiyaslandiginda mikro santral boyutundadir. 1914 yilinda ilk elektrik iiretim tesisi
olan Silahtaraga Santrali elektrik liretmeye baslamistir. Cumhuriyetin ilk yillarinda
Tiirkiye'de iletim sistemi mevcut olmayip yerel dagitim sistemleri vardi. 1923 yilinda
yalmzca Istanbul, Adapazari, Tarsus elektrikten yararlanabilmekteydi. Kurulu
giicimiiz 33 MW idi.

Bu donemden baglamak iizere Tiirkiye’deki elektrik enerjisinin gelisimi 6 periyotta

degerlendirilebilmektedir.
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e Imtiyazlar ve daginik uygulamalar dénemi (1970’e kadar)
e Biitiinlesme (Yar1 Tekel) Donemi (1970-1982)

e Kamu Tekeli Donemi (1982-1983)

e Ozel sektdre agilim donemi (1984-2001)

e Piyasa Donemi(2001)

e Serbest (Rekabetci) Piyasa Donemi

2017 yil1 sonu itibariyle bu kapasite 85.200 MW seviyesine ulasmis ve 66.453 km
iletim hatti, 163.849 MVA trafo giicii ile iilkemiz Avrupa standartlarina sahip bir
iletim agiyla donatilmistir. (TEIAS, 2017)

1980’lere kadar Tirkiye Elektrik Kurumu (TEK)'in kontrolii vardi ve Tiirkiye’de
tekel durumdaydi. Devlete ait bir sirketti.

1984 yilinda kabul edilen 3096 sayili yasa ile Tiirkiye Elektrik Kurumu (TEK) ’in
tekel hakki kaldirilmis, yerli ve yabanci 6zel sektére TEK’in disinda elektrik iiretim,
iletim ve dagitim tesisleri kurup isletme ve satis hakki taninmistir. Boylece elektrik
yatirimlarimin gergeklestirilmesi siirecinde kamunun finansal yiikiiniin azaltilmasi
amaclanmistir.  Ozel sektdriin  bu yasa cercevesinde elektrik yatirimlarim
gerceklestirebilmesi igin yap-islet-devret (YID), yap-islet (Y1), isletme hakki devri
(IHD) adiyla amlan finansman modelleri uygulanmistir. 1990’11 yillara gelindiginde,
ekonomi alaninda uygulanmaya baglanan liberallesme politikalar: elektrik sektoriint
de etkisi altma almistir. Onceki kisimlarda anlatilan elektrik sektoriindeki
liberallesme hareketine, 2001 yilinda iilkemiz de katilmistir. Liberallesmeye gecisle
birlikte Tiirkiye Elektrik Anonim Sirketi (TEAS ) , iiretimde Elektrik Uretim
Anonim Sirketi EUAS, iletimde ise Tiirkiye Elektrik Iletim Anonim Sirketi TEIAS,
satig hizmetlerinde Tirkiye Elektrik Ticaret ve Taahhiit Anonim Sirketi (TETAS)

olmak {izere tice boliinmiistiir.
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20 Subat 2001 tarihinde kabul edilen 4628 Sayil1 Elektrik Piyasasi Yasasi ile elektrik
sektoriinde piyasa modeline gecilmistir. Amaclanan elektrigin yeterli, kaliteli,
stirekli, optimum maliyetli ve g¢evreyle uyumlu bir sekilde son kullaniciya

ulastirilmastydi.
1.4.3.1 Tiirkiye’de Enerji Piyasasimn Isleyisi

Enerji Piyasa Isletmecisi (EPIAS) ve piyasa oyunculari elektrik pazarmnin iki ana
unsurudur. Elektrik Pazari, elektrik santralleri, toptan ve perakende satis
firmalarindan olusur. Bunlarin yaninda ikili s6zlesmelerin yapilmasina yardimci olan
Takas Bank ve Brokerlar vardir. Elektrik fiziksel olarak son kullaniciya iletim ve

dagitim hatlar1 izerinden satilmaktadir.

Elektrik fiyatlar1 her giin bir sonraki giin i¢in, oyuncular tarafindan piyasaya ne kadar
elektrik satacaklarini veya piyasadan ne kadar elektrik satin alacaklarini, farkli fiyat
araliklan i¢in belirledikleri teklif setleri yardimiyla, saatlik, esnek veya blok bazda

teklif setleri ile Giin Oncesi Piyasasi’na (GOP) bildirirler.

Piyasa isletmecisi olan EPIAS bu teklifleri kullanarak bir sonraki giin icin elektrik
talebini tahmin eder ve bu talebi kullanarak bir sonraki giiniin saatlik elektrik
fiyatlarim en kiigiik olacak sekilde bir arz/talep dengesi kurar. Bu dengeleme islemi
sirasinda Sistemin Yoni diye tabir edilen Enerji Ac¢igi / Enerji Fazlasi durumu
meydana gelir. Sistemdeki yone bagl olarak da sistem marjinal fiyatt (SMF)
hesaplanir. Sistemde enerji fazlas1 olugsmas1 durumunda piyasa isletmecisi bu enerji
fazlaligindan kurtulmak i¢in santrallere YAT talimatlar1 vererek {retimlerini
azalttirr. Bu azaltilan iretimler karsilifinda santralin ihtiyact oldugu elektrik
sistemdeki enerji fazlalif1 ile ucuza karsilanir. Sistemde enerji agigi olusmasi
durumunda ise piyasa isletmecisi bu agig1 kapatmak icin santrallere YAL talimati

vererek onlar1 iretmeye tesvik eder. (K. Ting, 2017)
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1.5 Elektrik Yiik Tahmin Modelleri

Tahmin

Mevcut verileri ve tahminleri etkileyebilecek gelecekteki herhangi bir olay hakkinda
bilgi dahil olmak {izere mevcut tiim bilgileri goz oniinde bulundurarak gelecegi

olabildigince dogru tahmin etmektir.
Hedefler

Olmak istedigin sey. Hedefler tahminlere ve planlara bagli olmalidir, ancak bu her
zaman gerceklesmez. Cok sik olarak, hedefler, bunlarin nasil gerceklestirilecegine
dair herhangi bir plan olmaksizin belirlenir ve gercek¢i olup olmadiklarina dair bir

tahmin yapilmaz.
Planlama

Tahminlere ve hedeflere bir cevaptir. Planlama, tahminlerinizi hedeflerinize

uydurmak i¢in gerekli olan uygun eylemleri belirlemeyi igerir.

Tahmin, bir sirketin bir¢cok alaninda 6nemli bir rol oynayabilecegi icin, yonetimin
karar alma faaliyetlerinin ayrilmaz bir parcasi olmalidir. Modern organizasyonlar,
belirli uygulamaya bagli olarak kisa vadeli, orta vadeli ve uzun vadeli tahminler

gerektirir. (Hyndman & Athanasopoulos, Forecasting: Principles and practice, 2013)
Uygun tahmin yontemleri biiyiik 6l¢iide hangi verilerin mevcut olduguna baglhdir.

Kullanilabilir veriler yoksa veya mevcut veriler tahminlerle alakali degilse, niteliksel
tahmin yontemleri kullanilmalidir. Bu yOntemler tamamen tahminde degildir -
tarthsel verileri kullanmadan 1yi tahminler elde etmek i¢in 1yi gelistirilmis yapisal

yaklagimlar vardir.
Iki kosul yerine getirildiginde niceliksel tahmin uygulanabilir:

e Gecmis hakkinda sayisal bilgi mevcutsa;

e Gegmis kaliplarin bazi yonlerinin gelecege devam edecegini varsayarsak;
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Belirli amaglar i¢in genellikle belirli disiplinlerde gelistirilen genis bir tahmin
metodu vardir. Her yontemin kendine 6zgii 6zellikleri, dogruluklar1 ve belirli bir

yontemi secerken dikkat edilmesi gereken maliyetler vardir.

Cogu tahmin problemi, zaman serileri verilerini (zaman ic¢inde diizenli araliklarla
toplanir) veya kesitsel verileri (zaman icinde tek bir noktada toplanir) kullanir.

(Hyndman & Athanasopoulos, 2013)

1.6 Elektrik Yiik Tahmin Kategorileri

Yiik tahmini, ii¢ kategoriye ayrilabilir. (Raza & Khosravi, 2015)

1.6.1 Uzun siireli yiik tahmini (Long-Term Load Forecasting LTLF)

Uzun vadeli tahminlerin kapsamina bagli olarak, hiikiimetlerin ve enerji
politikalarmin kararlarimin yani sira elektrik sektoriindeki kamu hizmetlerine ve /
veya sirketlere yardimci olabilir. Ornegin, belirli bir imtiyaz alami igin elektrik
talebinin tahmin edilmesi, ekipman veya personel i¢in gerekli yatirim miktarini
tahmin etmek i¢in kamu hizmeti veya elektrik sirketine destek saglayacaktir. Ancak,
1yi ve tutarl bir elektrik talebi tahminleri yapmak i¢in, mevcut tiim tahmin teknikleri
hakkinda genel bir bakis elde etmek, son teknoloji hakkinda bilgi sahibi olmak ve
ayrica uzun vadeli talep tahmin tekniklerinin gelisimine genel bir bakis saglamak
onemlidir. Bu baglamda, uzun vadeli bir elektrik talebi tahmini incelemesinin
hazirlanmasi, paydaslarin ve sektdriin kurumlarinin 6ngérme tekniklerini daha 1yi
degerlendirmek ve iyilestirmek isteyebilecekleri bityiik bir degere sahiptir. (EStevesa,
Bastos, Cyrino, Calili, Souza, & Gheisa, 2015)

1.6.2 Orta vadeli yiik tahmini ( Mid-Term Load Forecasting-MTLF )

Orta vadeli yiik tahmini, bir aydan ii¢ yila kadar gecen siireye sahiptir, bakim, yakit

rezerv planlama ve birim taahhiidii i¢in 6nemlidir. (Bunnoon, 2011)
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1.6.3 Kisa Vadeli Yiik Tahmini (Short Term Load Forecasting- STLF)

Kisa vadeli yiik tahmini (STLF), gii¢ sistemi kontrol ve programlamanin ayrilmaz bir
parcasidir. STLF tarafindan, genellikle, bir saatten yedi giin dncesine kadar, saatlik,
yarim saatlik veya ¢eyrek saatlik yiikleri tahmin edilebilir. STLF, enerji tedarikgileri,
sistem operatorleri, finansal kurumlar ve elektrik enerjisi tiretimi, iletimi, dagitim1 ve
pazarlarindaki diger katilimcilar i¢in son derece onemlidir. Elektrik sirketleri i¢in
elektrik taahhiit iiretimi ve iletim planlamasi ile ilgili 6énemli kararlar almak igin
kesin yiik tahminleri gereklidir; {inite taahhiit, liretim sevkiyati, hidro zamanlama,
hidro-termal koordinasyon, rezerv tahsisi ve degisim degerlendirmesi gibi. Yik
tahminleri, yiikk akis1 ve beklenmedik durum analizi gibi gii¢ analiz prosediirlerine
girdi olarak da kullanilir. Kisa vadeli yiik tahminleri, elektrik piyasalarinin isleyisi
icin ¢ok Onemlidir, ¢iinkii yiik davranisi, elektrik fiyatlarinin temel itici giictidiir.
Tahmin dogrulugu, enerji sirketlerinin ve diger piyasa katilimcilarinin finansal
performansina doniisiir. Iyi bir tahminle, 10 GW'lik bir hizmet i¢in tahmin
hatalarinda % 1'lik bir azalma yillik 1,6 milyon dolara kadar maliyette azalma saglar.

(Dudek, 2015)

STLF' nin 6ngoriilememesi yetersiz yedek kapasite hazirligina yol agmakta ve buna

karsilik, pahali pik tiniteleri kullanarak isletme maliyetini arttirmaktadir.

Ote yandan, STLF' nin asir1 kestirilmesi, aym1 zamanda yiiksek isletme maliyeti ile

ilgili olan gereksiz biiyiik yedek kapasite kullaniminin 6niine geger.

Tarihi verilerle gelecekteki yiikiin nasil tahmin edilecegi, 6zellikle tatillerdeki ytik

tahmini, asir1 hava kosullar1 ve diger anormal giinler i¢in 6nemli bir zorluktur.
1.7 Kisa Vade Yiik Tahmin i¢in Kullanilan Yontemler

Genellikle, modeller istatistiksel yontemlere dayanir ve normal kosullar altinda iyi
calisirlar, ancak, yiik modellerini etkiledigine inanilan g¢evresel veya sosyolojik
degiskenlerde ani bir degisimin varliginda bazi eksiklikler gosterirler. Ayrica, bu

modeller i¢in kullanilan teknikler ¢ok sayida karmasik iliski kullanir, uzun bir
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hesaplama siiresi gerektirir ve sayisal kararsizliklarla sonuglanabilir. (Patel &

Sharma, 2015)

Kisa vadeli yilik tahmin i¢in benzer giin yaklasimi, ¢esitli regresyon modelleri, zaman
serileri, sinir aglari, uzman sistemler, bulanik mantik ve istatistiksel Ogrenme
algoritmalar1 gibi ¢esitli yontemler kullanilmaktadir. Uygun matematiksel araglarin
gelistirilmesi ve arastirilmasi daha dogru yiik tahmini tekniklerinin gelistirilmesine

yol agacaktir.
1.7.1 istatiksel Teknikler

Istatistiksel yaklagimlar, yiik ve cesitli girdi faktdrleri arasindaki iliskiyi veren agik
bir matematiksel model gerektirir. Yiik tahmini i¢in birka¢ klasik model uygulanir:

(Srivastava, Pandey, & Singh, 2016)
1.7.1.1 Ustel diizgiinlestirme:

Ustel diizeltme, yiik tahmini i¢in kullanilan klasik ydntemlerden biridir. Yaklagim,
oncelikle, onceki verilere dayanarak yiikii modellemek, sonra gelecekteki yiikii

tahmin etmek i¢in bu modeli kullanmaktir.
1.7.1.2 Coklu regresyon yontemi:

Yiik tahmini kullanimi i¢in agirlikli en kiiglik kareler tahmini teknigi kullanilir. Bu
analize dayanarak, toplam yiik ve hava kosullari ile giin tipi etkiler arasindaki
istatistiksel iliski hesaplanabilir. Bu yontem duraganlik, egilim ve mevsimsellik i¢in

ti¢ diizglinlestirme sabitine dayanmaktadir.

Ornegin farkli mevsimlerde farkli yiikleri etkileyen farkli mevsimsel faktorler
dikkate alimmaktadir. Kis mevsiminde, yaz modelinde kullanilan agiklayic
degiskenlere ek olarak, ortalama riizgar sogutma faktorii aciklayict bir degisken
olarak eklenmistir. Ilkbahar ve Giiz gibi gecis donemlerinde doniisiim teknigi
kullanilir. Son olarak, tatiller i¢in, gercek tatil yiikiinii daha iyi tahmin etmek i¢in

normal yiikten bir tatil etkisi yiikii diistiliir.
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Yi = a1Ye1 + axyip + BiTe + BTz + .. +¢ 1-1

t = Herhangi bir zaman

Y; = Anlik Veri

B: = Hesaplanmas1 gereken (Sicaklik, Nem v.b. gibi ) diger bir serinin katsayilar1
a; = Hesaplanmasi gereken katsayilar,

€ = Zamana bagli anlik hata
1.7.1.3 Tekrarh Yeniden Agirhklandirilmis En Kiiciik Kareler Yontemi:

Model derecesini ve parametrelerini tanimlar. Yontem, bir seferde bir degiskeni
kontrol eden bir operatdr kullanir. Operator kullanilarak optimal bir baslangic noktasi
belirlenir. Bu yoOntem, yiikk dinamiklerinin bir alt-modelini tanimlamak igin,
otokorelasyon fonksiyonunu ve ortaya g¢ikan farkli gegmis, gecmis yiik verilerinin

kismi otokorelasyon fonksiyonunu kullanmaktadir.

Y=XB+¢ 1-2

1.7.1.4 Double Seasonal Holt Winters

Holts ve Winter tarafindan ayr1 ayr1 gelistirilen bu modelin ilki lineer bir trende sahip
olan zaman serileri i¢in kullanilan bir yontemdi. Daha sonra yine aym Kkisiler
tarafindan trend ve tek mevsimselligi olan zaman serileri i¢in gelistirildi. Taylor
(Taylor, 2003) 2003 yilindaki ¢alismasinda ¢ift mevsimselligi, zaman serileri igin
gelistirmistir. Norizan Mohamed (A.Jalil, Ahmad, & Mohamed, 2013) 2013
yilindaki ¢aligmasinda Taylor’un gelistirmis oldugu metotla tiim Malezya’nin yarim

saatte bir alinmis verileri incelemistir. Souzo (R.C.Souzo, Barros, & Miranda, 2007)
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Gliney Brezilya'nin 15 dakikalik elektrik tiiketim verilerini exponational smoothing
metotla incelemis, ¢alismasinda sicaklik efektini de katmistir. 2017 yilinda Katia
Kavanagh (Kavanagh, 2017) vyineiistsel diizgiinlestirme (exponational smoothing)
metotla Irlanda’nin saatlik elektrik tiiketimini incelemistir. Hyndman (Hyndman,
Koehler, Ord, & Snyder, 2008) ¢oklu mevsimsellik metodunu gelistirmistir. Tezin
uygulama kisminda Double Seasonal Holt Winters metotu ayrintili olarak

anlatilmistir.
1.7.1.5 Stokastik zaman serileri

Zaman serileri metodu, kullaniminin karmagik olmasi gibi ¢esitli dezavantajlara
sahip olmasina ragmen, en popiiler yontem olmustur. Tahmin etmek igin daha fazla
zaman ve gecmis verileri gerektirir. M.Centra (M.Centra, 2011) 2011 yilinda Italyan
Demiryollari’nin elektrik tiiketim tahminini Arima ve Holt Winters yontemi
kullanarak modellemistir. Shilpa (G.N.Shilpa & Sheshadri, 2017) 2011 Hindistan
Karnataka’da elektrik tiiketimini Arima yontemiyle incelemistir. Suhartano
(Suhartone, 2011) Endonezya’nin elektrik talep tahminini Arima modeliyle R diliyle
incelemistir. S. Singh ve R. Singh (S.Singh & Singh, 2013) Hindistan’in Pencap
Eyaletinde elektrik tiiketimini yine Arima modeliyle incelemistir. 2012 yilinda
Normah Hassan (S.N.Hassan, Ahmad, Suhartono, & Mohamed, 2012) ve arkadaslari

Endenozya’daki elektrik tiiketimini Double Sesonal Arima metoduyla modellemistir.
Zaman serisi kullanimlarinin modelleri sunlardir:

e Otoregresif (AR) model

e Hareketli Ortalama Siireci (MA)

e Otoregresif hareketli ortalama (ARMA) modeli

e Otoregresif entegre hareketli ortalama (ARIMA) modeli

Tezin ilerleyen kisimlarinda ARIMA modeli ile tahminleme yapilacaktir.
1.7.1.6 Yapay Sinir Aglar

Hesapsal zeka nispeten yeni bir arastirma alanidir. Hesaplamali zekanin ifadesi,

bulanik mantik, yapay sinir aglar1 (YSA) v.b’dir. Kisa donem yiik tahmininde en

26



cok kullanilan modellerden biri yapay sinir aglaridir. Bozkurt, Biricik ve Taysi
(O.Bozkurt, Biricik, & Taysi, 2017) yaptiklari calismada Tiirkiye nin talep
tahminini, Cift Mevsimsel (Double Seasonal) Arima ve Yapay Sinir Aglar ile
incelemislerdir. Yapay Sinir Aglari’'nda ileri beslemeli hiicre yapis1 modelini
(feedforward dense) kullanmislardir. Bu ¢alismalarinda Tiirkiye’ nin elektrik tiikketim
miktarin1 hesaplarken sicakligi, nemi, ayrica tatil giinli ve ¢aligma giinii ayrimini
Yapay Sinir Aglar1 ile modellemislerdir. Cift Mevsimsel (Double Seasonal) Arima
ile karsilastirmiglardir. Pyong ve Huang (P.Kuo & Huang, 2018) 2017 yilinda
Konvoliisyonel Sinir Agi (Convolutional NN) ile Amerika Teksas’taki verileri
incelemislerdir. Modelleri ti¢ katmanlidir. Luis Hernandez (L.Hernandez, et al.,
2014) ispanya’da kiiciik &lgekli yerlesim yerleri icin (micro grid) 24 saatlik ileri

Beslemeli Hiicre (Feedforward Dense) modeli ile tahminle yapmustir.
1.7.1.7 Uzman Sistemler

Uzman sistemler, son yirmi yilda Yapay Zeka alaninda ilerlemenin bir sonucudur.
Bunlar, uzmanlarin deneyimlerine dayanarak kararlar alan kural tabanh
yontemlerdir. Tahmin yontemi, alandaki uzman tarafindan toplanan bilgilere
dayanarak gelistirilmistir. Veri eksikliginden dolayr (insan davranislar1 (festivaller,
konserler v.b.) ve/veya hava kosullarinda ani degisikliklerden kaynaklanan
degisikliklerde tamamlayic1 bir yontem olarak ele alinmistir. Bilgi tabanli uzman
sistem, bir uzmaninin makine versiyonu olarak goriilebilir. Bu olursa bu olur, (IF

......... THEN) kurallar1 bigiminde yazilan sistemdir.
1.7.1.8 Hibrit Teknikler

Hibrit yaklagimlar da ¢ok yaygindir. Genel olarak, bu yaklasimlar, Yapay Sinir
Aglar1 Metoduyla istatistiksel metotlar (Arma, Arima, Exponential Smoothing v.b.)
birlestirilmesidir. Istatiksel metotlarla 6rneklem dis1 (out of sample) bulunan veriler
Yapay Sinir Aglari’na 6rneklem igi (in-sample) olarak verilir. Cikan sonug klasik
istatiksel metotlara 6rneklem igi (in-sample) olarak verilir. Shukur (B.Shukur, Fadhil,
Lee, & Ahmed, 2014), Malezya’da degisik karakterli li¢ yerlesim biriminin elektrik

tiikketim verilerini Double Seasonal Method ile Ileri Beslemeli Hiicre yapist ile hibrit
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olarak incelemigtir. Double Seasonal Method’dan ¢ikan verileri Yapay Sinir A§
Modelin’de 6rneklem i¢in kullandiktan sonra ¢ikan sonuglari tekrar Cift Mevsimsel
Metotla (Double Seasonal Method)’da giris olarak kullanmistir. Double Seasonal
Method ile Hibrit Method un karsilagtirmasini yapmistir.
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IKINCi BOLUM

ZAMAN SERILERIi

Zaman serileri, esit zaman araliklarinda oldugu gibi, degisken zaman araliklarinda da
toplanan iyi tanimlanmis veri Ogeleri kiimesidir. Zaman serileri analizi, verilerin
Ozelliklerini incelemek icin veri setini analiz eden ve karakteristiklere dayanarak
dizinin gelecekteki degerlerini tahmin etmede yardimeci olan istatistikte dnemli bir

yer tutmaktadir. Ongorii, finans, endiistri, tip vb. alanlarda énemlidir.

Box-Jenkins (Box & Jenkins , 1970) yonteminde ii¢ modelleme séz konusudur.
Bunlar otoregresif (AR) siireg, hareketli ortalama (MA) siireci ve hareketli
otoregresif (ARMA) siirecleridir. Duragan olmayan bir seri i¢in fark alinmasi
gerektiginde ARMA siireci, biitiinlesik hareketli otoregresif (ARIMA) siireci haline

dontisir.

2.1 Zaman Serilerinde Duraganhk Kavram

Zaman serilerinden bahsederken karsimiza ¢ikan tanimlarin daha iyi 6grenilmesinin
1yl bir baslangic adimi olacagi diisiinlilmiistiir. Asagida zaman serilerine iliskin

tanimlar gorsel olarak desteklenerek anlatilmistir.

2.1.1 Duragan ve Duragan Olmayan Seri

1. Ortalama Duraganhk (Mean Stationary): Ortalama duragan bir seride
verilerin ortalama degerleri sabit bir say1r oldugu ve zamanla degismedigi
kabul edilir. Bu zaman serilerinde ¢ok ender olan bir durumdur. Asagidaki
soldaki betimlemede serinin ortalamasi sabit bir sayr etrafinda salinim

yapmaktadir. Sagdaki betimlemede ise seri zamanla artmakta (trend etkisi ile)
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ve bu ylizdende seri ortalama olarak zamana bagimli, diger bir deyisle

ortalama olarak duragan degildir.

Sekil 4 Ortalama Duraganlik

2. Varyans Duraganhk: Asagidaki betimlemede ise sag taraftaki kirmizi ile
gosterilen zaman serisinde degerlerin yiikseklik degistirerek ortama etrafinda
zaman degisen bir sapma gdstermesi bu serinin varyans duragan olmadigini

gostermektedir.

M g

Sekil 5 Varyans Duraganlik

3. Kovaryans Duraganhk: Yine kirmizi ile gosterilen betimlemede serinin

yaptig1 salinimlarin zamanla siklagsmasi yada seyreklesmesi verilerin birbirleri
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ile giiclii bir korelasyon olmasina isarettir ve duragan olmadigini gosterir.

Sekil 6 Kovaryans Duraganlik

2.2 Otoregresif Model AR (p)

Bu modelde anlik deger, onceki degerlerin  ve simdiki degerlerin lineer
kombinasyonundan olustugunu kabul eder. Bu tarz modeller otoregresif modeller
olarak adlandirilir (AR modeller). AR modelleri, ge¢mis degerleri kullandigi icin
tahminleme asamasinda trendi ve mevsimselligi yakalamakta iyidir. Bu nedenle, AR
modelleri, bir sonraki tahmin edilen degerin, bir 6nceki zaman doneminin bir

fonksiyonu oldugu durumlarda ¢ok yararlidir.

Otoregresif model, AR (p) olarak tanimlanmistir, burada p AR bileseninin derecesini

ifade eder. (Pal & Prakash, 2017)

Birinci dereceden AR modeli AR (1) ile gosterilir:

Ve =00+ 01y1 t+a; 2-1
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@, = Dogrunun y eksenini kestigi noktadir.
@, = -1 ile +1 arasinda deger aldig1 varsayilan parametredir.

a; = Varyansi 0 olan, degerleri arasinda otokorelasyon olmayan hata serisidir.

Birinci dereceden otogresif siirecte duraganlik saglanmasi halinde siire¢ ortalama

etrafinda sagilim gdstermektedir.

2.3 Hareketli Ortalama Modeli (MA)

Bu modelde anlik deger, onceki hatalarin ve simdiki hatanin lineer bir

kombinasyonundan olustugunu kabul eder.

MA (1) ile gosterilen birinci dereceden hareketli ortalama asagidaki gibidir:

Ye = U + &t + Blgt—l 2-2

U = Dogrunun y eksenini kestigi noktadir.

&t = Anlik Error

0; = MA katsayisi (-1 ile +1 arasindadir.)

2.4 Otoregresif Hareketli Ortalama Siireci (ARMA)

ARMA(p, q)
2-3
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Seri duragansa, yani kisaca trendden ve mevsimsellikten arindirilmis serilerde

kullanilr.
2.5 Box - Jenkins Yaklasimi (ARIMA )

ARIMA siiregleri, zaman serilerini analiz etmek i¢in kullanilan bir stokastik siiregler

smifidir

ARIMA(p, d, q) denklemi asagidaki gibi ifade edilir.

(1_

| 2-4
Gi Bl) a;

".MQ
[y

@iBi> (1-B)y, = <1 -

Tl'M*c
=

2-5

W'Mw
[y

@, Bi>

P,(B)=(1—-@B—.c.......—0,BP) = (1 _

| 2-6
o)

”MQ
=

0,(B) =(1—6,B—.cccoec..—0,B9) = (1 -
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Buradaki p, d, g degerleri sirastyla:

p: Otoregresif kismini ifade eder. A¢gik olarak AR(p) derecesidir.

d: Trendi almak i¢in gerekli olan fark integrasyon derecesidir.

g: Moving avarage kismini1 ifade eder. A¢ik olarak MA(q) derecesidir.

¥; ise sadece mevsimsellikten arindirilmis seriyi ifade eder.

Bu denklem sistemine bakildigi zaman temel olarak bu denklemler serinin simdiki
degerlerini  gecmis degerlerin regresyonundan bulur, simdiki hatalar1 gegmis
hatalarin ~ regresyonu ile iliskilendirerek bulur. Bu denklemlerde hesaplanmasi
gereken p,d,q degerleri ACF ve PACF grafiklerini kullanarak MAPE degerlerini
minumum yapan en kii¢iik dereceler secilir.

Arima ve Arma arasindaki temel fark integrasyon teriminin (1 —B)Y Arma
fonksiyonunda olmamasidir. Daha agikca ifade edilmesi gerekirse Arma yonteminde

calisma konusu olan seri mevsimsellikten ve trendden tamamen arindirilmis

olmalidir

2.5.1 ARIMA Modelinin Metodolojisi

1.ASAMA

TANIMLAMA

1- Veri Hazirlama
Datalarin temizlenmesi, asir1 degerlerin belirlenmesi, eksik datalarin

tamamlanmasi
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* Datanin degisken varyans problemi i¢in gerekirse doniistiiriilmesi (log, power
yada wavelet)
* Datanin duragan hale getirilmesi ve duraganlik testleri (Augmented Fuller

testi, Ljung-Box testi ve Durbin Watson testi)

2- Model Se¢cimi

* ACF ve PACF fonksiyonlarinin incelenmesi ve uygun model ve derecelerin

belirlenmesi
2. ASAMA
HESAPLAMA VE KONTROL
1- Hesaplama
» Parametrelerin hesaplanmasi
* Uygun kriterler (minimum AIC, BIC, MAPE ) yardimiyla minimum dereceli
modelin belirlenmesi..
2- Kontrol
» Hatalarin (residuals) ACF ve PACF degerlerinin incelenerek hata serisinde
otokorelasyon olmadiginin belirlenmesi. AIC ve BIC kriterleri gbéz oniinde
bulundurularak derecelerin hesaplanmasi sonucu hata serisinin otokorelasyonsuz
olmasi garantilenmis olur. Diger taraftan MAPE kriter olarak belirlenirse hata
serisinin otokorelasyonsuz olmasi garanti olmaz. Diger bir deyisle, hata serisinde

otokorelasyon olmasi yiiksek ihtimaldir

* Ljung-Box , Augmented Fuller testi ve Durbin Watson testleri
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Eger hatalarda otokorelasyon katsayilar1 yapilan testlerde sifira yakinsa katsayilar
ithmal edilir. Bu da her bir zaman araligindaki hatalar diger ge¢mis hatalarindan

bagimsizdir.

Eger otokorolasyon katsayilar {istel olarak bant araliginin i¢cinde bozulmuyorsa seri

duragan olarak kabul edilemez, proses birinci asamadaki model se¢imine geri doner.

3.ASAMA

UYGULAMA

Tahminleme

* Model tahminlemede kullanilir. (S.Makridakis, Wheelwrigh, & Hyndman,
1998)

2.5.2 Otokorelasyon fonksiyonu (ACF)

Temel olarak bir zaman serisindeki t anindaki degerler ge¢mis degerlerinin (t-1, t-2,

t-3 .....) Urlintdiir.

ACF fonksiyonu (Autocorrelation Function) zaman serisindeki degerlerin ge¢mis
degerleri (lag) ile olan lineer bagimliligini gostermektedir. Bu durum lineer
regrasyon metodunda degiskenlerin birbirleri olan iligkilerini tanimlayan korelasyon
sayllarinin zaman serilerine uygulanmis halidir. Zaman serilerinde bu iligki zaman
serisi degerlerinin ge¢mis degerlerle olan iligkisidir ve asagidaki denklem ile elde

edilir.
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D, = Cov(ye, Ye—s) 27
o =
\/var(yt)var(yt_s)

Zaman serilerinde ise asagidaki denklemle ifade edilir.

2-8
_ Cov(YVe, Ye-s)
T v ()
Bu denklemi daha agik olarak ifade edersek
r Z{=s+1(Yt - y)(yt—s _37) 2-9

p —
y Y1y — 7)?

Y Ve Yi_s strastyla anlik ve s zaman birimi 6nceki degerini ifade eder. y ise serinin

ortalamasidir.

2.5.3 Kismi Otokorolasyon Fonksiyonu (PACF )

PACF degerleri ise diger gecikmeli degerlerin (t-1, t-2,...t-k) etkilerinin yok edilmesi
ile elde edilir. Kisaca y; ve y;_, arasindaki iliskiyi belirler, diger ara gecikmelerin

etkisini ortadan kaldirir. PACF degerleri;

Ye =bo +b1yi—q1+ byi_p+ -+ brye_i 2-10
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Denkleminin sonlu kareler (least square) metoduyla ¢oziilmesi ile elde edilen

by, b4, ... by, degerlerdir.

ACF ve PACF degerleri her zaman [-1,1] araliginda dagilim gosterir. Bulunan bu
degerlerin istatiksel olarak anlamli (sifirdan farkli) olup olmadigi F-test ve t-test
hipotez testleriyle anlasilir. Istatistik olarak sifirdan farkli olan degerler daha sonra
anlatilacak olan zaman serisi modellerinde dereceleri belirlemek de 6nemli bir rol
oynar. Bu iki fonksiyonda sifir eksenine gore simetriktir ve duragan bir seride bu

fonksiyonlarin degerleri normal dagilim gosterir ve istatiksel olarak anlamsizdir.
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2.6 ARIMA Metoduyla Organize Sanayi Bolgesi Verilerinin Tahminlemesi

Bu c¢aligmada yer alan veriler Tiirkiye’nin batisinda yer alan bir Organize Sanayi

Bolgesinin aittir. 2011-01-03 ve 2017-03-28 tarihleri arasindaki saatlik verilerdir.

Zaman serisi ¢aligmalarinda olan genel kurala uyularak 2013 yili verileri 6rnek

olarak alinmistir. Verilerin dagilimi Sekil 7°de gosterilmistir.

Bu zaman araligindaki mevsimsel davranist (Gilinlik mevsimsellik, haftalik

mevsimsellik gibi), trendi, siireksizlikleri genel olarak goriilmektedir

1-Yilbast,

2-Elektrik kesintisi,

3-4 Dini Bayramlar,

5- Saat Zaman Dilimi Ayarlanmasi,

6- Resmi Bayram

Raw Data in 2013

120000
100000

80000

60000
I 1 ‘ {
40000 0
v
20000 0 0

201301 201303 2013-05 201307 201309 01311 201401

Sekil 7 Islenmemis Veri
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Yukarida belirtilen stireksizlikler Kisa Donem Yiik Tahminin (STFL) yaparken
hatalara sebep oldugu i¢in temizlenmesi gerekmektedir.

2. asama verilerin temizlenmesidir. Yilbasi ve resmi bayramlarda en yakin tarihli,
ayn Ozelliklerdeki iki giinliik verilerle degistirilmistir. ( Pazartesiye denk geldiyse bir
onceki ya da bir sonraki pazartesi ayni saat aralifi gibi. ) Meydana gelen elektrik
kesintisi ve voltaj dalgalanmalarindan meydana gelen diizensizlikler yine en yakin ve
ayn1 Ozelliklerdeki diger tarihlerdeki veriler ile degistirilmistir. Dini bayramlarin
etkisi daha uzun siirdiigii i¢in veriler ihmal edilmistir. Saat ayarlamasindan dolay1
meydana gelen kural disiliklar o saatin ortalamasi alinarak degistirilmistir. 2011-2017

tarihleri arasindaki verilerin temizlenmis hali Sekil 8 de gosterilmistir.

Cleaned Data

120000

100000

80000 |

‘ “H‘} MH‘

60000

LA A e

2011 2012 2013 2014 2015 2016 2017

40000

Sekil 8 Temizlenmis Veriler

3- Temizlenen veriler daha sonra 10 haftalik periyodlarla ¢izilmis, gdzle kontrol
yapilmustir. Son olarak verilerin insan hatas1 etkisini azaltmak i¢in bir bant aralig
tanimlanarak kural disiliklar (Outlier) belirlenmistir.

med

(1) 5 saatlik kayan pencere metoduyla serinin medyani1 hesaplanmistir. L, ile

gosterilmigtir.
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(2) Kural disiliklar tespit edebilmek igin bir bant filtre hazirlanmistir. Bu bant

100000

90000

80000

70000

60000

50000

40000

filtrenin genisligi formiilii asagida verilmistir. Kayan pencere igerisindeki 5
saatlik verilerin standart sapmasi SD olarak gosterilmistir. Sekil 9’da
kirmizilar st bant sinirmi, yesiller alt bant smirini, mavilerde gergek
degerlerini  gdstermektedir.  04.0cak.2018  ile16.0cak.2018 tarihleri

arasindaki verilerin incelenmis hali 6rnek olarak verilmistir.

B.- L7¢? +5  SD( L- L™

outlier detection

201101-04 2011-01-06 2011.01-08 2011.01-10 2011.01-12 2011-01-14 2011.01-16

Sekil 9 Kural Disiliklar
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Days of Week
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Sekil 10 Haftanin Giinlerine gore elektrik kullanimi

Sekil 10’da goriildiigii tizere pozitif lineer bir trend vardir.

Bu grafikte veriler haftanin giinlerine gore gruplandirilarak 24 saatlik ortalama
degerleri ile ¢izilmistir. Grafikten goriildiigli lizere sali carsamba persembe cuma bir
grup, pazartesi ve cumartesi bir grup ve pazar giinii ise ayr1 bir grup olusturmustur.
Bu grafikte ayrica kayip verilerin, siireksizliklerin temizlenmesi sirasinda benzer

ozellikli giin ve saat araliginda sec¢ilmesi gerektigi anlasilmaktadir.

Yukaridaki grafiklerden goriildiigli iizere zaman serisi trend ve mevsimsellikten (24

h-168 h) dolay1 duragan degildir.
2.6.1 Serilerin Duraganlastirilmasi

Elektrik yiik zaman serilerinin 6nemli olan kalipsal 6zellikleri asagida verilmistir.
*  Yiiksek frekanslilik
» Zaman boyunca sabit olmayan ortalama ve standart sapma
* Giinliik ve haftalik mevsimsellikler,

+ Takvimsel etkiler mevcuttur (hafta sonu etkileri, bayramlar ,resmi tatiller
vb...)
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* Giin igerisinde belirli saatler arasinda enerji tiikketiminde 6nemli degisiklikler
vardir.
* Ayrica ¢ok sik olmasa da cok yiiksek ve c¢ok diisiik degerler (outliers)

mevcuttur.

Zaman serisi modellerinin (AR, MA, ARMA, ARIMA gibi) uygulanabilmesi i¢in
serinin trendden ve mevsimsellikten armdirilip duraganlastirilmas:  gerekir.
Duraganlastirma da literatiirde de en sik kullanilan metot art arda farklarin
alimmasidir. Bu ¢aligmada 168 saatlik (haftalik) ve 24 saatlik (gilinliikk) mevsimsel ve
tek gecikmeli (lag) farklar alinarak duragan seri elde edilmistir. Bu calismada s6z
konusu olan elektrik yiik serisi 24 saatlik (giinlik) ve 168 saatlik (haftalik)
mevsimselliklere sahiptir. Ayrica diisiik egimlide olsa bir trende sahiptir. Bu sebeple
seriyi duragan hale getirmek icin asagida belirtilen fark islemleri sirasiyla

uygulanmustir.

Haftalik mevsimselligi yok edebilmek i¢in 168 saatlik gecikmeli fark

Yt = Ve — Yt-168 2-11

uygulanir.

Daha sonra giinlilk mevsimselligi yok edebilmek i¢in, bir dnceki asamada elde edilen

seriye

Vi =Yi— YVioa 2-12

farki uygulanir.
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Son olarakta trendi almak i¢in son olarak elde edilen seriye tek gecikmeli fark

uygulanir.

V&=V~ Vi 2-13

Yukaridaki formil tiim veriye uygulanmis, 30.04.2013-25.06.2013 tarihleri

arasindaki verilerde 6rnek olarak asagidaki Sekil 9 elde edilmistir.

Example of 10 weeks differences and residual

= Trend+Seasonality
= Random residual

80000

60000

40000

20000

=

e A o g

2110430 110514 0110528 0110611 110625

Sekil 11 On Haftalik Verilerin trend ve mevsimsellikten arindirilmis hali

Sekil 11°de gorildiigli tizere giinlik (24 saatlik) ve haftalik (168 saatlik)
mevsimsellik vardir. Sekil 11°de goriildiigi iizere trend ve mevsimsellik (24 h-168 h)

cikarilmig ve geriye rastgele veriler kirmiziyla gosterilmistir.

Elde edilen serinin duragan olup olmadigi cesitli testlerle tespit edilir. Ljung-Box

testi ve Augmented Fuller testi bu amacla kullanilan testlerdir. Bu testlerle serinin
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ortalama duraganligi kontrol edilir. Ayrica Durbin-Watson testi ile trend ve
mevsimsellikten arindirilmis serinin otokorelasyonsuz olup olmadig: test edilebilir.
Bu metodun yaninda ayrica farklar1 alinan serinin periodogram grafigi c¢izdirilerek
mevsimsellikten arindirilip arindirilmadigr ve otokorelasyonlu olup olmadigi kontrol
edilebilir. Fakat en sik kullanilan yontem serinin ACF ve PACF degerleri incelenmesi
ve AIC ve BIC degerlerine gore zaman serisi metotlarinin derecelendirilmesidir. Bu
caligmada diger bir kriter olarak literatiir de sik¢a karsilasilan MAPE degerini

minimum yapan derecelerle regresyona gitme yontemi kullanilmistir
Durbin- Watson d Istatistigi

Otokorelasyonu ortaya ¢ikarmada kullanilan en tinlii iki istatistik¢iye aittir.

Testin asamalari;
1) Hipotez yazilir
HoZ =0 HAI 750

2) Anlamlilik seviyesi seg¢ilir.
3) Durbin Watson d istatistigi hesaplanir.

2-14

_ Yi—a(ec —ec_1)?

n 2
t=1€¢t

d

Burada e;, t=1,2,...,n i¢in en kiiglik kareler regresyonundan elde edilen t'nci kalinti
degerlerini gostermektedir. Esitlikte hesaplanan d degeri d, ve dy seklinde iki kritik

cetvel degeri ile karsilagtirilir.
Bu karsilastirma sonucunda;
0<d < d,_ise pozitif otokorelasyon vardir.

d.<d <dy ise karar verilmemektedir.
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du< d <4- dy ise otokorelasyon yoktur.
4-dy< d <4- d_ ise karar verilmemektedir.

4- d <d<4 ise negatif otokorelasyon vardir. (S.Yavuz, 2009)

Bu rastgele veriler ARIMA modelinin giris verileri oldugu ic¢in duragan olup
olmamas1 kritik dneme sahiptir. Duraganligini arastirirken Augmented Dickey Fuller
testi ve Durbin-Watson katsayis1 kullanilmistir. Sonug olarak Istatiksel test %l
giivenilirlik araliginda, Durbin-Watson katsayis1 ise 2,36 yaklasik degeri bulunmus,

verimiz duragandir.

Rolhing Mean & Standard Devatin

........

........

.........

Sekil 12 Artik Serinin Ortalamasi ve Standart Sapmasi

Sekil 13’de Otokorolasyon Fonksiyonu (ACF) ve Kismi Otokorolasyon Fonksiyonu
(PACF) degerleri verilmistir. Otokorolasyon ve Kismi Otokorolasyon katsaylar
baslangigta gecikmeli degerleri negatif oldugu i¢in daha fazla fark alinmasina gerek
olmadig1 goriilmiistiir. Ayrica baslangictaki biiylik degerlerde {issel olarak sifira
yakinsadigr  goriilmektedir. Bu durum serimizin tamamen duragan ve

otokorelasyonsuz oldugunu gosterir.
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Autocorrelation
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Sekil 13 ACF ve PACF grafigi
2.6.2 ARIMA Modelinin Uygulanmasi

Iki ayr1 test araliginda Arima (3,1,4) modeli kullanilarak sonuglar incelenmistir.

1. Durum
Baglangic 2011-01-03 00:00:00  bitis 2016-02-13 00:00:00 arasindaki datalarla
model egitildi.

Sekil 14°de secilen tahminleme araliginda gercek verilerde gozle goriiliir ani

diismeler gozlenmistir. Bu ylizden model 2016-02-14 00:00:00 bitis 2016-02-20
23:00:00 denenmistir,
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- 1Y hg

40000

20000

2016-01-01 2016.01-15 2016.01.29 2016.02-12 2016-02.26

Sekil 14 1.Durum igin segilen verilerin 10 haftalik grafigi

Baslangic 2016-02-14 00:00:00 bitis 2016-02-20 23:00:00 arasinda tahminleme
yapildi. Gergek verilerle karsilastirildi. Hata oranlari Ortalama Mutlak Hata Yiizdesi
MAPE (Mean Absoulute Percent Error) ile bulundu.

error_mape: 4.1715

= Real
~— Predicted

110000

100000

%0000

80000

Power

70000

60000 J

50000

160215 0160216 16017 0160218 160219 016:02-20 160221 2160222

Sekil 15 Ortalama Mutlak Hata Yiizdesi

Sekil 15°de MAPE 4.17 “dir. Bu deger 168 saatin ortalama degeridir.
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Sekil 16’da da saatlik Ortalama Mutlak Hata Yiizdesi (MAPE) dagilimi

gostermektedir.
Mape error distribution with hours 2016-02-15 00:00:00 2016-02-21 23:00:00
10
8
~
o
I
@ 6
0]
Q
S 4
2
0
0 % 50 T 100 15 150 s

Hours in predicted time interval

Sekil 16 Saatlik Ortalama Mutlak Hata Yiizdesi

Sekil 16’da hata oranlar1 hafta sonlarina dogru artmaktadir. Hafta ortas1 az, hafta basi
ve sonuna dogru artmaktadir. Sekil0 ile incelenirse datalarin giinlere gore gruplama

mantig1 daha iyi anlasilabilir.

2. Durum
Baglangic 2011-01-03 00:00:00  bitis 2015-06-21 23:00:00 arasindaki datalarla
model egitildi.
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80000 *

60000

40000

2015.05-27 2015.06-10 2015.06.24 2015.07-08
Sekil 17 2.Durum igin verilen Datalarin 8 haftalik grafigi
Sekil 17°de segilen tahminleme aralifinda gergek verilerde ani diismelerin olmadig,
rejimin korundugu 1iyi haftaya 6rnek olarak secilmistir. Bu yiizden model 2015-06-22
00:00:00 bitis 2015-06-28 23:00:00 denenmistir. Gergek verilerle karsilastirildi.

Hata oranlar1 MAPE ile bulundu.

error_mape: 2.1615

110000
— Real
— Predicted
100000
%000
[
5 8000
5
& 70000
§0000 ‘
50000
150622 150623 20150624 2150625 2150626 0150627 2150628 2150629

Sekil 18 Ortalama Mutlak Hata Yiizdesi

MAPE 2.16’dir. Bu aralikta MAPE degeri minimuma yakin oldugu diistiniilmiistiir.
Bu deger 168 saatin ortalama degeridir. Sekil 18°de saatlik dagilimi goriilmektedir.
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Mape error distribution with hours 2015-06-22 00:00:00 2015-06-28 23:00:00

Mape error
E o

~

0 5 50 7 100 125 150 175
Hours in predicted time interval

Sekil 19 Saatlik Ortalama Mutlak Hata Yiizdesi

Sekil 19°da 120. Saatten itibaren tatil giinleri etkisi ve tatil giinii hata oran1 artmistir.
En zirve noktasi ise Pazar gliniidiir. Hata oran1 tatil giinleri ve tatil etkisini gorildigi

giinlerde daha fazladir.

2. Durum i¢in, 2015-06-22 00:00:00 bitis 2015-06-28 23:00:00 tarihleri

arasinda

ARIMA (3,0,3) MAPE 4,7
ARIMA (3,1,5) MAPE 5,2

bulunmustur.

Model yapisinin incelenmesinde, Ornek otokorelasyonlar1 ve Ornek kismi
otokorelasyonlarma bakilarak model hakkinda sezgisel bir karara varilabilir. Fakat
bazen bu bakis acisiyla modelin gecikme sayis1 hakkinda sezgisel de olsa karar
verilemeyebilinir. Bu durumda bazi model se¢im o6lgiitleri kullanilir. Bunlardan en
onemlisi AIC olarak ifade edilen Akaike bilgi Ol¢iitiidiir. Akaike bu ydntemi
gelistirerek model se¢imi i¢in yeni bir yol dnermistir. (Akaike, 1974)
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Bu yontemde farkli sayida parametreye sahip farkli modeller arasindan se¢im
yapilmaktadir. Yontem her bir modelin ayr1 ayr1 en ¢ok olabilirlik fonksiyonunun

degeri en biiyiik olan modeli en uygun model se¢gmesi olarak 6zetlenebilir.

ARIMA Modellerin’de Akaike Bilgi Kriteri (AIC) minimum yapan degerler de
literatlirde tercih edilmektedir. AIC kriteri (p,d,q) degerlerini minimumda tutmaya

calisarak yapar. MAPE ise hata kriterini minimumda tutmaya ¢alisir.

2.7 Double Seasonal Holt Winters Metoduyla Verilerin incelenmesi

Bu ¢alismada kullanilan metotlardan biride iki mevsimselli Holt-Winters metodudur.
Taylor (Taylor, 2003) yaptigi c¢alismada daha oOnce Holt-Winters tarafindan
gelistirilen tek mevsimsellik ve trend iceren c¢aligmalari, iki mevsimsellik ve trend
iceren zaman serilerine uyarlayarak gelistirmistir. Taylor bu ¢alismasinda ¢arpimsal
mevsimsellik kavramini1 kullanarak asagidaki denklemleri gelistirmistir. Carpimsal
mevsimsellik kisaca soyle agiklanabilir: zaman serisinde zamanla birlikte ilerlerken
mevsimsel salimimlarin degerleri (ylikseklikleri) bir 6nceki mevsimsel degerlere

gore artiyor yada azaliyorsa bu zaman serisi ¢carpimsal mevsimsellik igerir.
Toplamsal mevsimsellik ise mevsimsel degerlerin zaman boyunca fazlaca
etkilenmedigi, kabaca sabit kaldig1 durumu ifade eder. Hyndman ve Athanasopoulos

(2012) toplamsal iki mevsimsellik iceren asagidaki denklemi gelistirmistir.

Carpimsal mevsimsellikler i¢in denklemler

ft(h) = (St + hTt)Dt—sl+hWt—sz+h
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Level: Sy = a(

X

_ 1-— 1T
Dt_51Wt_sz> + ( a@)(St-1Tt-1)

Trend: Ty =p(S¢—Se-1) + (1= B)Tp—y

X
Seasonality1: D; = 8( : ) + (1 —=98)D;_s,

Seasonality 2: W, = w(

St Wt—SZ

X
StDt—Sl

) +(1- (‘))Wt—sz

Toplamsal Mevsimsellikler i¢in denklemler.

Level:

%¢(h) =S¢ + hTy + Di_g,1n + Wi_s,1n

S¢ = a(Xt — D¢, — Wt—sz) + (1 —a)(Se—q + T¢—1)

2-16

2-17

2-18

2-19

2-20

2-21
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2-22
Trend: Ty = B(St — Se-1) + (1= B)T—q

Seasonality 1: D, = 8(X; — S, — Wy_s,) + (1 — 8)D;_s, 2-23

Seasonality 2. W, = w(X; — S, — Dy—s,) + (1 — 0)W,_g, 2-24

Tezin konusu olan verilerde giinliik ve haftalik mevsimsellikler seri boyunca yaklasik

sabit oldugundan dolay1 her iki metot incelenmistir.

Bu denklemlerdeki a, B, 8, o katsayilarinin (0< a, B, 6, ® <1 ) aralifinda optimize
edilmelidir. Optimizasyon konusunda daha ayrintili bilgi Hyndman (Hyndman,
Koehler, Ord, & Snyder, 2008) kitabinda bulunabilir. Bu calismada ise belirtilen
referansta izlenen ve giivenirligi yiiksek olan MAPE degerini minimum yapan a, f,
0, o katsayilar1 dikkate alinmistir. Bu katsayilar [0,1] araliginda ilk 6nce 0.1 adim
degeri ile dongiilere sokulmus, daha sonra bulunan degerler yeniden daha kiigiik

araliklarla dongiiye sokulmustur.
Iki mevsimsellikli Holt-Winters metodunda énemli diger konuda mevsimsellikler ve

trend i¢in baslangi¢ degerinin bulunmasidir. Burada Taylor’un makalesi ¢ergevesinde

asagidaki denklemler yardimiyla bu degerler atanmistir.

S1+5; 2-25
Lies,= ). Ye/(Si+5)

t=1

Birinci denklem level i¢in baslangi¢ degerleridir.

54



2-26

S1v2 Y5 vs,4¢ — 1
b = Z — Si1+S
S1+S2 o1 (S]_ + SZ) /( 1 2)

Trend i¢in baslangi¢ deger vektoriidiir.

Burada dikkat edilmesi gereken 6nemli konu trend degerinin sabit bir say1 olmasinin
yaninda mevsimsellik ilk degerlerinin vektdrel olmasidir. Gilinliik mevsimsellik
degerleri islemler sirasinda 24 saatte yenilenirken haftalik mevsimsellik 168 saatte

yenilenir.

1.Durum tarih araligi olan 2016-02-14 00:00:00 bitis 2016-02-20 23:00:00 arasinda

tahminleme yapildi. Gergek verilerle karsilastirildi.

Multiplicative error_mape: 4.3523

120000
—— Predicted

110000 —=i-]

100000

90000

80000

Power

70000

60000

50000

0 > 50 7 100 125 150 175
Hours in predicted time interval

Sekil 20 Carpimsal Cift Mevsimsellikli Holts Winters Ortalama Mutlak Hata

Yiizdesi
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Multiplicative Mape error distribution with hours 2016-02-15 00:00:00 2016-02-21 23:00:00

Mape error

0 3 s 125 150 175

3 100
Hours in predicted time interval

Sekil 21 Saatlere Gére MAPE dagilimi

Sekil 21°de Carpimsal Mevsimsellik Metodu (Multiplicative Double Seasonal
Exponential Smoothing) haftalik hata oranimnin en kotii zaman aralifinda dagilimi

gosterilmigtir.

Asagidaki degerlerde minimum Ortalama Mutlak Hata (MAPE) degeri saglanmistir.
a=0,001,8=0,003 ,56 =0,82, ®=0,993

Toplamsal Mevsimsellik Metodu (Additive Double Seasonal Exponential

Smoothing) ile incelenen veriler asagida grafikte gosterilmistir

Additive error_mape: 4.3616

110000 — Predicted

— Real

100000
90000

80000

Power

70000

60000

50000

0 5 50 3 100 s 150 175
Sekil 22 Toplamsal Cift Mevsimsellikli Holts Winters Ortalama Mutlak Hata

Yiizdesi
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Additive Mape error distribution with hours 2016-02-15 00:00:00 2016-02-21 23:00:00

Mape error

0 » 50 7 100 5 150 s
Hours in predicted time interval

Sekil 23 Saatlere Gére MAPE dagilimi

Asagidaki degerlerde minimum MAPE degeri saglanmustir.

a=0,015, B=0,00001, §=0,96, ®=0,94

Bu denklemlerdeki a, B, 6, ® katsayilarmin (0 < a, 3,8, w < 1) araliginda optimize
edilmelidir. Optimizasyon konusunda daha ayrintili bilgi Hyndman (Hyndman,
Koehler, Ord, & Snyder, 2008) kitabinda bulunabilir. Bu g¢alismada ise belirtilen
referansta izlenen ve giivenirligi yiiksek olan MAPE degerini minimum yapan o, f,
0, o katsayilar1 dikkate alinmistir. Bu katsayilar [0,1] araliginda ilk 6nce 0.1 adim
degeri ile dongiilere sokulmus, daha sonra bulunan degerler yeniden daha kiigiik

araliklarla dongiiye sokulmustur.
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UCUNCU BOLUM

YAPAY SINiR AGLARI

3.1 Yapay Sinir Aglarinin Gelisimi

Genel olarak yapay sinir aglari insan beyninin biyolojik sinir yapisimi taklit ederek
sinirsel algilayicilar yardimi ile dnceden 6grenilmis ya da siniflandirilmig bilgileri
kullanarak yeni bilgiler tiiretebilen ve olusturabilen, karar verebilen bilgisayar

programlaridir. (Keskenler & Keskenler, 2017)

[k yapay sinir ag1 modeli Warren McCulloch ve Walter Pitts tarafindan 1943 yilinda
gelistirilmistir. (McCulloch & Pitts, 1943). Bahsi gecen arastirmacilar, ilk yapay sinir
ag1 hiicresinin yapisini olusturarak yapay sinir aglarmin temelini attilar. McCulloch
ve Pitts, elektrik devrelerini kullanarak insan beyninin hesaplama ve analiz
yeteneginden esinlenerek bu hiicreyi gelistirmislerdir. Bu yapay sinir hiicreleri
sayesinde her tiirlii mantiksal ifadenin formiilize edilmesinin miimkiin olabildigini
gosterdiler. Daha sonra birden fazla hiicrenin birlikte ¢alismasi gerekliligini
diisiinerek paralel olarak calistirma teknigi ile 6grenme kurallarimi belirlemeye

bagladilar.

Yapay Sinir Aglart konusunun islenmesi sirasinda beklide ilk yapilmasi gereken
insan noronlart ile yapay noronlarin ¢alisma prensiplerini agiklamakta fayda vardir.
Asagida bir insan ndronunun ¢ok basit olarak resmeden ve yapay néron ile

benzerliklerinin sunuldugu bir Sekil 24 vardir.
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4
axon
terminals

out

Sekil 24 Insan néronu ile yapay ndronun karsilastiriimasi

Sekil 24’te dendritesler ¢evreden bilgi toplayip ana yapiya iletir ve ana yapi da bu
bilgileri isleyerek veri liretir ve bu verilerde axon lar yardimiyla diger ndronlara
iletilir. Aslinda yapay noronlarda tam bunu taklit etmeye ¢alisan temel birimlerdir.

Yapay Sinir Aglarinin temelini olusturan hiicre (perceptron) olarak adlandirilacak bu

basit yapinin agiklanmasi faydali olacaktir.

Asagida biraz daha fazla ayrintilarin verildigi bir diger Sekil 25 vardir. Burada sag
taraf verilerin (x1,x2,x3, vb.) girildigi noktalardir. Ayn1 zamanda bir noktadan da 1
sayist girilmektedir. Bu say1 bias ilk degeridir. Giris isleminden sonra bu veriler ilk
degerleri rastgele atanan agirlik oranlartyla (w0, wl, w2 vb..) carpilir. Rastgele

atanan bu agirlik katsayilar1 0 ve 1 arasinda degisir.

Bu noktadan sonra veriler aktivasyon fonksiyonuna girdi olarak kullamilir. Bu
noktada aktivasyon fonksiyonunun Onemini vurgulamak gerekir. Aktivasyon
fonksiyonunun se¢imi ¢oziilmek istenen problemin temel yapist ile dogrudan

iliskilidir. Aktivasyon Fonksiyonu i¢in kullanilan bazi fonksiyonlar ve kullanilan
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adim asagidaki sekilden goriilebilir. Bu asamada segilen aktivasyon fonksiyonu
yapay sinir aglart ile smiflandirma, regresyon, non-linear regresyon v.b.

problemlerinin ¢6ziimiinde karar agsamasi olan bir asamadir.

1ifz=0
:F Unit step s(z) = -1 otherwise.
1ifz=0
_’: g(z) = O otherwise.
‘4 Linear g(z)= z
= ) e g(z) = 1/(1+exp(-2))
(sigmoid)
Hyperbolic a(z) = exp(2z) - 1
ﬂ tangent exp(2z) + 1
(sigmoid)
—N—\ output

—/

A selection of commonly used activation
functions for artificial neurons.

Sekil 25 Basit Yapay Sinir Ag1 Hiicresi

Bir sonraki adimda aktivasyon fonksiyonundan c¢ikan veri ve uygun formatta
hazirlanan gergek veriler ile karsilastirilip ne yapilacagina karar verilen asamadir.
Asagidaki sekilde goriildiigii iizere bir hata (error) geri beslemesi vardir. Bu adimda
uretilen veri ve gercek veri arasindaki hata hesaplanir. Burada hangi hata kriterinin
kullanilacagina karar verilmelidir. Ortalama Kareli Hata (MSE), Kok Kareler Karesi
(RMSE), Ortalama Mutlak Yiizde Hatas1 (MAPE) gibi hata bulma yontemleri
kullanilabilir. Hatalarin bulunmasindan sonra bu hatalar1 optimize ederek sonuca
yakinsaklastirma iglemi yapilir. Burada kullanilan hatalari optimize etmek terimi
hatalar1 minumum yapan degerlere yakinsaklagtirmaktir. Burada hatalar1 minimize
etmek icin kullanilan ¢esitli algoritmalar vardir. Adam, Gradieent Descent,
Stochastic ~ Gradient Descent, Adamax, Adagrad bunlardan bazilaridir. Bu

algoritmalar belirlenen bir hata oranindan sonra durarak optimum veriyi iiretir.
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Error

@ » Output

Net input Activation
function function

Perceptron rule.

Sekil 26 Basit hiicre yapisi

3.2 Aktivasyon Fonksiyonlarinin Tamtilmasi

Bu boliimde giinlimiiz Yapay Sinir Aglari problemlerinde sik¢a kullanilan bazi
Aktivasyon Fonksiyonlarmin anlatilacaktir. Aktivasyon Fonksiyonlarinin temel
gorevi ilgili néronun aktive edilip edilmeyecegine karar vermektir. Bu asama bir
karar asamas1 olup ilgili noron, ya yeni bir veri iiretecek yada aktive olmadigi i¢in

veri iretmeyecektir. (néron ¢ikisi sifir olacak).

Aktivasyon Fonksiyonunun temel gorevi problem tanimmina gore veriyi
dontistiirmektir. Daha acgik bir ifade ile bizler sinir agindan lineer olmayan bir
problemin regresyonunu ¢ézmesini istiyorsak aktivasyon fonksiyonu lineer olmayan

bir fonksiyon olmalidir.

Aktivasyon fonksiyonu ayni zamanda yapay sinir aglart calisirken geri besleme
sirasinda (hatalart minimize etme asamasi-back propagation) muhakkak her noktada

tiirevinin siirekli olmas1 gereken bir fonksiyon olmalidir. Bu teorik kisimlar1 bu tez
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konusu disinda oldugu diisiliniilerek, burada sadece pratik asamada gerekli olan

bilgilerin verilmesiyle yetinilmistir.

3.2.1 Adim Fonksiyonu (Step-Wise )

Fx)=1  x>=0 3-1

F(x) =0 x<0 3-2

f(x) =1, x=0

4--2

Sekil 27 Adim Fonksiyonu

Bu fonksiyon en basit aktivasyon fonksiyonu olarak kullanilir. Sekil 27°de dikkat
edilirse eger giris degeri sifirdan biiylikse noron aktiflenir, eger deger sifir veya
kiiciikse noron aktiflenmesi olmaz ve sifir degeri dretir. Bu tip fonsiyon ikili
siniflandirmalarda kullanilir. Siniflandirmanin iki segeneginin matematiksel karsilig

bir veya sifirdir.
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Fonksiyonun tiirev grafigine bakildiginda ise x’in biitiin degerleri i¢in tiirev degeri
stfirdir. Bunun anlami ise geri besleme sirasinda asla hata diizeltme yapilamaz ve

geri besleme saglikli olmaz.

+=1

+ -2

]

Sekil 28 Adim Fonksiyonunun Tiirev Grafigi
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3.2.2 Lineer Fonksiyon

f(x) = 4x \

Sekil 29 Lineer Fonksiyon

Sekil 29°da ise lineer bir aktivasyon fonksiyonu anlatilmaktadir. Burada girisler belli
bir katsay:r ile ¢arpilarak noronun ¢ikis degeri belirlenir. Giris degerleri ve ¢ikis
degerleri sadece bir skala farki yaratmakta ve bu durum giris degerlerinin kendi
aralarindaki iliskileri ihmal etmektedir. Bu fonksiyon lineer olmayan problemlerin

¢Oziimiinde kullanilamaz.
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f'(x)=g(x)=4

-4 -3 P -1 1  d 3 “

--2

Sekil 30 Lineer Fonksiyon Tiirevi

Sekil 30’da ise lineer aktivasyon fonksiyonun tiirev fonksiyonu verilmistir. Bu
fonksiyonun tiirevi biitiin x degerleri boyunca sabit bir katsayiya esit olup geri
beslemede hatalar1 minimize ederken kullanigli bir fonksiyon degildir. Biitlin
iterasyonlar boyunca diizeltme miktarinin ayni kalmasi istenilen bir sonu¢ degildir.
Bu yiizden bu fonksiyon lineer olmayan ve ¢oklu siniflandirma problemlerinde ¢ikis

ndronu olarak kullanilir. Agin tiretilen degerini degisiklik yapmadan sonug iletir.

3.2.3 Sigmoid Fonksiyonu

fx)=1/1+e™) 3-3

Denklemiyle ifade edilir.

Sigmoid fonksiyonu siirekli ve tlirevi alinabilir bir fonksiyondur. Dogrusal olmayisi
dolayisiyla yapay sinir agr uygulamalarinda en sik kullanilan fonksiyondur. Bu

fonksiyon girdi degerlerinin her biri icin sifir ile bir arasinda bir deger {iretir.
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Sigmoid fonksiyonunun matematiksel ifadesi yukaridadir. Bu fonksiyon 0-1 arasinda

deger iiretir ve lineer olmayan problemlerde kullanighdir.

f(x)=1/(1+e"-x)

+-1.2

- 4

Sekil 31 Sigmoid Fonksiyonu
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J
f'(x) = g(x) = s..gmr,udll"
. -2
(1-ssgmond(x))
1.5
+1
+0.5
P
-t -3 -2 -1 | 1
~=8.5%
4-=1
-1,5
- -2

Sekil 32 Sigmoid Fonksiyonu Tiirevi

verilerinde ise hatalar bityiimektedir.

3.2.4 Tanh Fonksiyonu

tanh(x) =

Denklemi ile ifade edilir. Grafigi asagida verilmistir.

1+e2x

Tirev grafiginden gorildiigii lizere geri besleme yapilirken iki bolgede farkh
davranir. -3 ve 3 arasindaki bolgede kiiciik degisikliklere biiyik tepkiler vererek hata
diizeltmelerinde etkili iken belirtilen araligin diginda tiirev fonksiyonu sifira
yakinsadigi i¢in lineerlesmekte ve etkisini kaybetmektedir. Ayrica bu fonksiyon

pozitif degerli girisler i¢in kabul edilebilir sonuglar tiretmekte, negatif degerli giris




-4
3

=2/ (1+e*

-3

2x)) -1

-2

4

+u

]

+-1.5%

4--2

Sekil 33 Tanh Fonksiyonu

Yukaridaki fonksiyon ve tiirev grafiginden goriildiigii lizere tanh fonksiyonu sigmoid

fonksiyonu ile benzer 6zellikler gosterir.

araliklarda tiirevleri

sifira yakinlagmakta ve geri

Her iki aktivasyon fonksiyonu da belli

besleme

sifira

yakinsamaktadir. Ikisi arasindaki énemli fark ise tanh fonksiyonu -1 ve 1 arasinda

sigmoid fonksiyonunun aksine simetrik bir yapisi vardir ve bdylece -1 ve 1

arasindaki verilerde kullanilabilir.
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f(x) = g{x) = 1-tanh*2(x)

-4 -3 -2 -1 1 2 3 4

|

-2

Sekil 34 Tanh Tiirev Fonksiyonu

3.2.5 Relu Fonksiyonu

3-5
f(x) = max(0, x)

Denklemiyle ifade edilir. Bu aktivasyon fonksiyonu gilinlimiizde en yaygin kullanilan
fonksiyonlardan biridir. Lineer olmayan problemlerde bu fonksiyon oldukg¢a bagarilt
sonuglar vermektedir. Fonksiyonun kendisi ve tiirevinin grafigi asagida verilmistir.
Bu fonksiyonun sigmoid ve tanh fonksiyonlarina gore daha kullanisli olmasinin
sebebi bu fonksiyonun sifirdan biiyiik degerler icin irettigi tiirevi pozitif ve sabitken

sifirdan kiiciik degerler i¢in ise sifirdir.
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f{x) = x, x>=0
= 0, x<0 T

~+-3 //,-’
T2

+1

+-1

+-a

Sekil 35 Relu Fonksiyonu

f(x) =g(x) =1, x==0
= 0, x<0 44

,

Sekil 36 Relu Fonksiyonu Tiirevi
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3.2.6 Hata Kriterleri

Aktivasyon fonksiyonunda c¢ikan verilerin ger¢ek degerlerle karsilastirilmasi
gerekmektedir. Bu asamada lineer ve lineer olmayan sayisal problemlerin hatalarin
bulmaya yarayan 4 adet 6nemli hata kriteri (Loss) vardir. Bu hatalar bulunduktan
sonra ki asama hatalarin minimize edilmesidir. Bu sonraki konu bashginda

aciklanmistir.
Ortalama Mutlak Hata (MAE) — Mean Absolute Error (MAE)

MAE, tahmini ile gergek veri arasindaki farklarin mutlak degerlerinin farklarinin

toplaminin ortalamasini ifade eder.Asagidaki formiille ifade edilir.Burada:
Y; = Gergek Veri
Y,= Hesaplanan veri

n = Toplam veri sayidir.

1 L 3-6
MAE = = = 9
nZIyl Pil
t=1
Ortalama Kareli Hata (MSE) — Mean Squared Error (MSE)
3-7

1w .
MSE == E (yi—91)
t=1
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MSE formiiliinin MAE’den farki hatalarin farklarinin karelerinin alinmasiyla

bulunmasidir.

Kok Kareler Karesi (RMSE) — Root Mean Squared Error (RMSE)

RMSE = /—?ﬂ(yi — V)
n

Ortalama Mutlak Yiizde Hatasi (MAPE) — Mean Absolute Percent Error (MAPE)
3-9

n —~
ware L3 5=
n 4 Yi

3.2.7 Optimizasyon Algoritmalari

Aktivasyon fonksiyonu sonucu bulunan degerlerin gergek degerler ile
karsilastirilmasi gerekmektedir. Daha 6nce agiklandigi tizere veriler Yapay Sinir Agi
modelinde ilkdnce ilk degerleri atanan agirlik oranlariyla carpilip toplanmakta ve
ikinci olarakta yine ilk degerleri atanan bias degerleri ile lineer olarak
toplanmaktadir. Daha sonra bu veriler aktivasyon fonksiyonu ile islem gérmekte ve
basit hiicre islemi tamamlanmaktadir. Bu durum 2x2 veri vektorii i¢in matris
formunda verilmistir. Bu denklemde aktivasyon fonksiyonu sadece Ornekleme
amaciyla sigmoid olarak kullanilmistir. Problemin yapisina bagl olarak aktivasyon

fonksiyonu degismektedir.
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Iki Boyutlu Giris Vektoriiniin Matematiksel ifadesi asagidaki Sekil 37°de verilmistir.
(N.K.Manaswi, 2018)

X1l w1 walxil [ W1€X1+W2£ X2+ bl 310
= + . |-0
xol " lws walxal [ b2!” " [|W3ex1+WasX2+b2
Sekil 37 iki Boyutlu Giris Vektoriiniin Matematiksel Ifadesi

Bu denklemde

X: Giris verisi vektori

W: Agirlik oranlart vektori
b: Bias vektorii

olarak tanimlanmustir.

Fakat belirtildigi tizere bu islemlerde kullanilan agirlik orani ve bias ilk degerleri
cikti ile gercek degerler arasinda biiyiik hatalarin goriilmesine sebebiyet vermektedir.
Bu hatalarin azaltilmast ve gercek degerlere yakinsaklagmasi i¢in cesitli

optimizasyon yontemleri kullanilmaktadir.
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Hata Optimizasyonunun Gosterimi Sekil 38’dedir. (S.Raschka & Mirjalil, 2017)

A
J(w) Initial ,’/ Gradient
weight\ !
.ll
I}
¥
;l
]
/' Global cost minimum
:K,._/ Jmin(W)

>
w

Sekil 38 Hata Optimizasyonunun Gdsterimi

Yukaridaki grafik optimizasyon olayinin basit bir canlandirmasidir. Burada dikey
eksen J(w) belirlenen hata kriteri iken yatay eksen agirlik oranlaridir (w). Temel
amag¢ bu fonksiyonun optimize (minimize) edilmesidir. Her bir iterasyonda (epoch),

kullanilan algoritmalar ile minimum hata oranlarina ulasilmaya ¢alisilmaktadir.
3.2.7.1 Gradient Descent Algoritmasi

Bu algoritmada agirlik oranlari her bir iterasyonda yenilenir. Yenilenme miktar

asagida verilmistir.

Asagidaki algoritma her bir agirlik orani i¢in her katmanda uygulanir.

Jw) =1 ) 0= 900 1
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0 -12
Aw; = —] 3

w=w+Aw 3-13

n= Ogrenme Katsayisi

Esitligin sag tarafindaki w eski iterasyonun agirlik orani iken bulunan Aw ile

toplanarak yeni agirlik orani elde edilir.

Bu algoritmada biitlin veriler i¢in bu islemler yapildiktan sonra (her bir iterasyon
sonunda) yenileme islemi yapilmaktadir. Bu algoritma kii¢iik boyutlu veri setleri i¢in
gecerlidir. Biiylik boyutlu verilerde 6zellikle mevsimselligin oldugu verilerde agirlik
matrisinde yiiksek otokorelasyonlu agirlik vektorlerinin olusmasina sebep oldugu
icin hatalar meydana getirmektedir. Bu yiizden biiyiik boyutlarin incelenmsinde

kullanilmas: tavsiye edilmez.

3.2.7.2 Stochastic Gradient Descent (SGD) Algoritmasi

Yukarida bahsedilen Gradient Descent algoritmasi biitiin bir veri seti isleme
sokulduktan sonra agirlik oranlarmi yenilemektedir. Stochastic Gradient Descent
algoritmasinda ise yenileme islemi belli periyodlarda (bacth size) yapilir. Bunun
sonucu olarak elde edilen yeni agirlik oranlar1 bir sonraki veri girisinde ilk deger
olarak kullanilarak daha hizli ve gilivenilir sonuclar elde edilir. Gradient Descent

Metod algoritmasinda oldukga biiyiik agirlik oranlari matrisi bir sonraki iterasyon
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icin depolanirken, bu algoritmada belirlenen periyod miktarinin boyutu kadar agirlik

matrisi depolandigi i¢in ¢ok daha hizli olarak sonuca ulasir.
3.2.7.3 Adam Algoritmasi

Bahsedilen algoritmalarda Ogrenme katsayisi () biitiin iterasyonlarda ayni
kalmaktadir. Adam algoritmasinda ise 6grenme orani (learning rate) algoritma iginde
belirlenen bir fonksiyonla kendi degerini dnceki adimlarda belirlenen degerlerini géz
onlinde bulundurarak kendi belirler. Bu fonksiyon lineer olmayan veri setlerinde

belirlenen bir katsayiya bagli olarak {istel (exponential) bozunma seklindedir.

Asagidaki grafikte siklikla kullanilan algoritmalarin  MNIST veri  setinin
simiflandirilmasinda karsilastirilmistir. MNIST veri seti oldukga popiiler bir veri

setidir. Degisik insanlarin 0-9 arasindaki rakamlarin el yazilarinda olugmaktadir.

Grafikte goriildiigii gibi Adam Algoritmasi sadece lineer olmayan sayisal verilerin
karsilastirilmast haricinde siniflandirma problemlerinin ¢dziimiinde giizel sonuglar

vermektedir.

Adam Algoritmasi (D.P.Kingma & Ba, 2015)

IMDB BoW feature Logistic Regression

0.50 v
VW : —— Adagrad+dropout
: —— RMSProp+dropout
s s 17| — SGDNesterov+dropout|]
Adam-+dropout

training cost

o 20 40 60 80 100 120 140 160
iterations over entire dataset

Sekil 39 Adam algoritmast
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Sekil 39.’da goriildiigl iizere Adam algoritmasi kullanilmasi oldukga basarili sonug

vermektedir.
3.3 Lstm Bloklar1 (Long-Short-Term Memory)

LSTM (Long Short Term Memory ) bloklar1 temel olarak insan beyninden ilham
alinarak gelistirilmistir. Yapay Sinir Aglart (ANN) ve Yapay Zeka Al (Artificial
Intelligent) insan beyninin ndronlarinin ¢aligma prensiplerini taklit etmeye calisir.
Insanlar &grenirken karar verme asamasinda gecmis tecriibelerini de (hafiza)
kullanirlar. Bu durumu su an i¢in en iyi sekilde taklit etmeye calisan yapay ndron
modeli olan LSTM modelidir. Bu yiizden LSTM hiicresi yada bazen konu iginde
LSTM blogu olarak adlandirilan igsel hafizasi olan bu yapay ndéronun galisma

prensiplerinden bahsedilmesi yerinde olacaktir. (A.Gulli & Pal, 2017)

Sekil 40 LSTM Blogu (Long Short Term Memory)

Sekil 40 ilk basta karmasik olarak goziikse de adim adim gidildiginde anlasilmasi
kolaydir. Bu sekil en temel LSTM hiicresidir. LSTM blogu ii¢ adet giris vektorii alir.

X t: o anki degerdir

h_t-1 : bir 6nceki blogun tirettigi (tahminledigi ) degerdir.
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C_t-1: O ana kadar , daha Onceki bloklarin ve zaman adimlarindaki degerlerin

agirlandirilarak olusturdugu hafiza degeridir.

h_t: blogun bir sonraki tahminleme islemine girdi olan, o zaman adiminda irettigi
veridir. Burada dikkat edilmesi gereken nokta her bir LTSM blogunun bir sonraki
adim i¢in TUrettigi her verinin diger verilerin islenmesi sonucu olusan hafiza
bilgileriyle (C_t-1) isleme sokulmus olmasidir. Kisaca her zaman adiminda hafiza
yenilenmekte ve her yeni {retilen veri bu hafizanin sagladigt veri ile
sekillendirilmektedir. Her adimda anlik veri ile hafiza yenilenmekte ve bir sonraki
adim ig¢in veri tretilmektedir. Bu hafiza verileri biitiin devre boyunca akarak modele

katki saglamaktadir.
C-t: Yenilenen hafiza ¢iktisidir.

Asagidaki sekilde seri baglanmigs LSTM bloklar1 goriilmektedir. Her bir adimda
hafiza yenilenirken her adimda yeni bir veri iiretilmektedir. Hafizayr (C t) bir¢ok
girig ve ¢ikis baglantisi olan biiyiik bir su borusu olarak diisiinelim. Her baglantiy1 ise
akis miktarin1 belirleyen vanalar olarak diislinebiliriz. Her baglantida ana borudaki
su miktar1 ve su icerigi degisir. Degisen bu durum bir sonraki ¢ikis verisinide

degistirir.

Sekil 41 Seri Baglanmig LSTM Bloklar:

Burada baglantilarda  s6zkonusu olan vanalar ise c¢arpimsal (forget gate) ve

toplamsal vana (merge gate) olarak tanimlanir.

LTSM modeldeki vanalar unutma kapisi (forget gate) temsil eder ve ¢arpma islemi
yapar. Vana {stiindeki ¢evirme kolunun durumuna gore oOnceki verilerden gelen

ortak hafizanin ne kadarlik bir kismi yeni verileri etkileyecektir sorusunu

78



cevaplandirir. Eger tam olarak agik olursa (elemanlar1 bire yakin olan vektorii ile
carpmak) eski hafizanin katkist o kadar biiyiik olur. Eger kapali olursa (elemanlar
sifira yakin vektor ile carpmak) eski hafizanin yeni veri iiretimine katkis1 o derece az

olur. Burada bu vektorleri aktivasyon fonksiyonlar1 belirler

Toplamsal vana (merge vanasi) ise yeni Uretilen hafiza verisinin ge¢mis hafizaya

etki ederek yeniler.

Sekil 42 LSTM Calisma prensibi 1.asama

[Ik asamada eski hafizanin ne kadar agirlikli olarak bundan sonra diger bloklart
etkileyecegini bulunur. Burada bir ¢arpim islemi s6z konusudur. Elemanlarinin bire
yakin oldugu bir vektor ile ¢arpimi eski hafizanin bu asamada ne kadar etkisini
koruyacagini, elemanlari sifira yakin olan bir ¢arpimda ise eski hafizanin etkisini
yitirecegi gortliir.  Biitiin bunlar aktivasyon fonksiyonun iiretecegi vektor

degerlerine baghdir.
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Sekil 43 LSTM 2. asama

LSTM blok i¢inde bilgi akisini incelemek gerekirse, yukaridaki resimde goriildigi
tizere bu agamada dort adet giris vardir. Bu adimda eski hafizanin kontroliinii yapan

yukarida bahsedilen vektor hesaplanir.
Bu denklemde

h_t-1:bir 6nceki Istm blok ¢iktisi

X _t: verinin o anki degeri

C_t-1:bir dnceki bloktan gelen hafiza

B_0: bias degeri
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Sekil 44 LSTM 3. Asama

Burada ilk toplamsal kapi carpimsal vananin aldigi verilerin aynisini alirken diger
toplamsal kap1 ise anlik degeri bir dnceki blok ciktisini alarak iki zaman adimina
bagli olan yeni hafiza verisini elde eder. Ilk kapinin aktivasyon fonksiyonu sigmoid

o iken diger kapinin aktivasyon fonksiyonu tanh dir.

ht

— %)
v

>+

Sekil 45 LSTM 4. Asama
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Bu asama LSTM bloklarinin en kritik ve de insan ndronlarina en yakin bolimiidiir.
Bu agsamada eski hafiza ve olusturulan yeni hafiza toplanarak yeni veri ¢ikisina hazir

hale getirilir.

+» Q

Sekil 46 LSTM 5. Asama

Artik LSTM  blogumuz yeni hafizanin ve yenilenen eski hafizanin ve anlik verinin

etkisi ile yeni veri ¢ikisi liretecek hale gelmistir.

LSTM’de 168 saatlik saglikli bir tahminleme yapmak istedigimiz zaman en az 336
saatlik veri girisi gereklidir. Bu LSTM nin ¢alisma siirlarinin disindadir. Bu yiizden
Kisa Donem Yiik Tahminleri’nde 24 saatlik tahminleme yapilmak istenirse LSTM

kullanilabilinir.

Bu c¢aligmada veriler Ileri Beslemeli Yapay Sinir Aglari (Feedforward ANN) ve

Convolution ANN kullanilarak Hibrid bir model olusturulmustur.
3.4 lleri Beslemeli Sinir Ag1 (Feedforward ANN)

Bu tip sinir aglar1 daha once anlatilan temel noronlarin (perceptron) seri sekilde
baglanmasiyla olusturulan bir yapidir. Her bir katman (layer) i¢indeki ndronlar bir

sonraki ndronlarin her birine agirhik oranlariyla bilgi iletir ve bilgi akis1 giristen
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c¢ikisa dogrudur. Ayni katmandaki ndronlarin birbirleriyle baglantilar1 yoktur. Genel
olarak bir veya iki gizli katman sik¢a kullanilmaktadir. Ikiden fazla gizli katman olan
yapilar literatiirde derin 6grenme (deep learning) olarak adlandirilir. Her bir
katmandaki noronlar ayn1 aktivasyon fonksiyonununa sahipken degisik katmanlarin
aktivasyon fonksiyonlar1 farkli olabilir. Giris katmandaki noronlar lineer aktivasyon
fonksiyonuna sahiptir. Bu durum siklikla ¢ikis ndronu iginde gegerlidir. Fakat
problemin yapisina bagl olarak gizli katmandaki ve ¢ikis katmandaki aktivasyonlar
degisir. Asagida ki grafiklerde cesitli derin 6grenme yapilar1 goriilmektedir. Bu

yapilarda katman sayist ve bu katmandaki noron sayilar1 degiskenlik gosterebilir.

LayerO Hidden layers Layer 4
Input layer Output layer

Sekil 47 Ug Gizli Katmanl Ileri Beslemeli Sinir Ag1 Ornek 1
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layer 2 (hidden layer) layer 3 (hidden layer) layer 4 (hidden layer)
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Sekil 48 Ug Gizli Katmanli Ileri Beslemeli Sinir Ag1 Ornek 2

Derin 6grenmedeki (ikiden fazla gizli katmani olan yapilar) temel problem geri
besleme sirasinda ortaya ¢ikmaktadir. Genel olarak optimizasyon algoritmalarina
bagli olarak tiirevin sifira yakinlagmasi (gradient vanishing) veya asir1 derecede
biliylimesi (gradient explosion) problemleri goriilmektedir. Bu yiizdendir zaman
serilerinin tahminlemesi amaci ile kullanilmak istendiginde yapinin ikiden fazla gizli

katman icermesi problemlere sebep olur.

LSTM ve lleri Beslemeli yapilarin yaninda CNN modellerde lineer olmaya
problemlerin ¢6ziimiinde diisiik hata oranlar1 vermesi sebiyle kullanilmaktadir.
Gilinlimiizde oldukg¢a popiiler hale gelen CNN model konusma tanimasi, resim
tanimas1 gibi temel islevler amaciyla gelistirilmis olmasina karsin art arda gelen

(zaman serisi gibi) verilerin tahminlemesi i¢inde uygun bir yap1 olusturmustur.
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3.5 Konvoliisyonel Sinir Ag1 (Convolutional Neural Network)

Asagidaki Sekil 49’da derin Konvoliisyonel Sinir Agi (CNN) yapist gosterilmistir.

( B
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Feature extraction Forecasting
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Sekil 49 Konvoliisyonel Sinir Ag1 (CNN)

Sekil 49’dan anlasilacagi tizeri modelde temel olarak iki ana unsur vardir. Birinci
yapt benzerliklerin tanindigi (seri degerlerinin birbirleri ile iliskilendirildigi)
bilesenlerin ayrigtirtlmasi bolimii (Feature Exraction) ve daha sonra tahminlemenin

(Forecasting) yapildig: ileri Besleme Hiicre (Feedforward Dense) boliimii vardar.

Calisilan modelde ConvID ve Ileri Beslemeli Hiicre Yapisi’nda Relu Aktivasyon

Fonksiyonu kullanilmistir.

Conv1D katmaninda veriler belirlenen agirlik matrisi (kernel) ile ¢arpilir ve daha
sonra belirlenen filtreler ile veriler arasindaki iliskiler belirlenir. Havuzlama
(Pooling) boliimiinde bu verilerin boyutlari diizenlenir. Daha sonra degisik filtreler
uygulanarak elde edilen veriler Diizlestirme (Flatten) katmanina gonderilir. Burada
daha sonra gelen tahminleme boliimii i¢in her filtre i¢in elde edilen veriler artarda

eklenir. Veri artik tahminleme i¢in hazirlanmistir. (Kuo & Huang, 2018)

Bu c¢alismada tek katmanli bir yap1 olusturulmus ve olusturulan model i¢in etkili

faktorler uygulama boliimiinde anlatilmigtir.

85



3.6 Organize Sanayi Verilerinin Yapay Sinir Aglar1 Modeliyle incelenmesi

Zaman serilerinin tahminleme ¢alismalarinin yapay sinir aglar1 ile uygulamalari
giinlimiizde olduk¢a yaygin hale gelmistir. ANN modellerinde veriler duragan hale
getirilmeden de (mevsimsellik ve trendin alinmadan) sonuca gidebilmektedir. Bu

boliimde ¢alisma konusu olan veriler hibrid bir modelle incelenmistir.

Yapilan ¢alismada Python programlama dili, yapay sinir aglart kiitliphanesi Keras,
Numpy, Pandas, Sci-Kit ve Statsmodels ve bazi baska hazir kiitiiphaneler
kullanilmistir. Hazirlik asamalarinda R programlama dili ve bu dile uygun bazi
kiitiiphanelerden de faydalanilmistir. Biitiin bu programlama dilleri ve kiitiiphaneleri

ticretsizdir. Daha fazla bilgi i¢in bu dillerin resmi web siteleri ziyaret edilebilir.

Yapay sinir aglar1 incelemesinin sonuglarini vermeden once kisaca etkili

parametreler hakkinda bilgi vermek faydali olacaktir.

n_input: Bu ¢alismada gecikmeli degerlerin sayisint vermektedir. Tahmin yaparken
kag gecikmeli degerin hesaplanmak istenen degere etkisi vardir sorusunun cevabidir.
Bu degerler hesaplanirken ACF (Autocorrelation Function) ve PACF (Partial
Autocorrelation Function) yararlanilmas: gerekir. Bu fonksiyonlarda elde edilen
katsayilarin istatiksel anlamliliklar1 g6z Oniinde bulundurulmalidir. Bu gecikmeli
degerler sirali olabilecegi gibi (Standart Arima modellemesinde oldugu gibi)
istenilen gecikmeli degerler de kullanilabilir. Bu calismada 672 ve 1344 sirali
gecikmeli degerler baz alinmistir. Bu iki deger 4 haftalik ve 8 haftalik periyodlari
kapsamaktadir. Boylece trend ve mevsimselligi bagli olan diger digsal etkileride

(sicaklik, nem v.b.) g6z 6niinde bulundurabilir.

n_step: Tahmin edilecek adim sayisidir. Bu ¢alismada 168 saatlik bir zaman dilimi

(bir haftalik) tahminlemek istenmistir. Hali hazirda eldeki verilerin 24 saatlik ve 168
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saatlik iki mevsimsellige sahip oldugu diisiiniiliirse bu deger makuldiir. Yapay Sinir

Aglart modellerine veri hazirlama asamasinda bu deger 6nemlidir.

epochs: ANN modellemelerinde biitiin veri lizerinde yapilan iterasyon sayisidir.
ANN modellerinde rastgele olarak atanan agirliklar (weigths) sonucu bulunan
degerler ile gercek degerler, uygun bir hata metodu (MSE (mean squared error gibi))
ile karsilastirilarak hata degerleri her bir iterasyonda minimize edilir. Her iterasyonda
biitlin veriler ilizerinde islem yapilir ve bu degerler hatalar1 minimize etmek igin

yenilenir.

batch_size: Herbir iterasyon sirasinda hatalari minimize etmek igin islem yapilirken
hangi siklikla veriler yenilenir, sorusunun cevabini vermek gerekir. Bu batch_size ile
belirlenir. Yukarida anlatilanlarin 15181nda her iterasyonda (epochs) veriler belirlenen
deger periyodunda (batch_size) 1 kere yenilenir. Bu ¢alismada verilerin 168 saatlik

mevsimselligi goz Oniine alinarak batch size degeri 168 olarak alinmistir.

Yapay Sinir Ag1 Modelinde asagidaki tarihler arasindaki veriler incelenmistir.

Basglangic 2011-01-03 00:00:00 bitis 2016-02-13 00:00:00 arasindaki datalarla model

egitildi. Egitim ve dogrulama verilerinin orani 0,2 olarak secilmistir.

Baslangic 2016-02-14 00:00:00 bitis 2016-02-20 23:00:00 arasinda tahminleme
yapildi. Gergek verilerle karsilastirildi. Hata oranlar1 MAPE ile bulundu. Bu
caligmada giris verisinin boyutu (n_input) 672 ge¢mis veri, batch_size 168, iterasyon

sayisi (epochs) 150 se¢ilmistir. MAPE degeri 4,17 bulunmustur.
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Sekil 50’de kirmizilar gercek degerleri, maviler tahminlenen degerleri

gostermektedir.

110000

100000

90000

80000

70000

60000

50000

40000

Sekil 50 Yapay Sinir Aglart Modeli

Girig veriSinin boyutu (n_input) 672 ge¢mis veri, batch size 168, iterasyon sayisi
(epochs) 200 se¢ildiginde MAPE degeri 4,503 bulunmustur.
Girig veriSinin boyutu (n_input) 1344 gee¢mis veri, batch size 168, iterasyon sayisi

(epochs) 100 segildiginde MAPE degeri 7,529 bulunmustur.

Yapay Sinir Aglart modeli (Sekil 50) ile ARIMA (3,1,4) modelinde MAPE degeri
4,17 olarak ayn1 ¢cikmistir.

Double Seasonal Exponetial Metodu’nda, Carpimsal Mevsimsellik Metodu’nda
MAPE degeri 4,35, Toplamsal Mevsimsellik Metodu'nda MAPE degeri 4,36
cikmustir.

Tatil etkisi pazartesi, cumartesi ve pazar gilinlerinde giicli bir sekilde
gozlemlenmektedir. Organize Sanayi sitesinde elektrik kullanimi, ani haftalik
yiikselmelere ve alcalmalar gézlemlenmistir. Organize sanayi igindeki isletmelerin
blytikliikleri, siparis durumlari, cihaz arizalari, elektrik kesintileri, mesai v.b.
durumlarin bu dalgalanmalara etkisinin biiylik oldugu diistiniilmektedir. Bu da

tahminlemeyi zorlastirmaktadir.

88



SONUC VE ONERILER

Elektrik piyasasinda arzin dogru yapilabilmesi ve kaynaklarin verimli

kullanilabilmesi i¢in talebin yiiksek dogruluk oraninda yapilmasi gerekmektedir.

Kisa Donem Yiik Tahminleri (STLF) bir saatten bir hafta 6ncesine kadar kontrol, gii¢
giivenligi, piyasa operasyonu ve akilli sebekeler i¢in makul sevkiyat planlarinin
planlanmasinda o6nemli bir rol oynamaktadir. Bununla birlikte, yiike cesitli
Ozelliklerin karmagsik etkileri nedeniyle yiliksek dogruluk elde etmek zordur.
Verilerini inceledigimiz Organize Sanayi Boélgesi’nde bu etkiler sunlardir. Yeni
siparig, mesailer, kapasite artis1 ya da tam aksine, siparis iptalleri, fabrikanin iiretime
ara vermesi gibi etkiler. Degerlerin saglikli bir sekilde tahmin edilmesi i¢in verilerin

iyi analiz edilip en uygun istatistiksel metotla ¢oziilmesi gerekmektedir.

Organize Sanayi’nin hangi istatiksel modeli tercih ederse isletmeye daha fazla fayda
saglar sorusunun cevabi aranmigtir. Arastirma yapilirken yontemler birbirleriyle
tutarli sonuglar tretmistir. Tatiller icinde uygun modeller aranmasi isletmelere kar
getirebilecegi diisliniilmektedir. Hava kosullarinin etkisi genelde kisa donemde etkili

olmadig: diistiniilmektedir. (Taylor, 2003)
Ug Istatiksel metotla veriler incelenmistir, Ortalama Hata Yiizdeleri birbirleriyle
kiyaslanmis, Organize Sanayi Boélgesi i¢in en dogru tahminlemeyi yapan model

olusturulmaya ¢aligilmistr.

Tablo 5 Sonuglar

MAPE
Yapay Sinir AZ 4,17
ARIMA (3,1.4) 4,17
Double Seasonal Exponential Metodu
Toplamsal 4,36
Carpimsal 4,35
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Birinci boliimde elektrigin tanimi, iiretimi, iletimi ve dagitimi konusu anlatilmistir.
Elektrik piyasasinin tekel piyasadan liberal piyasaya gegis slireci agiklanmuistir.
Elektrik tahmin yontemleri ii¢ kategoriye ayrilmistir. Bunlar kisa siireli elektrik talep

tahmini, orta vade elektrik talep tahmini ve uzun vade elektrik talep tahminidir.

Calismanin ikinci boliimiinde elektrik talep tahminlerinde kullanilan zaman serileri
aciklanmistir. Bu c¢alismadaki veriler Kisa Donem Yiik Tahminin’de kullanilan
yontemlerden olan Arima Modellemesi, Double Seasonel Exponatial Smoothing
Metod ve Yapay Sinir Aglari metoduyla incelenmistir. Elektrik tiiketimin miktarinin

ani bir sekilde degistigi hafta incelenmistir.

Organize Sanayi Bolgesi’nde kullanilan 2011-2017 yillar1 arasindaki saatlik elektrik
kullanim verileri Arima metoduyla haftalik olarak (168 saatlik) tahminlemesi
yapilmustir. Incelenen veriler de en iyi Ortalama Hata Yiizdesi (MAPE) Arima
(3,1,4) modelinde 4,17 olarak bulunmustur.

Organize Sanayi Bolgesi’nde kullanilan 2011-2017 yillar1 arasindaki saatlik elektrik
kullanim verileri Double Seasonal Holt Winters metoduyla incelenirken iki metot
kullanilmistir. Bir tanesi Toplamsal Double Seasonal Holt Winters metodu, digeri ise
Carpimsal Holt Winters Metodu’dur. 168 saatlik verilerin tahminlemesinde
Toplamsal Holt Winters Metodu’nda Ortalama Hata Yiizdesi MAPE 4,36, Carpimsal
Holt Winters Metodu’nda ise 4,35 bulunmustur.

Arima (3,1,4) Modelinin Holt Winters metodundan daha 1iyi sonug¢ verdigi

gozlemlenmistir.

Caligmanin tciinci boliimiinde Yapay Sinir Aglar1 agiklanmistir. Yapay Sinir
Aglar’nin gelisimi anlatilmig, aktivasyon fonksiyonlari aciklanmistir. Uzun Kisa
Dénem Hafiza Metodu (LSTM), Ileri Beslemeli Sinir A1 (Feedforward ANN),
Konvoliisyonel Sinir Aglar1 (Convolutional Neural Network) anlatilmistir. Organize

Sanayi Bolgesi’nin 2011-2017 arasindaki elektrik kullanimi saatlik verileri
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Konvoliisyonel Sinir Aglart metoduyla incelenmistir. 168 saatlik haftalik verilerin

Yapay Sinir Aglar1t Modeli’ndeki Ortalama Hata Yiizdesi (MAPE) 4,17 ¢ikmustir.

Arima (3,1,4) ile Yapay Sinir Aglar1 Modeli Ortalama Hata Yiizdeleri birbirine esit
ctkmistir. Tki yontemde tahminlemede tercih edilebilir. Her bir veri setinde model

parametrelerinin optimizasyonu gerekir. (YSA Grid Search)

Elektrik enerjisinin tahminlemesi sadece tiiketici agisindan onemli oldugu kadar,
{iretici agisindan da énemlidir. Bu ¢alismada kullanilan Istatiksel Yontemler 6zelikle
tiretimi degisken olan yenilenebilir enerji kaynaklarinin (Riizgar, giines v.b.) iiretim
tahminlemesinde de kullanilabilir. Ayn1 zamanda da elektrik fiyat analizlerinde de

tilkketim tahmini en 6nemli temel girdidir.

Isletmelerin enerji giderlerini diisiirmenin yolu sadece gereksiz tiiketimin Oniine
geemek, tasarruf tedbirleri almak degildir. Diinya enerji piyasalarn artik
liberallesmekte ve tekel piyasalardan serbest piyasalara ge¢ilmektedir. Enerji fiyatlari
ve bu fiyatlarin uygulandig tarifeler saatlik — giinliik degismektedir. Uzun donem ya
da sabit fiyat garantili antlasmalar gegerliligini yitirmektedir. Yarin ya da gelecek
hafta ne kadar tiiketim yapacagimiz sorusuna cevap veremediginiz siirece daha az

elektrik kullansaniz dahi daha fazla 6deyebilirsiniz.
Hatalarin en ytiksek oldugu zaman araligi sabah 10.00 ile 6glen 14.00 arasindadir. Bu

zaman dilimindeki hatalar1 azaltacak matematik modellemeler {izerine ¢aligmalarin

yapilmasi faydali olacag: diistintilmektedir.
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