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DERIN OGRENME iLE TEKSTIL TiPi TANIMA
OZET

Donanim teknolojisinin ilerlemesi ve islem giicii yiiksek cihazlarin gilinliik hayatin her
alanina girmesiyle birlikte yazilim temelli uygulamalar sadece bilgisayar veya gomiilii
sistem uygulamalarinda kalmayip giinliik hayatimizda kullandigimiz bir¢ok elektronik
cihazda goriilmeye baslanmigtir. Bununla beraber hemen hemen her yeni gelistirilen
iirlin veya ekipmanin internete erisebilir olmasiyla birlikte de her konuda ¢ok ciddi
boyutlarda veri toplama imkam yaratilmaktadir. islem giicii yiiksek sistemlerin
gelismesi, elde edilebilen verilerin artmasi, internete baglanabilen cihazlarin
yayginlagsmasiyla birlikte makine 6grenmesi, yapay zeka gibi konular giinliik hayatta
kullanilan beyaz esya, televizyon, kiiclik ev aletleri gibi {riin gruplarinda da
uygulanabilir hale gelmistir. Bu sayede bu tarz iiriinlerde de kisisellestirilmis kullanici
deneyiminin arttirilmasina ve sistemin en uygun performansta ¢alismasini saglayacak
gerekli kararlarin yazilim tarafindan verilebilecegi algoritmalarin gelismesine olanak
saglanmstir.

Uygun kararlar1 verebilen ve bunlar1 uygulayabilen otonom yapilarin gelismesiyle
birlikte malzeme tanima konusu da bu sistemler i¢in 6nemli bir problem haline
gelmistir. Robotik uygulamalar, 6zel iiretim siiregleri gibi konulara da girdi saglayan
malzeme tanimlamasi iizerinde farkli yontemler kullanilarak c¢ok sayida g¢alisma
yapilmistir. Cam, plastik, metal, tahta gibi temel ayrimlarin yani sira probleme 6zgii
daha alt seviyede smiflandirmaya odaklanan g¢alismalarin sayist da giin gectikce
artmaktadir.

Tekstil tirtinlerine temas eden ¢amasir kurutma makinesi, ¢amasir yikama makinesi,
iitli gibi iriinler i¢in tekstil tipinin tiirliniin bilinmesi, tekstil lirlinline zarar vermeden
en uygun performans ile c¢alisma gorevini yerine getirmek acisindan oldukca
onemlidir. Geleneksel uygulamalarda en uygun performans, kullanicinin segebilecegi
tekstil tipine uygun programlarla ya da ayarlayabilecegi sicaklik, siire veya liriine 6zgii
diger ayarlarla saglanmaya c¢alisilmaktadir. Ancak bu se¢im veya ayarlamalarda
yapilacak yanlisliklar, {iriinti kullanan kisilerin 6zellikle de ¢ok deger verdigi giyim
tiriinleri i¢in istenmeyen sonuglarin olugmasina neden olabilmektedir.

Tekstil ile ilgili olarak lif yapisin1 tanima, dokuma tipinin belirlenmesi ya da
endiistriyel iiretim uygulamalarinda dokuma hatalarin1 tanima gibi konularda ¢ok
sayida calismalar yapilmistir. Ancak literatiir taramasi yapildiginda tekstil tipinin
taninmasi ile ilgili olarak sinirli sayida ¢aligmanin bulundugu goriilmektedir.
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Bu tez ¢alismasiyla birlikte tekstil tipi tanima probleminin karmasik yapilar, sensor
tabanl sistemler kullanilmadan herkesin kolaylikla ulasabilecegi herhangi bir kamera
ile elde edilecek fotograf ile ¢oziilmesi amaglanmistir. Bu sayede olusturulacak model
ile hem daha az maliyetli hem de iiriine farkli yollardan girdi saglayabilecek bir sistem
olusturulabilecektir. Bu sistem dogrudan iiriine entegre edilebilecegi gibi, iiriin ile
haberlesen uzaktan kontrol saglayan iiriin uygulamasinin bir 6zelligi ya da tamamen
bagimsiz bir uygulama da olabilir. Ancak bu c¢alismayla birlikte uygulama
yonteminden daha ¢ok kamera ile tekstil parcalarindan c¢ok yakindan alinacak
fotograflar ile giinliik hayatimizda ¢ok sik kullandigimiz tekstil tiplerini siniflandirma
problemi {izerinde durulmustur.

Calisma, derin 6grenme tekniklerinden evrisimsel sinir aglar1 (CNN-Convolutional
Neural Networks) yapilariyla gerceklenmistir. Sinirli sayida bulunan benzer bir
calisma i¢in daha dnceden hazirlanmis veri seti kullanilmistir. Bu veri seti oncelikle
literatiire girmis ve c¢ok biiyiikk veri setleriyle &gretilmis VGG16, VGGI19,
InceptionResNet, MobileNet, ResNet algoritmalar1 ile sik kullanilan pamuklu,
polyester, kot, yilnli gibi tekstil tiplerini yiiksek dogruluk oranlariyla
siiflandirabildigi goriilmiistiir.

Bu amagla, VGG16, VGGI19, InceptionResNetV2, MobileNetV2, ResNet50 ve
InceptionV3 CNN mimarileri kullanilarak detayli sonuglar elde edilmis ve
birbirileriyle karsilastiriimistir. ResNet50 ve InceptionResNetV?2 ile istenilen sonuglar
elde edilememis ancak diger 4 mimari ile test veri kiimesi ile yiiksek dogruluk oranlar1
elde edilebilmistir.

VGG16 ve VGG19 igin sirastyla %94,21 ve %94,19 dogruluk oranlari elde edilmistir.
InceptionV3 ile %95,16 dogruluk orami elde edilirken MobileNetV2 ile ise %93,51
dogruluk orani saglanmistir ve tiim ¢alismalar i¢in sinif bazli dogruluk oranlarini net
gorebilmek i¢in hata matrisleri detayl olarak degerlendirilmistir.

Literatiire girmis mevcut CNN mimarilerinin yani sira probleme 6zgii bir CNN
mimarisi tasarlamak i¢in calisma yapilmistir ve test veri kiimesi ile elde edilen
dogruluk oram1 %84,30’tur. ImageNet ile egitilmis olan CNN mimarileri ile
kiyaslandig1 zaman daha diisiik basar1 oran1 olan bu mimarinin, VGG16 ile birlikte
kullanildig1 durumda genel performansi, yaklasik %1 seviyelerinde arttirdigi
goriilmistiir. Toplam dogruluk orani %95,51 olarak elde edilmistir.

Onerilen CNN mimarisi ve VGG16 mimarisinin birlikte kullanilmasiyla elde edilen
modeller ve agirliklar kaydedilerek tasabilir ve daha diisiik islem giicli olan bir
modiil lizerine alinmistir. Boylece, elde edilen calisma ucuz ve hizli bir sekilde
prototiplenerek standart bir kamera araciligiyla ¢alismada kullanilan 9 farkli tekstil tipi
sinifi i¢in karar verebilen bir uygulama gelistirilmistir. Bu uygulama igin standart bir
Web Cam ile birlikte Raspberry Pi 3 modiilii kullanilmistir.

Bu calisma i¢in yiiksek islem giicii gerekliliginden dolayr Google Colab’in sundugu
ticretsiz GPU hizmeti kullanilmistir. Gelistirmeler ve ¢alismalar Python programlama
dili ile yapilmis olup, derin 6grenme katmanlar1 ve islemleri i¢in TensorFlow alt
yapisini kullanan Keras kiitiiphanesi kullanilmigtir.
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Elde edilen bu veriler ile birlikte, hem ¢alismanin yapildigi CNN mimarileri sonuglari
hem de literatiirde yer alan benzer ¢alisma sonuglarina gore karsilastirma yapilarak
tekstilden standart bir kamera ile almmacak goriintii ile tekstil tipi tamima ve
siniflandirmasinin yapilabilecegi gosterilmistir. Ayni1 zamanda 6zel bir ekipman ya da
uygulama gerektirmemesi nedeniyle ucuz ve hizlica devreye alinabilir, {iriin veya 6zel
caligmalara entegre edilebilir bir sistemin olusturulabilecegi gosterilmistir.
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FABRIC CLASSIFICATION BY USING DEEP LEARNING
SUMMARY

Software based applications are not seen in only computer based and embedded
systems, but also in many electronic devices that are used in our daily lives owing to
advancement of hardware technology and high performance devices. Along with the
fact that almost every newly developed product or equipment is connected to the
internet, it is possible to collect huge amount of data from every area. Because of high
performance systems, collecting data and many devices that can be connected to
Internet, algorithms and applications that are developed for machine learning and
artificial intelligence can be applied to the devices that are in use in our daily lives
such as white goods, household appliances, televisions. In this way, it is possible to
increase personalized user experience and to develop algorithms that ensure that the
system operates at optimum performance.

With the development of autonomous structures that are capable to make accurate
decisions and to perform these decisions, material recognition has become an
important problem for these systems. There are many studies that have been carried
out different methods on classification of materials. These studies provide progress for
applications such as robotic applications and special production process. In addition to
basic classification such as glass, metal, plastic, wool, number of studies that are
focusing on the lower level of specific classification is increasing day by day.

Information of type of textile is very important for textile contacting products such as
tumble dryers, washing machines, irons in order to perform its task with optimum
performance without any damage on textile product. In traditional applications, system
performance is tried to provided by user programme selection or adjusting the features
such as temperature, time or any other product-specific settings according to textile
type. However, wrong or inattentive selections or settings may lead to undesirable
consequences for valuable textiles.

Many studies have been carried out in the field of textile such as fiber structure, texture
or recoginition of defects on fabrics in industrial applications. However, there are
limited number of studies on recognition of textile types.

In this thesis, the aim is to solve textile type recognition problem with a simple camera
that can be easily accessed by anyone without using complex structures and sensor
based specific systems. In this way, designed model may lead cheaper and more
effective solution that can provide different applications for products. This system can
be directly integrated into the product, it can be a feature of the product application
that provides remote operation or it can be completely independent 3rd party
application. However, this is focused more on the problem of classification textile
types that we use very frequently in our daily lives by taking photo very closely from
textile parts.
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The study was implemented with the structure of convolutional neural networks. Data
set that is prepared for one study of limited number of studies on textile classification
is used. Firstly, previously learned with huge amount data set algorithms such as
VGG16, VGG19, InceptionResNet, MobileNet and ResNet was implemented with
data set of this study. According to high accuracy rate of these methods, textiles can
be classified as frequently used textile materials such as cotton, polyester, denim, wool
etc.

For this purpose, VGG16, VGG19, InceptionResNetV2, MobileNetV2, ResNet50 and
InceptionV3 CNN architectures were implemented and detailed results of these studies
were obtained. Results of these architectures were compared with each other and
results of InceptionResNetV2 and ResNet50 are not suffient. However, remaining 4
architectures has the results with high accuracies on test data sets.

VGG16 and VGG19 which are very similar, have the results as 94.21% and 94.19%
accuracies on test data sets. The results are also similar. However, implementation
speed of VGG16 is much more that VGG19.

InceptionV3 has the result as 95.16%. This is the highest result for architectures that
were developed for ImageNet and used in this study.

MobileNetV2 has the result as 93.51% and the architecture has the lowest parameter
number than all architectures in this study.

In order to clearly see the results, class-based accuracy rates and confusion matrices
were generated for all models. Also, comparison tables were shared for accuracies,
parameter numbers, implementation time etc.

In addition to the existing CNN architectures in the literature, a study has been carried
out to design a problem specific CNN architecture. The proposed architecture has
basically 4 convolutional layers and 3 fully connected layers. For convolutional layers,
“relu” activation function is used and for last fully connected layer “softmax” is used
as activation function. Despite of small architecture, parameter number is around 1
million. Obtained result from test data for this proposed model is 84.30%. Compared
to ImageNet-trained CNN architectures, it has a lower success rate and it is not suitable
to use it instead of other architectures. After investigating of class based accuracies
and general model, it has higher accuracies than VGG16 for some classes. With this
information, accuracy of ensemble usage of proposed architecture and VGG16 is
around 1% more than accuracy of VGG16. Total accuracy rate is 95.51% for ensemble
usage of proposed model and VGG16.

Decision method of ensemble method is that if the classification results of both models
are not same, a new probability table is generated for all classes from probabilities of
models which is max. According to new probability table, classification result is
obtained.
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Model informations and model weights for all layers were obtained from the ensemble
usage of proposed CNN architecture and VGG16 had recorded as “.json” and “.h5”
file. In order to implement this model on portable device which has lower processing
power, these recorded files were used. Thus, the study was prototyped cheaply and
quickly on a portable device with standard camera unit. A small application software
was impelemented and the application is able to recognize and classify the fabrics
according to 9 different fabric types by using standard camera unit. 9 different fabric
types that is used in this study as cotton, denim, fleece, nylon, polyester, silk,
terrycloth, wiscose and wool. A Raspberry Pi 3 module and a web cam were used for
this application.

Due to high processing power requirement for deep learning algorithms and this study,
Google Colab with GPU which is freely offered by Google, is used. Developments
and studies are made with Python programming language. In order to develop deep
learning algorithms and computational requirements for these architectures, Keras
library is used. Keras is a open source library that was developed for Python and it is
available to use such kind of low level libraries for deep learning Theano, TensorFlow
etc. In this study, TensorFlow is used as backend for Keras library.

Finally, according to obtained results from both proposed CNN architecture and
architectures that are implemented for ImageNet, it was shown that fabric recognition
and classification can be made by using standard cameras that is take picture from
textile units. At the same time, it has been shown that a system or model can be
implemented very quickly with low cost and it can be integrated into products or
special studies because of not requiring special equipment or application.
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1. GIRIS

Glinlimiizde gelisen donanim teknolojisi ile birlikte yazilim tabanli uygulamalar,
profesyonel kullanimlar disinda giinliik hayatta da kullanilan bir¢cok cihaz ve
ekipmanda yogun bir sekilde yer edinmistir. Bununla birlikte, donanim
teknolojisindeki ilerleme ayni zamanda yapay zeka alaninda da ciddi gelismelerin
Onilinii agmigtir. Bu gelismeler, mevcut sistemlerin klasik yontemleri bir kenara
birakarak degisen ve gelisen bu alanda bir doniisiim gegirmelerini kaginilmaz hale

getirmistir.

Yapay zeka, klasik kontrol teorisini, bulanik mantigi, sinir aglarin1 da kapsayacak
sekilde siirekli gelisme halinde olan bir konudur. Ancak donanim tasarimindaki
yenilikler, ¢ok cekirdekli islemcili grafik kartlar1 ve GPU (Graphic Processor
Unit)’lardaki gelismelerle birlikte, yapay zeka algoritmalar1 ¢ok ciddi seviyelerde
gelisim gostermis ve derin 6grenme gibi yeni algoritmalarin gelistirilmesinin Onii
acilmistir [1]. Bu algoritmalarin gelismesiyle birlikte de otonom sistemler {izerine
yapilan ¢aligsmalar hiz kazanarak kisa siirede birgok konuda ¢alismalar ve ilerlemeler
kaydedilmistir. Daha giivenli, giivenilir, en uygun performansi1 verimli bir sekilde
saglayabilecegi diisiiniilen otonom sistemler, bircok alan i¢in arastirma ve g¢alisma
konusu olmaktadir. Uretim teknolojilerinden, uzay teknolojisine, yer alt1 veya su alti
araclardan giliniimiiz araba teknolojisine kadar bir ¢ok alanda otonom sistemler
tizerinde ¢alismalar devam etmektedir [2]. Otonom sistemler, giimiimiizde 6zellikle
otomobil iiretici firmalarin otonom arag teknolojilerindeki ilerlemesiyle birlikte artik

herkes tarafindan daha da bilinir bir konu haline gelmistir.



Otonom sistemlerin ve bu konuda yapilan ¢alismalarin artmasiyla birlikte bu
sistemlere girdi saglayacak birgok alt baslikta da calismalar yapilmaktadir. Malzeme
tanima ile ilgili yapilan ¢alismalar da bu grupta yer almaktadir. Ornek olarak bir robot
uygulamasinda farkli malzeme tasima islemi yaptirilacaksa eger tuttugu malzemenin
siniflandirmasinin dogru bir sekilde yapilabiliyor olmas1 6nemli bir konudur. Plastik,
cam ya da daha hassas malzemeden yapilan bir cismi tagimak icin tutma sirasinda
uygulanmas1 gereken kuvvet farklilik gosterecektir. Aym sekilde farkli zeminlerde
hareket etmesi gereken bir uygulamada da zeminin yapisinin algilanmasi énemli bir

konu olacaktir [3].

Otonom sistemlerin yayginlagmasiyla birlikte su anda kullanmis oldugumuz bir ¢cok
ev aleti de bu degisime ayak uyduracak ve uygulama 6zelinde bir alt calisma ile
desteklenmesi gerekecektir. Tekstil tipinin algilanmasi da tekstil ile temas eden ev
aletleri ya da bu konuda yapilacak farkli herhangi bir ¢alisma i¢in 6nemli bir konudur.
Ornek olarak ¢amasir kurutma makinesi, camasir ytkama makinesi, iitii gibi tekstile
temas eden ev aletleri i¢in en uygun c¢alisma kosullar tekstil tiplerine gore 6zel olarak
ayarlanmaktadir. Geleneksel uygulamalarda kullanicinin tekstil tiplerine gore en
uygun programi segmesi ve ona gore onceden programa 6zel belirlenmis parametreler
ile ¢evrimin veya operasyonun tamamlanmasi beklenir. Bu sistemlerin otonom hale
getirilmesiyle birlikte kullanic1 se¢iminin yerini uygun tekstil tipini algilayip ona gore
en uygun program parametrelerine gore ¢alisan yazilimlarin sistemlere entegre olmasi
gerekecektir. Bu amagla, tekstil tipinin algilanmasi ile ilgili sensorler, kamera gibi
farkli ekipmanlar araciliiyla farkli yontemlerle algilama ¢aligmalarinin sayis1 artmaya

baglamistir.

1.1 Tezin Amaci

Bu tez calismasi ile birlikte gelistirilen sistemin 6ncelikli amaci giysilerden yakindan
alinacak fotograflar ile giyim sektoriinde daha sik kullanilan ve tercih edilen tekstil

tiplerinin siniflandirilmasinin yapilmasi ve taninmasidir.

Bu sistemde ayn1 zamanda herhangi bir sensor tabanli karmasik bir sistem ya da belirli
amaclarla tretilmis 0zel kameralar kullanilmayacaktir. Bu yaklasimla, herkesin
kolaylikla ulasabilecegi cep telefonu kamerasi, genel amach fotograf makineleri,
kamera modiilleri gibi standart kameralar ile de sistemin modellenebilir ve dogru

sonuclar verebilir olmasi1 amaclanmastir.



Bu calismayla birlikte temel ¢alisma prensibi olarak giysilere temas eden ¢amasir
kurutma makinesi, ¢amasir yitkama makinesi, iitii gibi ev aletlerinin sistemlerine ya da
genel uygulamalarina hizli ve kolayca entegre olabilecek bir yontemin olusmasi
saglanabilir. Ayn1 zamanda elde edilecek model, tekstil tipinin hizli ve kolay bir
sekilde tanimlanmasini gerektirecek bir uygulamada kullanilmak iizere tasmabilir,
disiik maliyetli ve smiflandirma performanst yiiksek bir {riin olarak

degerlendirilebilir.

Tekstil {lizerinde yapilan benzer calismalarda dokuma hatalarinin yakalanmasi,
dokuma tipi ve lif yapisini tanima konularimin daha ¢ok ele alindig1 goriilmektedir. Bu
calisma, az sayida calisilmis olan tekstil tipi tanima konusuna egitim ve
siniflandirmada derin 6grenme yontemleri kullanilarak elde edilen sonuglar ile

literatiire katk1 saglamaktadir.

1.2 Literatiir Ozeti

Tekstil tipinin siniflandirilmas1 ve taninmasiyla ilgili bu zamana kadar yapilan
caligmalar incelendiginde farkli yontemler ve yaklagimlar kullanildig goriilmektedir.
On plana ¢ikan dokunsal sensérler ve kamera ile yapilan ¢alismalar yéntem, yaklasim

ve sonuglar agisindan irdelenerek ele alinmistir.

Tekstil tipi sniflandirma ve tanima ile ilgili ¢aligmalara ek olarak 2 tane de tekstil
tizerindeki hatalar1 siniflandirabilen ve taniyabilen calismaya da literatiir Ozeti
kisminda yer verilmistir. Ozellikle {iretim siirecleri ve endiistriyel uygulamalarda daha
cok yer bulan tekstil iizerindeki hatalarin taninmasi ile ilgili caligmalarin sayisi
oldukea fazladir. Goriintii bazli olarak tekstil lizerinde bu hatalarin taninmasi i¢in derin
O0grenme yontemlerinin kullanilmasi ve bu yaklasimla ¢alismalarin yapilmasi tekstil

ile ilgili yapilacak ¢aligmalar i¢in kaynak olusturmaktadir.

Khan ve arkadaslari, dokunsal bir sensor kullanarak 17 farkli tekstil tipi i¢in 6grenme
ve siniflandirma konusunda bir ¢calisma yapmislardir [4]. Calismalarinda dokunsal
sensor olarak Denei ve arkadaslarinin endiistriyel uygulamalarda kullanilmak tizere
tekstil manipiilasyonu ve siniflandirilmasi i¢in gelistirmis olduklar1 sensorii referans
alarak kullanmislardir [5]. Sekil 1.1°de gosterilen bu sensor temel olarak basing,

akustik ve yakinlik sensorii olmak tizere 3 farkli temel algilama modeli icermektedir.



Sekil 1.1 : Dokunsal Sensériin Alt ve Ust Yiizeyleri [5].

Bu caligmada, sensor yardimiyla farkli basing degerleri ve iki farkli yonde sensoriin
tekstil tizerindeki hareketiyle elde edilen veri kiimeleri destek vektdr makineleri
yaklagimiyla egitilerek sonuglar elde edilmistir. Problem ikili gruplara indirilerek bire
bir SVM (Support Vector Machine) yaklagimi ile sonuglar elde edilmistir. 2 farkl
hareket yonii igin %98 ve %99 olacak sekilde siniflandirma dogruluk oranlar1 elde

edilmistir [4].

Bir diger calismada ise Yuan ve arkadaslari, tekstil tipini tanimak i¢in sensor {ireticisi
bir firma tarafindan tasarlanip satisa sunulan yiliksek ¢oziiniirliikle temas ettigi ylizeyin
geometrisini ve dokuma seklini algilayabilen Sekil 1.2°de ¢iktistyla birlikte gosterilen
bir sensor kullanilmigtir. Ayrica aymi ¢alisma igerisinde derin goriintii alma imkani

tantyan Sekil 1.3’te gosterilen Kinect sensor de kullanilarak siniflandirma yapilmistir

[6].

Sekil 1.2 : Sensor, uygulama ve algilanan yiizeye ait sensor ¢iktisi [6].

Sekil 1.3 : Orijinal tekstil goriintiisii ve Kinect goriintiisii [6].

Bu c¢alismada elde edilen veri kiimeleriyle sadece tekstil tipi degil aym1 zamanda
kalinlik, yumusaklik, esneklik, dayaniklilik, yikama metodu gibi toplamda 11 farklh

ozellik icin CNN (Convolutional Neural Networks) kullanilarak siniflandirma



yapilmistir. Gelsight sensorden alinan veriler icin VGG19, Kinect sensérden alinan
veriler i¢in ise VGG16 kullanilmistir. Ele alinan 11 farkli 6zellikten tekstil tipine ait
dogruluk oranlar1 ise modelin egitilmesinde kullanilan goriintiiler i¢in %85

seviyesinde iken modelin gérmedigi goriintiiler i¢cin %44 tiir [6].

Wang ve arkadaglarinin yaptigi calismada da Gelsight sensor kullanilarak tekstil tipleri
siiflandirilmistir. Tekstilin diiz, katlanmis ve bu iki durumun birlikte ele alinarak
sonuglarin elde edildigi bu ¢alismada CNN kullanilmistir ve kayip fonksiyonunda A
hata parametresi yer almaktadir. Bu parametrenin degerlerine gore sonuclar elde
edilmis ve en yiiksek dogruluk oran1 A = 0.1 igin ii¢ kosulun ortalamasi olacak sekilde

%78.48 olarak belirtilmistir [7].

Zhaou ve Zhou’nun 2018 yilinda yaptig1 ¢alisma ise tekstil iirliniinii tamamen
kapsayacak sekilde alinan goriintiiler tizerinden yapilan kirisiklik analizine
dayanmaktadir [8]. Sekil 1.4’te ¢alismada kullanilan ikili diizene ¢evrilmis bir 6rnek

goriintii gosterilmistir.
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Sekil 1.4 : Tekstil {iriinii ve ikili diizen goriintiisii [8].

Yapilan bu ¢aligmada herhangi bir yapay zeka algoritmasi kullanilmadan daha ¢ok
kirisiklik analizi ve oranlar lizerinden tekstil tipi tanimaya gidebilecegi gosterilmistir.
Az sayida goriintli kullanilarak kirisikliklarin boy ve en, alan ve tekstilin baslangic
noktasi, alan ve ylikseklik oranlarina bakarak pamuk, rami ve ipek olacak sekilde

siniflandirma yapilmistir.

Ouyang ve arkadaslarimin kumas {zerindeki hatalar1 algiladiklar1 ¢alismada
istatistiksel hata analizi ve CNN mimarisi birlikte kullanilarak kumas tizerindeki Sekil

1.5’te gosterilen hatalar %95 dogruluk oraniyla yakalanabilmektedir.

Sekil 1.5 : Yatay, dikey ve noktasal olacak sekilde dokuma hatalar1 [9].



Kumas tizerindeki hatalarin algilanmasi ile ilgili yapilan bir diger ¢alismada ise CNN
AlexNet mimarisi kullanarak %75 dogruluk oraniyla hatalar tespit edilmistir. Ancak
onceden egitilmis AlexNet mimarisi kullanilarak sadece FC (Fully Connected)

agirliklarinin yeniden egitilmesiyle bu oran %98’lere ¢ikartilabilmistir [10].

Kampouris ve c¢alisma arkadaglarinin yaptigi calismada ise standart bir kamera
aracilifiyla tekstil tirlinlerinden yakindan alinan fotograflar ve ayni zamanda onlarin 3
boyutlu modellemesiyle hem tekstil tipi smiflandirma hem de giyim tiri

siniflandirmasi yapilmistir [3]. Sekil 1.6°’da elde edilen veri kiimesine ait ornekler

gosterilmektedir.
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Sekil 1.6 : Veri kiimesi 6rnek goriintiileri [3].

Calisma i¢in kamera ile gelistirdikleri sistem ile 26 farkli tekstil tipi i¢in veri toplanmis
ancak calisma en ¢ok kullanilan ve en ¢ok veri toplanmis olan 9 farkl: tekstil tipi i¢in

yapilmustir. Veri toplama sistemine ait diizenek Sekil 1.7°de gdsterilmektedir.

Sekil 1.7 : Tekstilden goriintii alma sistemi [3].



Kullandiklar1 sistemde kamera i¢in 4 kenardan aydinlatma imkaniyla beraber her
numuneden 4 farkli fotograf alinmistir ve alinan bu fotograflar1 daha sonra 3 boyutlu
modelleme sirasinda da kullanmiglardir. Kullanilan kamera ¢oziintirliigii 640x480°dir.

Kullanilan kamera ve aydinlatma diizenegi Sekil 1.8’de gdsterilmektedir.

Sekil 1.8 : Kamera ve aydinlatma diizenegi [3].

Tekstil tiplerinden toplanan goriintiller ve bu goriintiilerden elde edilen farkhi
formasyonlarla hem Scale Invariant Feature Transform (SIFT) hem de CNN
yontemleri kullanilarak sonuclar elde edilmistir. Ancak bu ¢aligmaya referans olacak
sekilde dogrudan tekstil tipinden alinan goriintiiler kullanildiginda CNN VGG
mimarisi FC (Fully Connected) + FV (Fisher Vector) kullanimu ile birlikte elde edilen
dogruluk oran1 %71.7°dir.

1.3 Hipotez

Bu calismayla tekstil {riinlerinden yakindan alinacak fotograflar ile tekstil tipi
siniflandirmasi yapabilen bir model gelistirilecektir. Kullanilacak goriintiiler icin
Kampouris ve calisma arkadaslarimin yapmis yaptiklar1 ¢alismada olusturduklari

goriintli veritabani kullanilacaktir [3].

Model goriintii bazli olarak ele alinacagi i¢in derin 6grenme yontemlerinde CNN ile
gelistirme yapilacaktir. Onerilen modelle birlikte eldeki veri seti kullanilarak en
yiiksek dogruluk oranina ulagilmasi hedeflenmistir. Bununla beraber literatiire girmis
ve kendini ispatlamis, cok biiyiik veri setleriyle egitilmis VGG16, VGGI9,
InceptionResNet gibi algoritmalar da ¢aligma kapsaminda ele alinacak ve detayli
olarak incelenecektir. Yiiksek dogruluk oranina ulasabilmek i¢in literatiirde yer alan
bu algoritmalar ve O6nerilen model, bu ¢alismada kullanilacak veri seti ile egitilerek

ciktilar degerlendirilecek ve en uygun modelin gergeklenmesi saglanacaktir.



Istenilen dogruluk oranimin yakalandigi modelin gerceklenmesi sirasinda izlenen
siireg, yapilan caligmalar, degerlendirmeler ve bu dogruluk oraninin elde edilmesini

saglayan etkenler ve yaklasimlar ayrintili olarak ele alinacaktir.

En uygun modelin gelistirilmesiyle, tasinabilir, kolay ulasilabilir ve kullanilabilir bir
sistem tasarlanacaktir. Elde edilen model PMML (Predictive Model Markup
Language) dosyasina gevrilerek hizli ve pratik bir sekilde modelleme yapilacaktir. Bu
amacla Raspberry Pi 3 ve Logitech C170 Web Cam kullanilacaktir. Kullanilacak olan
modiiller Sekil 1.9°da gosterilmektedir.

Sekil 1.9 : Raspberry Pi 3 ve Logitech C170 Web-Cam



2. DERIN OGRENME VE CNN MIiMARILERIi

Derin 6grenme konusunun gelisme silirecini anlayabilmek ve bu konuda yapilan
caligmalar1 anlamlandirabilmek icin Oncelikle yapay zeka ve makine 6grenmesi
konusundaki siireci incelemek gerekmektedir. Bu ii¢ konunun kronolojik olarak
gelisme siireci ayrmtili olarak Sekil 2.1°de gosterilmektedir. Temelde yapay zeka
konusundaki c¢alismalarin artmasiyla birlikte verilerden Ogrenen ve tahminde
bulunabilen makine 6grenmesi yontemlerinin gelistigi goriilmektedir. Bu gelismelerin

ardindan daha biiyiik boyutlu veriler ile 6grenme yapabilen derin 6grenme gelmektedir

[11].

ARTIFICIAL INTELLIGENCE

Engineering of making Intelligent
Machines and Programs

MACHINE LEARNING

Ability to learn without being

] 2) 'i- explicitly programmed
i DEEP LEARNING

Learning based on Deep
Neural Network
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Sekil 2.1 : Yapay zeka, makine 6grenmesi ve derin 6grenme [11].

Yapay zeka konusundaki ¢aligsmalar ¢ok daha dnceden baslamis olsa da terim olarak
literatiire girmesi ve “Yapay Zeka” teriminin olusmasi 1956 yilinda John McCarthy
ve arkadaglarn tarafindan sunulmasiyla birlikte olmustur. Yapay zeka konusunun
temelinde yatan diisiince kendi kararlarini kendi alabilen, insan gibi hatta daha da

otesinde akilli makinelerin tasarlanmasidir.



Makine Ogrenmesi, yapay zeka caligmalarinin bir uygulamasi olarak verilerden
ogrenen ve Onceki deneyimlere dayali karar verebilen yaklasimdir. Yapay zeka
konusunda yapilan ilk ¢aligmalarda sistem, uymas1 gereken bir ¢ok kurala gére daha
onceden belirlenmis eylemler listesine gore hareket edip kararlar alabilmektedir.
Ancak makine o6grenmesi ile birlikte Onceden belirlenmis kurallar ve kararlar
mekanizmasindan Gte biiyiik veri kiimeleri kullanilarak 6grenme yapilabilmektedir ve

bu 6grenme sonucunda kararlar verilebilmektedir [12].

Derin 6grenme isminin literatiire girmesi ve bu haliyle ¢alismalar1 Sekil 2.1°de
gosterildigi gibi 2006 sonrasinda olsa da bu konuda yapilan ¢calismalar ¢ok daha eskiye
dayanmaktadir. Derin 6grenme tarihgesi incelenmek istendiginde 1940 — 1960, 1980
— 1990 ve 2006 sonras1 olmak iizere {i¢ farkli donemde yasanan gelismeleri {i¢ farkl

dalga olarak yorumlamak ve degerlendirmek gerekir [13].

1940 — 1960 ve 1980 — 1990 yillar1 arasindaki yapay sinir aglar1 konusunda ciddi
aragtirmalar yapilmustir. ilk gelisim dalgasi biyolojik &grenme, tek bir noéronun
egitilmesi ve algilayici yapilar: {izerindeki ¢alismalarla birlikte baslamistir. ikinci
dalga ise bir ya da daha fazla gizli katmanli sinir aglarinin egitilmesi, geri yayilim gibi
konularindaki gelismelerle birlikte baslamistir. 2006 sonrasi gelisen son dalga ise
coklu katmanlarin 6grenilmesi ile ilgili yapilan ¢aligsmalarla birlikte baglamistir ve

derin 6grenme kavrami olusmustur.

Derin 6grenme konusunun geg¢misten giinlimiize olan siirecini ¢ok kisa bir sekilde
Ozetlemek gerekirse; derin 6grenmenin uzun ve zengin bir tarihinin mevcut oldugu,
fakat farkli yaklagimlart yansitan bir ¢ok isim tarafindan iizerinde ¢alisildig1 ve zaman
zaman popiilerligi artarken, bazi donemlerde de azaldig1 goriilmiistiir. Sistemlerin
egitimi i¢in kullanabilecek veri kiimelerinin artmasiyla birlikte derin 6grenme
yaklagimlar1 daha kullanigli hale gelerek popiilerligi artmistir. Ayni zamanda hem
yazilim hem de donanim olarak bilgisayar teknoloji alt yapisinin gelismesiyle birlikte
derin 6grenme modellerinde daha da fazla ilerleme saglanabilmistir. Veri kiimelerinin
artmasi, 6gretilmek istenilen sistemlerin biiylimesi gibi konular giderek problemlerin
mevcut uygulamalar ile ¢oziilmesini gii¢ hale getirmektedir. Bu nedenle giinlimiiz
karmagik uygulamalari, yapilan c¢aligmalarla beraber zamanla artan dogruluk

oranlariyla derin 6grenme yontemleri sayesinde ¢oziime kavusmaktadir [13].
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Derin 6grenme beraberinde yapay zeka tarihi ve ¢aligmalari ¢ok eskilere dayanmasina
ragmen son yillarda bu konuda yapilan ¢aligmalar ve uygulamalarin sayist her gegen
giin artmaktadir. Ozellikle 2006 sonras1 yapilan galismalar ele alinacak olursa, ilk
olarak ImageNet veritabaninin olusturulmasina bakilabilir. Stanford Universitesi ve
Princeton Universitesi ekipleriyle kurulan ImageNet, arama motorlar1 mantigiyla
internette bulunan goriintiileri arayip onlari siniflandiran ve tiim diinyada akademik
caligmalarda kullanilmak iizere bunlari bir araya getiren bir veritabanmidir. Yaklasik 15
milyon resmin yer aldig1 bu veritabani, goriintii isleme ve derin 6grenme gibi arastirma
caligmalarinda kullanilmak iizere iyi arastirma iyi kaynakla olur mantigiyla

olusturulmustur [14].

ImageNet’in 2010 yilindan 2017 yilina kadar diizenlemis olduklar1 yarismalarda bir
cok farkli ekip ImageNet veritabanini kullanarak gorsel tanima yapacak hem yazilim
hem de donanim konusunda ¢aligmalar yapmistir. Bu yarigmalarda veritabaninda yer
alan 1000 farkli goriintii sinifi icin siniflandirmalar yapilmis ve siniflandirma dogruluk
oranlarmi en iist seviyeye ¢ikarmak iizere giiniimiizde literatiire de girmis ¢alismalar
ve mimariler olusmustur. Bu ¢alismalarla ortaya ¢ikan AlexNet, GoogleNet, VGGNet,
ResNet ve bunlar gibi bir ¢ok mimari glinlimiiz problemlerinin ¢6ziimii i¢in de siklikla
kullanilmaktadir. ILSVRC (ImageNet Large Scale Visual Recognition Competition)
olarak adlandirilan bu yarigsmalarda 2010 ve 2017 yillar1 arasinda yapilan ¢caligmalarda,
siniflandirma hata oraninin yillara gore degisimi Sekil 2.2°de gdsterilmistir. insanlarm
bu konudaki hata oraninin yaklasik %35 oldugu goz oOniine alindiginda g¢aligma

sonuglarinin her gegen yil ¢ok daha iyi seviyelere geldigi goriilmektedir.

__30%
25%
20%
15%
10%

insan Hata Orani
5%

ILSVRC Siniflandirma Hata Orani (%

0%
2010 2011 2012 2013 2014 2015 2016 2017
Yil

Sekil 2.2 : Yillara gore ILSVRC siniflandirma hata oranlart.
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Siirliciisiiz arag, yiiz tanima, el yazisi tanima, nesne tanima, Siri, Alexa gibi asistan
sistemler, duygu tanima gibi ¢aligmalara ek olarak makinelerin ve robotlarin insanlarin
yapabildigi oyun oynama, yazi yazma, resim yapma, miizik besteleme gibi becerilerini
de yapabilmesini saglayacak ¢alismalar 2006 sonrasindaki gelismelerle birlikte yiiksek

bir ivme ile artmaktadir.

Yapilan caligmalarin igerigi ve niteliginin artmasiyla birlikte problemlerin parametre
sayis1t da her gecen giin artmaktadir. Bununla beraber bu modellerin egitilebilecegi
sistemlerin de donanim olarak gelismesi onemlidir. Modern grafik islemciler, ¢ok
cekirdekli islemcilerin yetersiz kaldigi noktada c¢ok daha 1iyi performans
gostermektedir ve bu sayede GPU kullanarak 100 milyon parametreli bir problem
¢oOziilebilmistir [15]. 2009 yilinda yapilan bu g¢alismayla birlikte GPU’lar, derin
O0grenme yontemleri i¢in 6nemli bir yer edinmistir. Donanim performansinin éneminin
artmastyla birlikte de derin 6grenme gelisimi sadece model ve algoritma geligtirme
olarak degil, ayn1 zamanda donanim gelistirme tarafinda da devam etmektedir. Nvidia,
Intel, Amd gibi bir ¢ok entegre iireticisi firma konunun donanim tarafi ile ilgili de ciddi

calismalarda bulunmaktadir.

Derin 6grenme, Google, Microsoft, Netflix, Apple, IBM, Facebook, NVidia, NEC gibi
diinyanin 6nde gelen bir ¢ok teknoloji sirketi tarafindan kullanilmaktadir ve aymi
zamanda bu sirketler bu konuda yapmis olduklar1 caligmalar ile derin 6grenme
konusunun gelisimine katki saglamaktadir. Bununla beraber derin 6grenme konusunun
gelisimi i¢in Theano, Torch, TensorFlow, PyLearn gibi bir ¢ok yazilim kiitiiphanesi

de gelistirilmis ve bu konuya katki saglamistir [ 13].

Bu calisma igerisinde, derin 6grenme yontemlerinden 6zyinelemeli (Recurrent) ve
evrisimsel (Convolutional) sinir aglar1 konularina yer verilecektir. Ancak, ¢alisma
icersinde farkli CNN mimarileriden faydalanildigi i¢in evrigimsel sinir aglar
konusunda literatiire girmis mimarilere de ayrica yer verilecektir. Ayrica derin
O0grenme yoOntemlerinin temellerinin yapay sinir aglarina dayanmasindan dolay:
aktivasyon fonksiyonlarinin bu yontemlerde 6nemi biiyiiktiir. Bu nedenler, derin
O0grenme mimarilerinden 6nce yaygin kullanilan aktivasyon fonksiyonlarina da yer

verilecektir.
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Aktivasyon fonksiyonlari, girig bilgisine gore bir kural ya da esik degerine gore ilgili
noronlarm aktif veya deaktif olmasini saglayan matematiksel kapilardir [16].
Giliniimiiz problemlerinde yaygin olarak softmax, sigmoid, tanh, relu gibi aktivasyon

fonksiyonlar1 kullanilmaktadir.

Softmax, olasilik dagilimi olarak ¢ikti veren bir fonksiyondur ve siklikla son tam
baglant1 katmaninda siniflandirmanin tamamlandigi katmanda kullanilmaktadir. Bu
nedenle ¢ok sinifli problemlernin ¢oziimiinde kullanilmak i¢in oldukg¢a uygundur.
Softmax formiilii Denklem 2.1°de gdsterilmektedir.
ek (2.1)
O'(X)k —m,k =1,...K

Sigmoid aktivasyonu, (0,1) araliginda calismaktadir ve matematiksel alt yapisi
nedeniyle giris degerindeki farklilik c¢iktinin 0’a ya da 1’e hizli yakinsamasini
saglayarak ¢ikis tahminini net olarak vermektedir. Denklem 2.2°de sigmoid aktivasyon
fonksiyonu gosterilmektedir. Hesaplama maliyeti, gradyanlarin kaybolarak modelin

kararsizliga gitme riski gibi dezavantajlar1 bulunmaktadir.

1 (2.2)
1+e>

o(x) =

Sifir merkezli bir aktivasyon fonksiyonu olup (-1, 1) araliginda ¢alisir ve bu nedenle
olasilik ¢iktilart daha net olur. Tanh aktivasyon fonksiyonu Denklem 2.3’te

gosterilmistir. Sigmoid ile benzer dezavantajlari tasimaktadir.

1—e2* (2.3)

tanh(x) = m

Relu aktivasyon fonksiyonu Denklem 2.4’te gosterildigi iizere pozitif degerler igin
lineerken negativ degerler i¢in sifir degeri alir. Hesaplama kolayligi, hizli yakinsama,
tanh ve sigmoid fonksiyonlarinda oldugu gibi gradyanlarin kaybolmasi problemlerinin
olmamasi gibi avantajlar1  bulunmaktadir. Genellikle gizli katmanlarda

kullanilmaktadirlar.

0, x<0 2.4)

ReLU(x) = {x S0
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Avantajlarmin yani sira bir noron beklenmedik sekilde negatif alirsa sonucun sifir
olmasindan dolay1 néron geri donilisii olmayacak sekilde kaybedilecektir. Bu
problemin 6niine gegmek i¢in Leaky ReLU diye adlandirilan baska bir aktivasyon
fonksiyonu da bulunmaktadir. Denklem 2.5’te gosterildigi iizere, negatif degerler i¢in
sifir degeri yerine bir a katsayisi ile ¢arpilmaktadir. Bu a kat sayis1 genelde 1’den

diisiik 0’a yakin olacak sekilde sec¢ilmektedir.

a. x, x<0 2.5
O RN @

Bununla birlikte eksponansiyel ve parametrik olmak tizere farkli relu aktivasyonlari

da bulunmaktadir.

2.1 Ozyinelemeli Sinir Aglar

Geleneksel sinir aglart ileri beslemeli yapidadir ve modelin girdisi bir agdan
gecirilerek bir ¢ikt1 elde edilir. Bu yapilarda girdi ve ¢ikti birbirinden tamamen
bagimsizdir. Ancak Ozyinelemeli sinir aglarinda ¢iktilar ayn1 zamanda modelin
girdisini olusturdugu icin bir sonraki asamada elde edilecek ¢ikt1 bir 6ncekine baghidir.
Onceki ¢iktilar tekrardan modeli etkilemesi sebebiyle RNN (Recurrent Neural
Networks) yapilart ayn1 zamanda bellege sahiptir. Bu nedenle yazi, konusma, zamana
bagli veriler gibi onceki ¢iktilarin da 6nem arz ettigi problemlerin ¢6ziimiinde RNN

kullanilmaktadir.

RNN, farkli sekilde tasarlanabilir. Onemli RNN tasarimlarina kisaca deginilecek
olursa ilk model Sekil 2.3’te gosterilmistir. Bu ag yapisina gore, her bir zaman
biriminde bir ¢ikt1 elde edilmektedir ve gizli katmalar arasinda yinelemeli baglanti

bulunmaktadir.
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Sekil 2.3 : Ornek RNN Modeli 1 [13].

Sekil 2.3’te gosterilen RNN modeline ait ileri yayilim esitlikleri, b ve ¢ sapma vektorti,
U,V ve W agirlik matrisleri olacak sekilde Denklem 2.6, Denklem 2.7, Denklem 2.8

ve Denklem 2.9’da gosterilmistir.

a® = b + WhED 4 gx® 2.6)
h® = tanh(a®) (2.7)

0® =c+Vh® (2.8)

7® = softmax(0®) (2.9)

Bir diger 6nemli modelde ise yine her bir zaman biriminde bir ¢ikt1 elde edilmektedir.
Ancak bu modelde yinelemeli baglanti bir zaman dilimine ait ¢iktidan bir sonraki gizli
zaman dilimine ait gizli katmana dogrudur. Bu yapida, dogrudan gizli katmanlar
arasinda baglanti olmamasi, ¢iktinin ¢ok yiiksek boyutlu olmadik¢a énemli bilgileri
gecmisten tastyamamasi gibi nedenlerden dolayr model basarist daha diistiktiir. Modeli
egitme sirasinda zaman dilimlerinin birbirinden bagimsiz olmasi nedeniyle paralel

isleme imkan tanimaktadir. Model Sekil 2.4°te gosterilmistir.
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Sekil 2.4 : Ornek RNN Modeli 2 [13].

Bir diger model ise Sekil 2.5’te gosterilmistir. Bu modelde gizli katmanlar arasinda
baglanti bulunmakla beraber, modelin ¢ikt1 liretmesi i¢in tiim serinin okunmasi
gerekmektedir. Tiim seri okunduktan sonra model tek bir ¢ikt1 iiretmektedir. Seriyi
analiz ederek bir sonraki siire¢ i¢in sabit boyutlu bir ¢ikt1 elde edilmesi gereken

uygulamalarda bu ag yapisiin kullanilmasi uygun olacaktir.

v
J'
«..
U U U

Sekil 2.5 : Ornek RNN Modeli 3 [13].
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RNN’nin belleginin olmas1 ve zaman birimleri boyunca dnceki verileri de kullanmasi
nedeniyle bir zaman serisine gore c¢iktt vermesi gereken uygulamalarda
kullanilabilmesi ve evrisimsel sinir aglar1 ile birlikte kullanilabilir olmasi, bu
yaklasimin avantajlaridir. Bununla birlikte modelin dezavantajlar1 da bulunmaktadir.
Eger sistemde uzun vadeli baghlik varsa genellikle gradyanlar kaybolur ancak bazi
durumlarda da optimizasyonu bozacak sekilde degerler alarak modelin
kararsizlagmasina neden olabilir ve modelim egitilmesi miimkiin olmayabilir. Bununla
birlikte RNN’nin egitilmesinin zor olmasi ve aktivasyon fonksiyonu tanh ya da relu

oldugu zaman biiyiik serileri isleyememesi sistemin diger dezavantajlarindandir [17].

RNN mimarilerinde aktivasyon fonksiyonu olarak daha ¢ok tanh tercih edilir. Bununla
beraber tanh aktivasyon fonksiyonunun gergeklenmesi ic¢in yiliksem islem giiciiniin
gerekmesi ve 6zellikle geri yayilim optimizasyonu sirasinda gradyanlarin kaybolma

sorunlart RNN mimarisinin dezavantajlarinin sebeplerinden biridir [16].

2.2 Evrisimsel Sinir Aglar

Evrisimsel sinir aglari, temel olarak ¢ok sayida sinir aglar1 katmani igererek ozellikle
gorlintii ve video tanima, smiflandirma, analiz gibi konularda ¢6ziim saglamaktadir.
Bir CNN (Convolutional Neural Networks) mimarisi, insan beynindeki ndronlarin
baglantt modeline benzer sekilde gorsel korteksin organizasyonundan ilham alinarak

tasarlanmistir [ 18].

CNN’yi ileri beslemeli sinir aglarindan ayiran en biiylik 6zelligi biiylik boyutlu
goriintiiler i¢in ¢ok sayida parametreye ¢oziim iiretebilir olmasidir. Diigiik boyutlu bir
goriintii icin ileri beslemeli sinir aglar1 ¢oziim {iretebilir durumdayken, giiniimiiz
teknolojisi ile elde edilmis yliksek ¢oziiniirliikkli RGB goriintiiler i¢in yapilacak
caligmalarda ¢6ziim tliretemez durumdadir. Bu nedenle, goriintii ve video iizerine
yapilan caligmalarda uygun CNN mimarileri kullanilarak ¢6ziim {iretilebilmektedir

[18].
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CNN, temel olarak 3 ana katmandan olusmaktadir. Bunlar, konvoliisyonel katman,
pooling katmani ve tam baglanti (Fully Connected) katmani. Temel olarak
konvoliisyonel ve pooling katmanlar1 modelin 6grenmesini saglarken, tam baglanti
katmani ise siniflandirmay1 saglamaktadir [19]. Bu katmanlara 6rnek olmasi agisindan

el yazisi rakamlar1 siniflandirmak i¢in olusturulmus bir CNN yapis1 6rnegi Sekil 2.6’da

gosterilmektedir.
fc_3 fc_a
Fully-Connected Fully-Connected
Neural Network Neural Network
Conv_1 Conv_2 RelU activation

Convolution Convolution | /—M

(5).‘ 5) kerr.'lel Max-Poolin (5 x 5) kerl.nl Max-Pooling (with

valid padding 2x2) valid padding (2x2) i)

— A A Q ® o

INPUT nlchannels nlchannels n2 channels n2 channels | E ) . 9
(28 x 28 x 1) (24 x24 xn1) (12x 12 xn1) (8 x 8 x n2) (4 x4 xn2) @ OUTPUT

n3 units

Sekil 2.6 : CNN katmanlari [18].

Konvoliisyonel katman, CNN mimarilerinin ana parcasidir. Bu katmanda girdilerin
ozelliklerinin 6grenilmesi saglanmaktadir. Girdi goriintiideki yiiksek ve diisiik seviyeli
filtreler uygulanarak 6zellik haritast olusturulmus olur. Genel olarak bu katmanda
sigmoid, relu ya da tanh fonksiyonlar1 aktivasyon fonksiyonu olarak kullanilabilir
[20]. Konvoliisyonun goriintii lizerine nasil uygulandigi ve elde edilen 6zellik haritasi

Sekil 2.7°de gosterilmistir.
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Sekil 2.7 : Goriintili ve konvoliisyon islemi sonrasi 6zellik haritas1 [18].
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Konvoliisyon islemine ait matematiksel esitlik ise Denklem 2.6’da verilmistir.
Denklemde yer alan m ve n kernel mxn boyutlarini belirtirken, i ve j ise

konvoliisyonun hesaplanacagi matris koordinatin1 belirtmektedir.

SGf) = UGN = ). Y 16mmKG —m,j—n) (2.10)

Pooling katmani ise genellikle konvoliisyonel katmanlar arasinda uygulanir. Temel
amaci, 6zellik haritasinin boyutunun diisiiriilmesiyle modelin islenmesi i¢in gereken
hesaplama giiclinii azaltmaktir. Ayrica degismez ve baskin olan 6zellikleri model
disina ¢ikartarak modelin etkili bir sekilde egitilmesini saglamaktadir. Bir ¢ok pooling
islemi olmasina ragmen en yaygin olarak maksimum ve ortalama pooling katmanlari

kullanilmaktadir. Ornek olarak maksimum pooling islemi Sekil 2.8’ de gosterilmistir.

=N B =
- O o
N == O N
o 00 W
[=7]
(=]

2 4

Sekil 2.8 : Maksimum pooling islemi [17].

Tam baglant1 katmaninda ise bir 6nceki katmandan alinan tiim néronlar bu katmandaki
her bir nérona baglanir. CNN mimarisinin yapisina gore tam baglant1 katmani bir ya
da daha fazla olabilmektedir. Son tam baglant1 katmanindan sonra ise ¢ikti katmani
gelir. Siniflandirma amach calismalarda bu asamada siklikla softmax regresyon

kullanilarak ¢ikt1 siniflart icin olasilik dagilimlari elde edilerek ¢ikt1 verilir [19].

CNN mimarilerinde temel katmanlar disinda normalizasyon ve dropout katmanlari1 da
bulunmaktadir. Dropout katmanindada yapilan islem, egitim sirasinda asir1 uyma
problemlerinin 6niine ge¢mek i¢in bazi1 néron ¢ikislariin belirli bir olasilik degerine
gore 0 olarak ayarlanmasidir. Genel olarak tam baglanti katmanlarindan sonra
kullanilmaktadir. Konvoliisyonel katmanlardan sonra kullanilmasi durumunda

genellikle test hata oranlarini yiikseltmektedir [20].

19



Normalizasyon katmani ise girig 6zelliklerinin, egitim sirasinda anlik ve beklenmedik
degisimlerinin oniine gegmek i¢in kullanilan bir yontemdir. Hem konvoliisyonel hem
de tam baglanti katmanlarinda kullanilabilmektedir ancak, kullanilacag yer
konusunda farkli &neriler bulunmaktadir. Ornek olarak, konvoliisyonel ya da tam

baglanti, normalizasyon, aktivasyon ve dropout olacak sekilde uygulanabilir [20].

CNN mimarilerinde ve genel olarak tiim makine Ogrenmesi, derin &grenme
yontemlerinde dogru sonuca ulagmak i¢in ilgili fonksiyonunun minimumuna ya da
maksimumuna ulagmak gerekir. Kayip fonksiyonlari da bu nedenle 6nemli olup kayip
fonksiyonunu minimize etmeye caligsarak kurulan modelin basaris1 belirlenebilir. Bu
calisma igerisinde de kullanilmis olan Cross-Entropy kayip fonksiyonu Denklem

2.11°de gosterilmektedir.

L(x,y) = —[y.log(z) + (1 —y).log(1 — x)] (2.11)

Bu boliimde ayrica, 6zellikle ImageNet’in diizenlemis oldugu ILSVRC yarismalaria
katilip yiiksek performans gostererek literatiire girmis CNN mimarileri hakkinda kisa
bilgiler verilmistir. Bu mimariler VGGNet, AlexNet, Resnet, GoogleNet ve Inception-
ResNet’tir.

Bu calisma sirasinda da kullanilan ve Keras kiitliphanesinde de yer alan mimarilerden
VGG16, VGGI19, ResNet50, InceptionV3, InceptionResNetV2 ve MobileNetV2
mimarilerinin ImageNet dogrulama (validation) veri kiimesine ait performans

parametreleri Cizelge 2.1°de gosterilmistir [21].
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Cizelge 2.1 : Baz1 mimarilerin performans parametreleri.

Model Boyut Top-1 Top-5 Parametre
Dogruluk Dogruluk Sayisi
VGG16 528 MB 0.713 0.901 138,357,544
VGG19 549 MB 0.713 0.900 143,667,240
ResNet50 98 MB 0.760 0.930 25,613,800
InceptionV3 92 MB 0.779 0.937 23,851,784
InceptionResNetV2 215 MB 0.803 0.953 55,873,736
MobileNetV2 14 MB 0.750 0.901 3,538,984
2.2.1 VGGNet

VGGNet, ImageNet’in diizenlemis oldugu ILSVRC 2014 yarigmasinda siniflandirma
gorevinde ikinci olmus bir CNN mimarisidir. Oxford Universitesi’'nden VGG (Visual

Geometry Group) tarafindan gelistirilmistir.

VGGNet, girdi goriintiisii olarak 224x224x3 boyutunu kabul eder, daha yiiksek
boyutlar1 bu boyuta kirparak islemi yapabilir. Agirlik katmani 11°den 19°a kadar
olacak sekilde farkli versiyonlart mevcut olmakla birlikte, hepsinde 3x3 filtreler
kullanilmaktadir. Boylelikle parametre sayis1 azaltilmis ve lineer olmayan 3 farkl

diizeltme katmani kullanilmistir [23].

Pooling katmani i¢in maksimum pooling kullanilmistir ve 3 tane tam baglanti katmani
icermektedr. Bu calismada da sonraki boélimlerde kullanilmis olan VGGNet
yapilarindan 16 ve 19 katmanli olan VGG16 ve VGG19 mimarisinin katman detaylari
Cizelge 2.2°de gosterilmektedir.
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Cizelge 2.2 : VGGNet yapilandirmalari.

VGG16

VGG19

224x224 RGB Goriintii

2 x Konvoliisyonel Katman

(3x3, 64)

2 x Konvoliisyonel Katman

(3x3, 64)

Maksimum Pooling

2 x Konvoliisyonel Katman

(3x3, 128)

2 x Konvoliisyonel Katman

(3x3, 128)

Maksimum Pooling

3 x Konvoliisyonel Katman

(3x3, 256)

4 x Konvoliisyonel Katman

(3x3, 256)

Maksimum Pooling

3 x Konvoliisyonel Katman

(3x3, 512)

4 x Konvoliisyonel Katman

(3x3, 512)

Maksimum Pooling

3 x Konvoliisyonel Katman

(3x3, 512)

4 x Konvoliisyonel Katman

(3x3, 512)

Maksimum Pooling

Tam Baglant1 - 4096

Tam Baglant1 - 4096

Tam Baglant1 - 1000

Softmax Aktivasyonu

2.2.2 AlexNet

AlexNet, ImageNet’in diizenlemis oldugu ILSVRC 2012 yarismasinda birinci olmus
bir CNN mimarisidir. ILSVRC 2010 yarismasina katilmis olduklar1 modelin

gelistirilmesiyle AlexNet CNN mimarisi son halini almistir.
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AlexNet, girdi goriintiisii olarak 224x224x3 boyutunu kabul etmektedir ve 8
katmandan olugmaktadir. Birinci konvoliisyonel katmanda 11x11, ikinci
konvoliisyonel katmanda 5x5 ve geri kalan konvoliisyonel katmanlarda ise 3x3 kernel
olarak filtre uygulanmistir. Daha onceki uygulamalarda aktivasyon fonksiyonu olarak
genellikle tanh kullanilmasma karst bu mimaride relu aktivasyon fonksiyonu
kullanilmistir. Tanh fonksiyonuna gore ¢ok %25 hata oranina ulagsmasi 6 kat daha
hizlidir [24]. Ayn1 zamanda Sekil 2.9°da goriilecegi lizere mimari iki parcaya ayrilarak

isleme alindigi i¢in iki farkli GPU kullanimina imkan tanimaktadir.
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Sekil 2.9 : AlexNet Mimarisi [25].

2.2.3 ResNet

ResNet, Microsoft ekibinin ImageNet’in diizenlemis oldugu ILSVRC yarigsmasi i¢in
gelistirmis oldugu c¢ok sayida artik bloklarin kulanildigi bir CNN mimarisidir.
ImageNet i¢in tasarlanmis 18, 34, 50, 152 gibi farkli sayilarda katmanlar1 olan ResNet
mimarileri bulunmaktadir. Cizelge 2.3’te 34 katmanli ResNet mimarisi

gosterilmektedir.
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Cizelge 2.3 : 34 Katmanli ResNet Mimarisi.

224x224 RGB Goriintii

Konvoliisyonel Katman, (7x7, 64), Stride=2

Maksimum Pooling

2 x Konvoliisyonel Katman, (3x3, 64)
2 x Konvoliisyonel Katman, (3x3, 64)
2 x Konvoliisyonel Katman, (3x3, 64)

2 x Konvoliisyonel Katman, (3x3, 128), Stride=2
2 x Konvoliisyonel Katman, (3x3, 128)
2 x Konvoliisyonel Katman, (3x3, 128)
2 x Konvoliisyonel Katman, (3x3, 128)

2 x Konvoliisyonel Katman, (3x3, 256), Stride=2
2 x Konvoliisyonel Katman, (3x3, 256)
2 x Konvoliisyonel Katman, (3x3, 256)
2 x Konvoliisyonel Katman, (3x3, 256)
2 x Konvoliisyonel Katman, (3x3, 256)
2 x Konvoliisyonel Katman, (3x3, 256)

2 x Konvoliisyonel Katman, (3x3, 512), Stride=2
2 x Konvoliisyonel Katman, (3x3, 512)
2 x Konvoliisyonel Katman, (3x3, 512)

Ortalama Pooling

Tam Baglant1 - 1000

2.2.4 GoogleNet

GoogleNet, Google ekibinin gelistirdigi bir CNN mimarisidir ve 2014 ILSVRC’de
siiflandirma dogruluk orani olarak VGGNet ile yakin sonuglar vermistir. Ancak

lokalizasyon konusundaki basarisiyla birlikte 2014 ILSVRC’de birinci olmus bir

mimaridir.

Mimarinin temelleri “Inception” ad1 verilen modiillere dayanmaktadir ve su anda 4.

versiyon inception modiilii gelistirilmistir. Temel “Inception” modiilii Sekil 2.10°da

gosterilmistir.
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Sekil 2.10 : Inception Modiilii [27].

GoogleNet mimarisi, 224x224x3 boyutuyla goriintiileri islemektedir ve her
konvoliisyonel katman inception modiilii icermektedir. Bu mimari hesaplama
verimliligi 6n planda tutularak tasarlanmis ve 6zellikle hafiza olacak sekilde sinirh
kaynaklarla calisabilmesi hedeflenmistir [27]. Ornek olarak, AlexNet mimarisi egitim
sirasinda 60 milyon, VGGNet yaklasik olarak bunun 3 kati kadar parametre

kullanirken GoogleNet sadece 5 milyon parametre ile sonuca ulagmaktadir [28].

GoogleNet mimarisine ait katmanlar Cizelge 2.4’te gosterilmistir.

Cizelge 2.4 : GoogleNet Katmanlari.

224x224 RGB Goriintii

Konvoliisyonel Katman, (7x7, 64), Stride=2

Maksimum Pooling

Konvoliisyonel Katman, (3x3, 64)

Maksimum Pooling

2 x Inception

Maksimum Pooling

5 x Inception

Maksimum Pooling

2 x Inception

Ortalama Pooling

Dropout(0.4)

Tam Baglant1 - 1000

Softmax Aktivasyonu
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2.2.5 MobileNet

MobileNet, gomiilii sistemlerde ve mobil uygulamalarda goriinti isleme ve

siniflandirma ¢aligmalarinda kullanilmak tizere gelistirilmis bir mimaridir.

MobileNet mimarisi, ayrisabilen konvoliisyonlar kullanilarak daha verimli islem
yapabilen bir mimaridir. Bu sayede daha kiiciik ve hizli bir ag olusturularak mobil
cihazlarda gerceklenebilirligi saglanmigtir. Nesne tanima, yliz Ozellikleri, biiyiik
Olcekli cografi konumlandirma gibi farkli uygulamalarla da mimarinin dogruluk

oranlar1 elde edilerek mimari gelistirilmistir [29].

Bu mimaride Sekil 2.11°de gosterilen standart konvoliisyon filtreleri yerine

derinlemesine ve noktasal olacak sekilde ayristirilmis halde konvoliisyon islemi

uygulanmaktadir.
o’ / /1 / 4 v
J[ 4 ’//j/ g // v / // ,/
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Sekil 2.11 : Konvoliisyon filtreleri [29].

Derinlemesine ve noktasal konvoliisyonel filtreler Sekil 2.12°de gosterilmistir.

D |

Dg “—M— 1 L

1 ~—N—
(a) (b)
Sekil 2.12 : (a) Derinlemesine ve (b) noktasal konvoliisyon filtreleri [29].

Sekil 2.11 ve Sekil 2.12°de gosterilen filtrelerin boyutlar1 ve uygulanacak filtre sayisi
F olacak sekilde hesaplama maliyetleri standart konvoliisyon iglemi i¢in Denklem
2.12°de, derinlemesine ve noktasal olarak ayrisan konvoliisyonel filtre i¢in ise

Denklem 2.13°de gosterilmistir.

Dy.Dg.M.N.Dy. Dy (2.12)
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Dy.Dy.M.Dg.Dg + M.N.Dg.Dp (2.13)

Bu yaklagimla, MobileNet mimarisi, 3x3 konvoliisyonlar kullandigindan dolay1

dogruluk oraninda kiiciik bir kayipla 8-9 kat daha hizli islem yapabilmektedir [29].

2.2.6 Inception-ResNet

Inception-ResNet mimarisi, Inception ve ResNet mimarilerinin birlestirilmesiyle
olusturulmus hibrit bir mimaridir. Inception modiillerinin artiklarin da dahil edildigi

baglantilarin eklenmesiyle gelistirilmigtir.

Bu mimarinin iki farkli versiyonu bulunmaktadir. 11k versiyon Inception-v3 ile benzer
islem gilicii gerektirirken, ikinci versiyon ise Inception-v4 ile benzer performans

gostermesine ragmen daha yiiksek islem giicli gerektirmektedir [30].
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3. EVRISIMSEL SINiR AGLARI iLE TEKSTIL TiPi TANIMA

Bu boéliimde, tekstil tipi siniflandirma ve tanima problemine ¢6ziim dnermek iizere
standart kameralar ile alinan goriintiilerin islenecegi bir evrisimsel sinir ag1 tasarimi
yapilacak, mevcut mimarilerin veri kiimesi ile olan dogruluk oranlar1 elde edilecek ve

sonuglar analiz edilerek yorumlanacaktir.

Bu amagla, oncelikle VGG16, VGG19, MobileNetV2, InceptionResNetV2,
ResNet50V2 ve InceptionV3 modelleri eldeki veri kiimesi ile egitilerek ayr1 ayri
degerlendirilecektir. Ardindan 6nerilen mimarinin ayrintilar1 aktarilarak egitim sonucu

ve yapilan ¢calismalar agiklanacaktir.

Calismada tekstil iirlinlerine ait veri kiimesi olarak, Kampouris ve arkadaslarinin 2016

yilinda yaptiklar1 ¢alisma i¢in toplamis olduklari tekstil goriintiileri kullanilmistir [3].

Yazilim gelistirme dili olarak Python kullanilmistir. Derin 6grenme fonksiyonlarini
yerine getirmek amaciyla ise TensorFlow altyapisi ile calisan Keras kiitiiphanesi
kullanilmis olup, onciil ¢alismalar i¢in JetBrains PyCharm Community Edition
kullanilmistir. Onerilen CNN mimarisi ve diger mimarilerin egitilmeleri icin GPU’ya

ihtiya¢ duyulmasi nedeniyle gelistirmeler Google Colab iizerinde yapilmistir.

Calismanin prototiplenmesi i¢in Raspberry Pi 3 ve Logitech C170 Web Cam

kullanilmustir.

3.1 Veri Kiimesinin Degerlendirilmesi ve Hazirlanmasi

Veri kiimesinde 26 farkli smifa ait goriintiiler bulunmaktadir. Ancak ¢alisma
kapsamina 6rnek sayist ¢ok az olanlar ve farkli tipteki tekstil {iriinlerinin birlikte
kullanilmasiyla elde edilen goriintiiler dahil edilmemistir. Caligmada da 9 farkli sinifa
ait toplamda farkli 1s1iklandirma ile fotograf ¢ekilmis versiyonlari ile birlikte toplamda
5092 goriintii bulunmaktadir ve bunlarin 4245 adedi egitim verisi, 847 adedi ise test

verisi olarak kullanilmistir.
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Veri kiimesinde yer alan ve ¢alismada kullanilacak 9 farkli sinif pamuk, kot, koyun
yiinii, naylon, polyester, ipek, havlu kumasi, viskon ve yiin i¢in 6rnek goriintiiler Sekil

3.1°de gosterilmektedir.

Sekil 3.1 : Veri kiimesine ait 6rnek goriintiiler.

Toplamda 5082 adet goriintiiden olusan veri kiimesi vardir. Bu veri kiimesinin 4235
adedi egitim verisi, 847 aded, ise test verisi olarak kullanilacaktir. Ayrica ¢alismada
kullanilan bu veri kiimesinde siniflar dengeli dagilmamistir. 2352 adet pamuk, 648
adet kot, 132 adet koyun ylinii, 228 adet naylon, 904 adet polyester, 200 adet ipek, 120
adet havlu kumasi, 148 adet viskon ve 360 adet yiin sinifina ait goriintii bulunmaktadar.

Siif bazinda veri sayis1 Cizelge 3.1°de gosterilmistir.
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Cizelge 3.1 : Sinif bazli veri kiimesi.

Tekstil Tipi Egitim Numune Sayisi Test Numune Sayisi
Pamuk 1960 392
Kot 540 108
Koyun Yiinii 110 22
Naylon 190 38
Polyester 754 150
Ipek 167 33
Havlu Kumasi 100 20
Viskon 124 24
Yiin 300 60

Veri kiimesinde bulunan goriintiiler 400x400 ¢oziliniirliigiinde renkli goriintiilerdir. Bu
nedenle, calisma sirasinda kullanilan mimarilerin giris boyutlarma gore goriintiiler

kirpilip, gri seviye doniisiimii yapilarak kullanilmistir.

Veri kiimesindeki goriintiiler, tekstil iiriniinden ¢ok yakindan alindig1 i¢in, gériintiiniin
tamamu tekstile aittir. Bu nedenle, CNN mimarilerinin ihtiya¢ duydugu boyutlar1 elde
etmek i¢in herhangi bir veri kaybi sorunu olmadigindan yeniden boyutlandirma yerine

kirpma yontemi tercih edilerek goriintii netliginin korunmasi saglanmastir.

3.2 Keras Kiitiiphanesi

Keras, Python dilini kullanan ve TensorFlow, CNTK, Theno gibi temel derin 6grenme
kiitliphanelerinin tlizerinde ¢alisan bir arabirim kiitliphanesidir. Modiiler, esnek ve
kullanic1 dostu tasarimi nedeniyle kolay ve hizli prototipleme imkani tanimaktadir.
Bununla birlikte, bu c¢alismada sadece CNN kullanilmis olsa da RNN’yi
destekleyebilmektedir ve hem CPU’da hem de GPU’da sorunsuz bir sekilde
calisabilmektedir [31].
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Bu calismada, hizli denemeler yapip sonuglar1 gérme, CNN katmanlarina ayr1 ayri
hizli ve esnek sekilde miidahale edebilme, literatiire girmis CNN mimarilerine hizl
erisim ve sonuglar1 gérme, Raspberry Pi i¢in adaptasyonunun kolay olmasi ve daha
bunlar gibi bu calismaya 6zgli bir ¢ok arti 6zelliginin olmasi nedeniyle Keras

kiitiiphanesi tercih edilmistir.

3.3 Bilenen Baz1 Evrisimsel Sinir Aglar1 Mimarileri ile Tekstil Tipi Tanima

Calismalan

Bu béliimde, Keras kiitiiphanesinde de yer alan VGG16, VGG19, MobileNetV2,
InceptionResNetV2, ResNet50 ve InceptionV3 mimarileri ile elde edilen veri seti

kullanilarak tekstil tipi tanima ¢alismas1 yapilmistir.

Bu mimariler, ImageNet veri kiimesi i¢in ILSVRC yarigmasina ydnelik
gelistirildiginden ¢ok yliksek veri kiimesi ve 1000 adetlik sinifa gore tasarlanmistir.
Bu nedenle, tiim agirliklar sifirlanarak eldeki kiigiik veri kiimesi ile modeller egitildigi
zaman sonu¢ alinamamistir. Bu mimariler ile sonug¢ alabilmek i¢in ImageNet ile
egitilmis olan bu modeller, bu c¢alismaya transfer edilmis ve ImageNet icin
hesaplanmis agirliklar kullanilmistir. Tam baglanti elemanlari modele dahil edilmemis
ve bu caligmanin konusuna uygun olacak sekilde tam baglanti elemanlart modele

eklenerek sonuclar elde edilmistir.

3.3.1 VGG16 ve VGG19 ile tekstil tipi tammma calismalar

ImageNet ile egitilmis VGG16 mimarisinin agirliklar: kullanilmistir ve ilk 5 katmanin
egitilmeleri engellenmistir. Tam baglant1 katmanlar1 alinmayan model i¢in sirasiyla
diizlestirme, tam baglanti, dropout ve tam 2 tane daha tam baglant1 katman1 eklenerek
tekstil tipi tanima problemine uygun sinif sayisina gore calisabilir hale getirilmistir.

Eklenen tam baglant1 katmani Sekil 3.2°de gdsterilmistir.
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input: | (None, 7, 7, 512)
output: | (None, 25088)

flatten_ 1: Flatten

input: | (None, 25088)
output: | (None, 1024)

dense 1: Dense

input: | (None, 1024)
oufput: | (None, 1024)

dropout_1: Dropout

input: | (None, 1024)
output: | (None, 1024)

dense_2: Dense

mput: | (None, 1024)
output: | (None, 10)

dense_3: Dense

Sekil 3.2 : VGG16 i¢in tam baglanti katmani.

Modelin bu haliyle 41.465.674 adet egitilebilir parametresi bulunmaktadir ve 100

iterasyon i¢in Google Colab Tesla K80 GPU ile egitim siiresi 2509 saniyedir. Test veri

kiimesi i¢in %94,21 olacak sekilde drogruluk orani elde edilmistir. Egitim ve test

dogruluk oranlar1 Sekilde 3.3’te gosterilmistir.

VGG16 Dogruluk Orani

100% —_—

~—
80%
60%
40%
20%
0%
0 20 40 60 80 100

iterasyonlar

= Egitim Dogruluk Orani Test Dogruluk Orani

Sekil 3.3 : VGG16 i¢in egitim ve test dogruluk oranlari.

Modele ait hata matrisi ise Sekil 3.4’te gosterilmektedir.
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VGG16 Hata Matrisi

Pamuk 0.0077 0 0.013 0 0 0.0051  0.0051 "
Kot 0 0 0 0 0 0 08
Koyun Yinii  0.091 0 0 0 0 0
Naylon 0.13 0 0 0 0 0 06
Poliester ~ 0.053 0 0.0067  0.027
ipek  0.061 0 0 0 -04
Haviu Kumasi 0 0 0 0

Viskon 0 0 0 0 e

Yan  0.033 0 0 0 0.017 0
?a‘{\o“* o unqis(\"" “aq\o“ ?O‘\G‘B\e‘ oot & R \1_\6\‘;_00 N e

ol el

Sekil 3.4 : VGG16 i¢in hata matrisi.

VGG19 mimarisi i¢in de VGG19 mimarisinden kaynakli farklarla birlikte VGG16
mimarisinde oldugu gibi ilerlenmistir. Tam baglanti katman1t VGG16 ile birebir

aynidir.

Modelin bu haliyle 46.662.794 adet egitilebilir parametresi bulunmaktadir ve 100
iterasyon i¢in Google Colab Tesla K80 GPU ile egitim siiresi 11214 saniyedir. Test
veri kiimesi i¢in %94,19 olacak sekilde dogruluk orani elde edilmistir. Egitim ve test

dogruluk oranlan Sekilde 3.5’te gosterilmistir.

VGG19 Dogruluk Orani

100%
80%
60%
40%
20%

0%
0 20 40 60 80 100

iterasyonlar

e Egitim Dogruluk Orani Test Dogruluk Orani

Sekil 3.5 : VGG19 i¢in egitim ve test dogruluk oranlari.

Modele ait hata matrisi ise Sekil 3.6’da gosterilmektedir.
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VGG19 Hata Matrisi

1.0
Pamuk 0.0051 0.0026 0.0077 0 0.013 0 0.0026
Kot 0 0 0 0
08
Koyun Yini 0 0 0 0
Naylon 0 0 0 0 0.6
Poliester 0.0067 0.013 0.033
ipek  0.061 0 0 0 -0.4
Havlu Kumasi 0.05 0 0 0
-02
Viskon  0.083 0 0 0
yan  0.017 0 0 0 0.017
) -00
_— oo O e W e @ N
\{‘0‘1\) ¥ \(\3\1\0

Sekil 3.6 : VGG19 i¢in hata matrisi.

VGG16 ve VGG19 sonuglart degerlendirildiginde %94,21 ve %94,19 ile benzer
dogruluk oranlart elde edilmis ve egitim asamasinin kararli oldugu goriilmiistiir.
Bununla birlikte 0,9 ve lizeri olarak degerlendirecek olursak, sinif bazli dogruluk
oranlarmin da VGG16 i¢in naylon sinifinda, VGG19 i¢in ise hem naylon hem de
viskon siifinda bu degerin altinda kaldig1 goriilmektedir. Ancak genel olarak model

performansi ele alindiginda basarili bir sonug elde edildigi s6ylenebilir.

3.3.2 MobileNetV?2 ile tekstil tipi tamma caliymalar:

ImageNet ile egitilmis MobileNetV2 mimarisinin agirliklart kullanilmistir ancak
tekrardan egitilmeleri engellenmemistir. Tam baglant1 katmanlar1 alinmayan model
icin ortalama pooling ve 3 tam baglanti katmani eklenerek tekstil tipi tanima
problemine uygun sinif sayisina gore caligabilir hale getirilmistir. Eklenen tam

baglant1 katman1 Sekil 3.7°de gosterilmistir.
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.

global_average pooling2d_2: GlobalAveragePooling2D

input: | (None, 7, 7, 1280)
output: (None, 1280)

input: | (None, 1280)
output: | (None, 1024)

dense_5: Dense

input: | (None, 1024)
output: | (None, 1024)

dense_6: Dense

input: | (None, 1024)

dense_7: Dense
output: | (None, 512)

input: | (None, 512)
output: | (None, 10)

dense_8: Dense

Sekil 3.7 : MobileNetV2 i¢cin tam baglanti katmani.

Modelin bu haliyle 5.115.146 adet egitilebilir parametresi bulunmaktadir ve 100
iterasyon i¢in Google Colab Tesla K80 GPU ile egitim siiresi 2509 saniyedir. Test veri
kiimesi i¢in %93,51 olacak sekilde dogruluk orani elde edilmistir. Egitim ve test

drogruluk oranlar1 Sekilde 3.8’te gosterilmistir.

MobileNetV2 Dogruluk Orani

100%

80%
60%
40%
20%

0%
0 20 40 60 80 100

iterasyonlar

= Egitim Dogruluk Orani Test Dogruluk Orani

Sekil 3.8 : MobileNetV2 icin egitim ve test drogruluk oranlari.

Modele ait hata matrisi ise Sekil 3.9’da gdsterilmektedir.
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MobileNetV2 Hata Matrisi

1.0

Pamuk . 0.01 0.0051 0.0026 0.015 0 0 0 0

Kot 0.019 : 0 0
0.8

Koyun Yana  0.045 0
Naylon  0.026 0 06

Poliester 0.02 0
Ipek 0 0 -04

Haviu Kumasi 0.1 0
Vigkoo: | 0 0083 0. : 0 e

Yin  0.067 0 0 0 0.033 0 0 0.017

) -00
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Sekil 3.9 : MobileNetV2 icin hata matrisi.

Smif bazinda hata oranlar incelendiginde viskon ve naylon i¢in diger siniflara gore
daha diisiikk performans gdstermektedir. Ancak genel olarak model sonuglari
degerlendirildigide test kiimesi ile elde edilen %93,51°lik dogruluk orani ve egitimin
kararli bir sekilde gerceklestirilmesi nedeniyle modelin genel olarak basarili bir

performans ortaya koydugu sdylenebilir.

3.3.3 ResNet50 ile tekstil tipi tanima ¢caliymalar

ImageNet ile egitilmis ResNet50 mimarisinin agirliklari kullanilmistir ancak tekrardan
egitilmeleri engellenmemistir. Tam baglanti katmanlart alinmayan model igin
ortalama pooling, dropout katmani ve tam baglanti katmani eklenerek tekstil tipi
tanima problemine uygun sinif sayisina gore ¢alisabilir hale getirilmistir. Eklenen tam

baglant1 katman1 Sekil 3.10°da gosterilmistir.

'

global_average pooling2d_2: GlobalAveragePooling2D

input: | (None, 7, 7, 2048)
output: (Mone, 2048)

input: | (None, 2048)
output: | (None, 2048)

dropout_2: Dropout

L
input: | (None, 2048)

output: (None, 10)

dense_1: Dense

Sekil 3.10 : ResNet50 i¢in tam baglanti katmani.
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Modelin bu haliyle 23.534.592 adet egitilebilir parametresi bulunmaktadir ve 100
iterasyon i¢in Google Colab Tesla K80 ile egitim siiresi 3116 saniyedir. Test veri
kiimesi i¢in %78,75 olacak sekilde dogruluk orami elde edilmistir. Egitim ve test
dogruluk oranlan Sekilde 3.11°de gosterilmistir.

ResNet50 Dogruluk Orani
100%
80%
60%
40%
20%
0%

0 20 40 60 80 100

iterasyonlar

= Egitim Dogruluk Orani Test Dogruluk Orani

Sekil 3.11 : ResNet50 i¢in egitim ve test dogruluk oranlari.

Modele ait hata matrisi ise Sekil 3.12°de gosterilmektedir.

ResNet50 Hata Matrisi

1.0
Pamuk 0.01 0.0051 0.031 0.0026 0.0077 0.01 0.015
Kot 0 0.0093 0 0 0 0
0.8
Koyun Yiina 0 0.091 0 0] 0 0
Naylon = 0.34 0 0 0.32 0.34 0 0 0 0 0.6
Poliester 0.2 0.0067 0 0.02 0.04
lpek  0.091 0 0 0 0.03 -04
Havlu Kumasi 0.2 0 0 0 0
-0.2
Viskon ~ 0.29 0 0 0 0.17 0.083 0 0.33 0.12
vin = 035  0.017 0 0.05 0.1 0 0 0 0.48
-0.0
X ol ,
?a,:“o\“ o \)“\{ oM “a\l“’“ ?o\.\eg.\e‘ e \wﬂaﬁ‘ \{\5"‘0‘\ N
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Sekil 3.12 : ResNet50 icin hata matrisi.

ResNet50 ile elde edilen sonuclar incelendiginde hem genel performans, hem sinif

performanslar1 hem de egitim siirecindeki kararsizlik goz oniline alindiginda model
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performansinin bu veri kiimesi ile yetersiz sonu¢ verdigi goriilmektedir. Eldeki veri

kiimesinin artiklarin degerlendirilmesine uygun olmadig1 yorumlanabilir.

3.3.4 InceptionV3 ile tekstil tipi tanima calismalari

ImageNet ile egitilmis InceptionV3 mimarisinin agirliklar1 kullanilmistir ve tiim
katmanlarin tekrardan egitilmeleri engellenmistir. Tam baglanti katmanlar1 alinmayan
model i¢in ortalama pooling, dropout katmani ve tam baglanti katmani eklenerek
tekstil tipi tanima problemine uygun sinif sayisina gore c¢alisabilir hale getirilmistir.

Eklenen tam baglant1 katmani Sekil 3.13’te gdsterilmistir.

.

global_average pooling2d_1: GlobalAveragePooling2D

input: | (None, 8, 8, 2048)
output: (None, 2048)

input: | (None, 2048)

dropout_1: Dropout
output: | (None, 2048)

input: | (None, 2048)

dense_1: Dense
output: (None, 10)

Sekil 3.13 : InceptionV3 i¢in tam baglant1 katmani.

Modelin bu haliyle 21.788.842 adet egitilebilir parametresi bulunmaktadir ve 100
iterasyon i¢in Google Colab Tesla K80 ile egitim siiresi 4218 saniyedir. Test veri
kiimesi i¢in %95,16 olacak sekilde dogruluk orami elde edilmistir. Egitim ve test

dogruluk oranlan Sekil 3.14’te gosterilmistir.

InceptionV3 Dogruluk Orani

S

80% -

100%

60%
40%
20%

0%
0 20 40 60 80 100
iterasyonlar

= Egitim Dogruluk Orani Test Dogruluk Orani

Sekil 3.14 : InceptionV3 i¢in egitim ve test dogruluk oranlari.
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Modele ait hata matrisi ise Sekil 3.15’te gosterilmektedir.

InceptionV3 Hata Matrisi

1.0
Pamuk 0.0077 0.0026 0.0026 0.0026 0 0.0026 0.0051 0.0051
Kot 0019 8 0
0.8
Koyun Yinii 0 0 0
Naylon  0.053 0 0 06
Poliester  0.013 0.013 0
ipek 0.03 0 0 -04
Havlu Kumasi 0 0
0.2
Viskon  0.17 0 0 0 0.083 0
yin  0.017 0 0 0 0.033 0
-00
?@‘(\& 58 qor “aﬂ“’“ ?O\.\ag\e‘ wet \L\)ﬁ\a&‘ \1\9“-0“ ~oe

ot e

Sekil 3.15 : InceptionV3 i¢in hata matrisi.
InceptionV3 mimarisi ile elde edilen sonuglar incelendiginde test kiimesi ile %95,16
olacak sekilde oldukga yiiksek dogruluk orani elde edilmistir. Sinif bazli olarak
bakildiginda ise MobileNetV2’de oldugu gibi viskon ve naylon siniflarinda 0,9
degerinin altinda kaldig1 gorilmektedir. 100 iterasyon i¢in egitim siireci

degerlendirildiginde de basarili ve kararli bir egitim stireci oldugu goriilmektedir.

3.3.5 InceptionResNetV2 ile tekstil tipi tanima calismalar:

ImageNet ile egitilmis InceptionResnetV2 mimarisinin agirhiklart kullanilmustir. Ik 2
katmaninin egitilmesi engellenip geri kalan agirliklarin caligmaya ait veri kiimesi ile
egitilmesi saglanmigtir. Tam baglanti katmanlar1 alinmayan model i¢in flattening
katmani, dropout katmani ve tam baglanti katmani eklenerek tekstil tipi tanima
problemine uygun sinif sayisina gore calisabilir hale getirilmistir. Eklenen tam

baglant1 katman1 Sekil 3.16’da gdsterilmistir.
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input: |[(None, 8, 8, 1536)
output: {(None, 98304)

flatten_1: Flatten

input: (None, 98304)
output: {Mone, 98304)

dropout_1: Dropout

Y
input: (None, 98304)
output: (None, 10)

dense_1: Dense

Sekil 3.16 : InceptionResNetV?2 i¢in tam baglant1 katmani.

Modelin bu haliyle 54.336.736 adet egitilebilir parametresi bulunmaktadir ve 100
iterasyon i¢in Google Colab Tesla K80 ile egitim siiresi 9557 saniyedir. Test veri
kiimesi i¢in %87,72 olacak sekilde dogruluk orami elde edilmistir. Egitim ve test
dogruluk oranlar Sekil 3.17°de gosterilmistir.

InceptionResNetV2 Dogruluk Orani

100%
80% ’\
60%

40%

20%

0%
0 20 40 60 80 100

iterasyonlar

= Egitim Dogruluk Orani Test Dogruluk Orani

Sekil 3.17 : InceptionResNetV2 i¢in egitim ve test dogruluk oranlari.

Modele ait hata matrisi ise Sekil 3.18°de gosterilmektedir.
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InceptionResNetV2 Hata Matrisi

Pamuk 0 00026 0.0051 0 0.015 0 0.01 "
Kot 0 0 0 0 0 08
Koyun Yunu 0.18 0 0 0
Naylon  0.13 0 0 0 06
Poliester  0.13 0 0013 0013
jpek  0.091 0.12 0 0 -04
Havlu Kumasi 0.1 0 0 0 0 0 0
Viskon | 0.29 0 0 0 0083 0042 O | 0083 02
Yin 0.12 0 0 0.017 0.05 0 0 0 [ 0.82
-00
va«\\w\ V\O\\Loqof\‘{ o " Qo\'@‘-“‘e‘ .‘9‘:\1\ ‘(\u“‘a&\ e el

Sekil 3.18 : InceptionResNetV2 i¢in hata matrisi.

InceptionResNetV2 mimarisine ait sonuglar incelendiginde ise ResNet50°de oldugu
gibi egitim siirecinin kararsiz oldugu goriilmektedir. Ayrica test kiimesi ile %87,72
dogruluk orani elde edilmesine ragmen sinif bazli sonuglar kontrol edildiginde bir ¢ok
sinifta problemler goriilmektedir. InceptionV3 ile gayet basarili sonuglar alinirken
ResNet50°’de  de  goriildiigli  tlizere artiklardan gelen olumsuz  etkiler

InceptionResNetV?2 hibrit model sonuglarinin da yetersiz kalmasina neden olmustur.

3.3.6 Sonuclarin degerlendirilmesi

VGG16, VGG19, MobileNetV2, InceptionV3, ResNet50 ve InceptionResNetV?2 igin

elde edilen sonuglar Cizelge 3.2°de 6zet olarak paylasilmistir.
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Cizelge 3.2 : Mevcut mimariler i¢in sonug tablosu.

Model Test Parametre Siire(sn)
Dogrulugu(%) | Sayisi

VGGI16 94,21 41.465.674 2509
VGGI19 94,19 46.662.794 11214
InceptionV3 95,16 21.788.842 4218
MobileNetV2 93,51 5.115.146 2509
ResNet50 78,75 23.534.592 3116
InceptionResNetV2 87,72 54.336.736 9557

Calismada kullanilan veri kiimesi ile VGG16, VGG19, InceptionV3 ve MobileNetV2
mimarileriyle elde edilen sonuglar problem ¢oziimii i¢in kullanilabilir olduklarini

gostermektedir.

Siif bazli dogruluk oranlari tizerinde ¢alisan 6 model i¢in performanslar Sekil 3.19°da

gosterilmistir.

Hata Matrisi

Pamuk

Kot

Koyun Yianu
Naylon
Poliester
Ipek

Havlu Kumasi

Viskon
c\8 G9 o3 LoneNZ 150 N2
b NG \ncepto” Mob\\eNB Rresh® . Gep(\onRef’Ne
\8)

Sekil 3.19 : Modellerin sinif bazli performansi.

Smiflandirma problemlerinde genel dogruluk oraninin yiiksek olmasi istenilen bir

durumdur, ancak veri kiimesi dengeli degilse, bu deger yaniltict1 olmaktadir. Bu

43



nedenle, sinif bazli dogruluk oranlarinin da dikkate alinmasi gerekmektedir. Bu
yiizden elde edilen sonuglar degerlendirildiginde 0.9 degeri limit olarak belirlenirse,
VGG16 mimarisinin 9 siniftan 8 tanesi i¢in iyi sonug vererek ¢alismadaki en basarili

sonucu verdigi sOylenebilir.

3.4 Onerilen CNN mimarisi ve uygulamasi

Bir 6nceki boliimde literatiire girmis ve ImageNet veri kiimesi ile egitilmis mimarilerle
yapilan calismalara ek olarak, bu boliimde tekstil tipi tanima problemine 06zel
olusturulmus ve tiim katmanlarin agirliklarinin bu veri kiimesi ile egitildigi bir CNN
mimarisi tasarlanmistir. Bu kisimda, tekstilden yakindan alinan goriintiilerin
simniflandirmada fayda saglayan ozellikleri, konvoliisyonel katmanlardaki filtreler

ayrintili olarak incelenmistir.

Onerilen CNN mimarisi, temel olarak 4 adet konvoliisyonel katman ve 3 adet tam
baglant1 katmanindan olusmaktadir. Her katmanda normalizasyon yapilmis olup
dropout sadece tam baglanti katmaninda yapilmistir. Konvoliisyonel katmanlar i¢in
aktivasyon fonksiyonlar “relu” olarak se¢ilmistir. Keras kiitliphanesinin ¢iktis1 olarak

onerilen CNN mimarisinin katmanlar1 Cizelge 3.3’te gosterilmektedir.
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Cizelge 3.3 : Onerilen mimariye ait katmanlar.

224x224 Gri Goriinti

Konvoliisyonel Katman, (3x3, 32)

Batch Normalizasyonu

Konvoliisyonel Katman, (3x3, 64)

Batch Normalizasyonu

Maksimum Pooling

Konvoliisyonel Katman, (3x3, 64)

Batch Normalizasyonu

Maksimum Pooling

Konvoliisyonel Katman, (3x3, 128)

Batch Normalizasyonu

Flatten Katman

Tam Baglant1 - 256

Dropout(0,2)

Tam Baglant1 — 128

Dropout(0,2)

Tam Baglanti - 10

Tekstil tipinine gore giyim iirlinlerinin dokunmasindaki farkliliklar ve kalinliklar
degerlendirilerek tekstil tipi siniflandirilmasi yapilmaktadir. Bu durum farkl tekstil
tipi aynt dokuma yodntemi veya birebir ayn1 goriintiide olacak sekilde bir islem
yapildig1 anda siniflandirma sonucunda yanlisliklara sebep olabilecektir. Ancak veri
kiimesinin elde edilmesi ve CNN mimarileri ile ger¢ekleme sonuglar1 géz Oniine
alindiginda su anki uygulamalarda siniflandirma yapilmasina engel bir durum

bulunmamaktadir.

Ornek olarak Sekil 3.20°de, onerilen mimarinin iiciincii konvoliisyonel katman

sonrasindaki 6zellik haritas1 gosterilmektedir.
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Sekil 3.20 : 3. Konvoliisyonel katman sonras1 pamuk sinifina ait 6zellik haritasi.

Yiin simifindan bir numuneye ait 3. Konvoliisyonel katman sonras1 6zellik haritasi ise

Sekil 3.21°de gosterilmistir.

Sekil 3.21 : 3. Konvoliisyonel katman sonrasi yiin sinifina ait 6zellik haritasi.

Filtrelerin gorsellestirilmis hali ise Sekil 3.22°de paylasilmaktadir.

Sekil 3.22 : CNN mimarisine ait filtreler.

Bu mimari, diger mimarilerde oldugu gibi 100 iterasyon, ve batch sayis1 32 olacak

sekilde egitilmis ve sonuglar degerlendirilmistir.
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3.4.1 Onerilen CNN mimarisi sonuclariin analizi

Modelin 102.926.410 egitilebilir parametresi bulunmaktadir. 100 iterasyon igin
Google Colab Tesla K80 ile egitim siiresi 2108 saniyedir. Egitim ve test dogruluk

oranlart ile iterasyon sayisindaki iliski grafigi Sekil 3.23’te gosterilmistir.

Onerilen Mimari Dogruluk Oranlari

100%

80%
60%
40%
20%

0%
0 20 40 60 80 100

iterasyonlar

= Egitim Dogruluk Orani Test Dogruluk Orani

Sekil 3.23 : Onerilen mimariye ait dogruluk orani.

Test veri kiimesi i¢in dogruluk orani %84,30’dur. Sonug kabul edilebilir seviyelerde
olmasma ragmen diger CNN mimarileri sonuglariyla karsilagtirildiginda oldukca

diisiik seviyedir.

Hata matrisi ise Sekil 3.24’te gosterilmektedir.

Hata Matrisi -

Pamuk 0 0.02 0 0 0 0
Kot 0 0 0 0 0 0 -

Koyun Yiini 0 0.045 0 0 0 0
Naylon  0.13 0.053 0 0.39 0.39 0 0 0 0.026 0.6

Poliester 0.17 0.04 0 0 0 0.0067

Ipek 03 0 0 0 0 0 -04

Haviu Kumasi ~ 0.05 0 0 0 0 0
-0.2

Viskon =~ 0.25 0 0 0 0.25 0 0 0

Yin 023 0.033 0 0 0.12 0 0 0 0.62

-00

?a‘(\\)"‘ M n\(u\“ “a\l\o“ 0\.\29\6‘ et & R RO N

ot v \Aa“\u

Sekil 3.24 : Onerilen mimariye ait hata matrisi.
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Cizelge 3.2°de paylasilan Gzet tablosuna, Onerilen CNN mimarisinin de bilgileri

girilerek Cizelge 3.4 elde edilmistir.

Cizelge 3.4 : Ozet sonug tablosu.

Model Test Parametre Siire(sn)
Dogrulugu(%) | Sayisi
VGGI16 94,21 41.465.674 2509
VGGI19 94,19 46.662.794 11214
InceptionV3 95,16 21.788.842 4218
MobileNetV2 93,51 5.115.146 2509
ResNet50 78,75 23.534.592 3116
InceptionResNetV?2 87,72 54.336.736 9557
Onerilen CNN 84,30 102.926.410 2108

Sonuglar diger mimariler ile karsilastirildiginda yeterli olmasa da bazi siniflardaki
performansi kaynakli toplam dogruluk oranina olumlu etkisi olma ihtimali tizerinde
durulmustur. Bu nedenle, VGGI16 ile birlikte degerlendirilerek modeller tekrardan

egitilmistir.
3.4.2 Onerilen CNN mimarisi ve VGG16 mimarisinin birlikte kullanilmasi

Derin 6grenme algoritmalarinin ¢iktilar1 her denemede degistiginden ortak kullanim
icin onceden elde edilen sonuglar yerine birlikte yeni bir modiil yazilarak ilerlenmis

ve sonuclar degerlendirilmistir.

Oncelikle modiil icerisinde her iki modelin de egitilmesi gerekmektedir. VGG16 igin
yeniden elde edilen hata matrisi Sekil 3.25°de gosterilmektedir. Toplam dogruluk
oran1 %94,33 tiir.
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Hata Matrisi

1.0
Pamuk 0.0077 0.0077 0 0.0077 0 0.0026 0.0051 0.0026
Kot 0 0 0 0 0 0
08
Koyun Yiini  0.091 0 0 0 0
Naylon  0.13 0 0.026 0 0 0 06
Poliester ~ 0.06 0 0.0067 0.027
lpek  0.061 0 0 0 -04
Haviu Kumasi 0 0 0 0
Viskon 0042 0 0 0 02
yin  0.017 0 0 0
) -00
?am\)“‘ et 0“\( e ‘\\a\!\o"‘ o\.\es\e‘ o \@ﬁ\aﬁ\ \j\s\(@“ oo
oy b Y\aq\o

Sekil 3.25 : VGG16 hata matrisi.

Bu calismada Onerilen mimariya ait hata matrisi ise Sekil 3.26’da gosterilmistir.

Toplam dogruluk oran1 %83,47 dir.

Hata Matrisi -

Pamuk 0.0026 0 0.0051 0 0 0 0

Kot 0 0.0093 0 0 0 0
0.8

Koyun Yiini 0 0 0 0 0 0
Naylon  0.21 0.026 0 0.37 0.37 0 0 0 0.026 06

Poliester ~ 0.22 0.027 0 0.0067 0.73 0.0067 0.0067 0 0.0067

ipek 027 0 0 0 0.24 0 0 0 -04

Haviu Kumasi  0.05 0 0 0 0 0 0.95 0 0
-0.2

Viskon 0.38 0 0 0 0.21 0 0 042 0

Yin 0.28 0.05 0 0 0.083 0 0 0 0.58

-0.0

?aﬁ\“\g v ﬂ(\*(b““ ‘\\aq\o{‘ O\'\ee\a( ot \L\y:“'a%\ \{\5\@“ N

oy ® el

Sekil 3.26 : Onerilen mimariya ait hata matrisi.

Sonuglar incelendiginde elde edilen verilerin tekil ¢alismalarda elde edilen sonuglar
ile benzer oldugu goriilmektedir. iki modeli bir arada kullanmak icin asagidaki

yontemler denenmistir.

- Test verisindeki her eleman i¢in olasiliklar ortalamasi alinarak karar verme
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- Iki modelden olasilik degerinin biiyiik olanmn belirledigi sinifa gore karar

verme

- Eger iki modelin verdigi karar farkliysa, olasilik degeri biiyiilk olanin

belirledigi sinifa gore karar verme

- Eger iki modelin verdigi karar farkliysa, her iki modelin ilgili sinifa ait olasilik
degerlerinin ortalamalar1 alinarak yeni olusan olasilik tablosundan sinifa karar

verme

- Eger iki modelin verdigi karar farkliysa, her iki modelin ilgili sinifa ait olasilik
degerlerinin maksimumlar1 alinarak yeni olusan olasilik tablosundan sinifa

karar verme

En basarili sonuglar en son belirtilen modelin ilgili smiflara ait olasiliklarinin
maksimumlarinin alinmasiyla elde edilen tabloya gorer karar verme sonucunda
elde edilmistir. Bu durumu dogrulamak i¢in ¢arpraz dogrulama yapilarak sonuglar
elde edilmistir. Toplam veri kiimesinin 6’da 1’1 test kiimesi olarak kullanildigindan

carpraz dogrulama 6-kat olarak yapilmistir. Sonuglar Cizelge 3.5’te verilmistir.

Cizelge 3.5 : 6-kat carpraz dogrulama sonuglari.

Model 1 2 3 4 5 6
Onerilen %84,65 %83,94 %84,77 %183,59 %83,47 %85,83
VGG16 %94,57 %292,56 %89,49 293,74 %92,09 %93,62
Onerilen +
295,51 %94,21 %293,74 %94,8 %94,21 %295,39
VGG16

VGG16 ve onerilen CNN mimarisinin birlikte kullanilmasiyla elde edilen dogruluk

orani %95,51°dir. Hata matrisi ise Sekil 3.27°de gosterilmistir.
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Hata Matrisi

Pamuk 0.0026 0 0 0 h
Kot 0 0 0] -

Koyun Yinu 0 0 0
Naylon 0 0 0 06

Poliester 0 0 0
ipek  0.12 -04

Havlu Kumast 0 0 0 0 0
Viskon 0 0 0 0 0.042 [0
Yiin 0.05 0 0 0 0.05

-0.0
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Sekil 3.27 : VGG16 ve 6nerilen CNN mimarisine ait hata matrisi.

Toplam dogruluk oraninda %1’den fazla iyilesme olurken bazi siniflarda VGG16’ya
gore daha kotii sonuclar elde edildigi goriilmektedir. Sekil 3.28°de bu fark daha net bir
sekilde gosterilmektedir.

Hata Matrisi

Pamuk

Kot

Koyun Yuna
Naylon
Poliester

Ipek

Havlu Kumasgi
Viskon

Yun

C,NN'GG 5 6(5\6

Sekil 3.28 : Modellerin sinif bazli performansi.

Birlikte kullanilan modelde, pamuk, viskon, naylon, polyester i¢in bir miktar
tyilestirme olurken, koyun yliinii, ipek ve yiin i¢in ise bir miktar dogruluk oram
kotiilesmistir. Dogruluk oraninda diisiis goriilen smiflarin son dogruluk oranlarinin

cok diisikk olmadig1 goz oniinde bulunduruldugunda toplam dogruluk oranin da
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artmastyla birlikte 6nerilen CNN mimarisinin ve VGG16’nin birlikte kullanilmasiyla

tekstil tipi tanima dogruluk oraninin bir miktar arttirilmig oldugu sdylenebilir.

3.5 Calismanin Prototiplenmesi

Prptotip gelistirme i¢in Raspberry Pi 3 kullanilmasina karar verilmistir. Prototipin
yapilacagi ortamin islem giicli yetersiz oldugu i¢in bu c¢alismanin igerigi nedeniyle
egitim iglemini bdyle bir cihazda gerceklemek miimkiin degildir. Bir 6nceki boliimde
Google Colab’da GPU kullanimiyla egitilip elde edilen 6nerilen CNN mimarisi ve
VGG16 mimarisine ait katmanlarin agirliklar1 ve model bilgileri “.h5” ve “.json”

dosyalari olarak kaydedilmistir.

Prototiplemede kullanilacak Raspberry Pi 3 cihazi i¢erisinde CNN mimarilerinde elde
edilen model dosyalar1 eklenerek tiim modelin ¢alismasi saglanmistir. Basit bir arayiiz
hazirlanarak fotograf ¢ektikten sonra ¢ekilen fotografa gore siniflandirmasini yapan

bir program gelistirilmistir. Arayiiz goriintiisii Sekil 3.29°da gosterilmektedir.

(? Derin Ogrenme ile Tekstil Tipi Tanima / Gtkhan Giirgen =3 O bt

Fotograf Cek

Siniflandirma Sonucu
Model CNN-GG : Pamuk
Model VGG16 - Pamuk
Model CNN-GG + VGG16 : Pamuk

Sekil 3.29 : Modellerin sinif bazli performansi.

Kamera ¢oziiniirliikk ayari, veri kiimesi 400x400x3 boyutlu resimlerden olustugu igin
farklilik olusturmamak adina ayni1 sekilde ayarlanmistir. 400x400x3 olarak c¢ekilen bir
fotograf 224x224 boyutuna kirpilip gri seviye dontlisiimii yapildiktan sonra modele

girdi olarak aktarilmaktadir.

Iki modelin Raspberry Pi 3’e tasmnmasiyla birlikte kameradan alinacak bir goriintiiye

kars1 hem Onerilen mimarinin, hem VGG16’nin hem de bu iki modelin ortak
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kullanildig1 yapiya iliskin siniflandirma sonucu dogrudan elde edilmektedir. Bu ii¢

sonug da ayr1 ayr1 programda gosterilmektedir.
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4. SONUC

Bu tez ¢alismasinda, derin 6grenme yontemleri kullanilarak tekstil tipini tantyabilecek
mimariler iizerinde c¢alisilmis ve sadece tekstilden alinacak yaakin goriintii ile
verilebilecek en 1yl performans verilmeye calisilmistir. Elde edilen sonuglar
birbirileriyle karsilagtirilmig ve sinif bazli olarak sonuglar ele edilmistir. Ayrica elde
edilen basarili modeller, taginabilir bir cihaz ve kamera sistemine adapte edilerek
caligmanin hizli ve ucuz gerceklenebilirligi ve prototipleme imkani oldugu

gosterilmistir.

Bu ¢aligmayla birlikte, ImageNet ile gelistirilmis olan ve literatiire girmis 6 farklt CNN
mimarisi incelenerek tekstil tipi tanima problemi i¢in performansi degerlendirilmistir.
Bu mimariler VGG16, VGGI19, MobileNetV2, InceptionV3, ResNet50 ve
InceptionResNetV2’dir. Ayrica, probleme 6zgii tasarlanmaya calisilan baska bir CNN

mimarisi de oneri olarak sunulup sonuglari elde edilmistir.

VGG16 ve VGG19 mimarilerinin tam baglanti katmaninin tekstil tipi tanima problemi
icin tekrardan olusturulduktan sonra egitim sonrasi test veri kiimesi ile sirasiyla
%94.,21 ve %94,19 dogruluk oranlar1 elde edilmistir. VGG16 egitim siiresi 2509
saniye slirerken, VGG19°da bu siire 11214 olarak hesaplanmastir.

InceptionV3 mimarisi egitildikten sonra test veri kiimesi ile kontrol edildiginde

dogruluk oraninin %95,16 oldugu goriilmiistiir.

MobileNetV2 mimarisi ise test veri kiimesi kontrol edildiginde %93.51 dogruluk oran
saglamigtir. MobileNet mimarisinin az islem ve az parametre ile mobil cihazlarda
uygulanabilirligi yoniindeki tasarim yaklagimi nedeniyle de ¢alismada kullanilan tim

mimariler arasinda en az parametreye sahip olan mimaridir.

ResNet50 ve InceptionResNetV2 mimarileri egitilip test edildiginde ise dogruluk
oranlarmin diger mimarilere gore daha diisiik seviyelerde kaldigi goriilmiistiir.

ResNet50 icin dogruluk orani %78,75, InceptionResNetV?2 i¢in ise %87.72 dir

Calismada Onerilen mimarinin ise parametre sayisi olduk¢a yiiksek olmasina ragmen

islem siiresi kisadir. Bunda artiklarin kullanilmamasi, tek hat ile tasarim ger¢eklenmesi

55



gibi etkenler 6nemli bir rol oynamustir. Test veri kiimesi ile dogruluk orani kontrol
edildiginde ise %84,30 sonucu elde edilmistir. VGG16, VGGI19, InceptionV3 ve
MobileNetV?2 ile elde edilen yiiksek dogruluk oranlar1 nedeniyle bu haliyle dogrudan
kullanilmasmin bir amact bulunmamaktadir. Ancak sinif bazli dogruluk oranlari
incelendiginde bazi simiflarda yiiksek basarisi nedeniyle baska bir model ile birlikte
kullanimi sirasinda daha iyi sonu¢ verme ihtimali {izerinde durulmus ve VGG16 ile

birlikte gergeklenerek sonuclar elde edilmistir.

VGG16 ve onerilen CNN mimarisinin birlikte kullanilmasindaki karar mekanizmasi
goriintli bazli olasilik degerlerini ele alarak ¢aligmaktadir. Eger bir goriintii i¢in iki
modelin birbirinden bagimsiz olarak verdigi karar farkliysa siniflara ait olasilik
degerleri iki modelin maksimumlar1 alinarak yeni bir olasilik tablosu olusturulur ve bu
tabloya gore sinif karari verilir. Boylece, test veri kiimesi ile yapilan degerlendirmede
VGG16’ya gore bazi siniflardaki dogruluk orani diisse de bazilarinda arttig1 ve genel
olarak ele alindiginda toplam dogruluk oraninin arttigi goriilmiistir. VGG16 igin
dogruluk oran1 %94,33 tiir. Onerilen CNN mimarisi i¢in ise elde edilen dogruluk oran
%84,37°dir. Bu iki modelin bir arada kullanilmasi ile birlikte ise %95,51 dogruluk

orani elde edilmisgtir.

Elde edilen tiim sonuglar 6zet olarak Cizelge 4.1’de paylasilmistir.
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Cizelge 4.1 : Sonug 0zet tablo.

Model Test Dogrulugu(%)
VGGI16 94,21
VGGI19 94,19
InceptionV3 95,16
MobileNetV2 93,51
ResNet50 78,75
InceptionResNetV2 87,72
Onerilen CNN 84,30
Onerilen CNN + VGG16 95,51

Bu ¢alismaya ayni zamanda referans olan ve veri kiimesi kullanilan Kampouris ve
calisma arkadaglarinin yapmis oldugu caligmada ise sadece goriintii kullanilarak
%71,7 dogruluk orani elde edilerek ¢alismada Onerdikleri diger yontemlerle de en

yiiksek %79,6 dogruluk orani ile tekstil tipi siniflandirmas1 yapilmistir [3].

Elde edilen sonugclar 1s181nda tekstil tipinden elde edilecek standart kameradan alinmig
fotograflar ile pamuk, yiin, kot, ipek gibi siniflandirmanin yapilabilirligi gosterilmistir.
Bu ¢alisma i¢in tanima algoritmalarinin dayandig1 temel nokta dokuma sekli, kalinlig
ve yonii gibi ozellikler oldugundan, farkli tekstil tipi ile ayn1 dokuma yapilirsa eger
sistem sadece kamera ve goriintii bazli calisirken hatali siniflandirma yapacaktir.
Ancak bu caligmada kullanilan veri kiimesi ve uygulama sirasinda farkli tekstil
tirtinleri ile de yapilan kontroller ve incelemeler su anda genel uygulama olarak kamera
ile simiflandirma yapmanin uygulanabilir ve miimkiin oldugunu gostermektedir. Bu
olas1 dezavantajin oniine ge¢mek i¢in daha yiiksek dogruluk oranlari elde etmek ya da
farkl1 kosullarin istesinden gelebilmek icin sensor ¢oOziimiiyle birlikte yapilan
caligmalar da degerlendirilebilir. Ancak bu calismayla birlikte standart bir kamera ve
derin 6grenme yontemleri ile tekstil tipi simiflandirilmasinin  yliksek dogruluk

oranlartyla yapilabilirligi gosterilmistir.
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Genel basglik olarak malzeme tanima konularina dahil olabilecek bu ¢alisma gerek
camasir kurutma makinesi, camasir makinesi, {itii gibi ev aletlerine adaptasyonu, gerek
tekstil tipine yonelik yapilacak bagimsiz g¢alismalar, endiistriyel iiretim ya da

siniflandirma sistemleri gibi uygulamalara girdi olusturabilecektir.
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