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ELEKTRIKLI ARACLARIN KULLANICI TERCIHLERINE GORE
SINIFLANDIRILMASI: HIBRIT BiR YAKLASIM

OZET

Son yillarda artan g¢evresel kaygilar, enerji verimliligi arayislar1 ve fosil yakit
bagimliliginin azaltilmasina yonelik politikalar, elektrikli araglara olan ilgiyi kiiresel
Olcekte ciddi bi¢imde artirmistir. Bu teknolojik doniisiim, yalnizca otomotiv
sektorlinlin miihendislik boyutlarin1 degil, ayn1 zamanda tiiketici davranislarini,
pazarlama stratejilerini ve karar destek sistemlerini de dogrudan etkilemektedir.
Elektrikli ara¢ pazarinin hizli genislemesiyle birlikte kullanicilar i¢in iiriin ¢esitliligi
onemli Olclide artarken, lireticiler ve pazarlamacilar agisindan da hangi araglarin hangi
kullanic1 segmentlerine hitap ettigini belirlemek daha karmasik hale gelmistir.
Ozellikle, pazar arastirmacilar1 ve sektdr analistleri, bu ¢ok boyutlu karar verme
ortaminda geleneksel analiz yontemlerinin yetersiz kaldigini ve daha sofistike
yaklagimlara ihtiya¢ duyuldugunu belirtmektedir. Bu baglamda, cok sayida teknik
Ozellige sahip araglarin anlamli sekilde tercih edilebilirlik diizeylerine gore sirali
siniflandirilmasi 6nemli bir problem alan1 olarak ortaya ¢ikmaktadir.

Bu tez calismasinda, bu ihtiyaca yanit verebilecek hibrit bir yontemsel cerceve
gelistirilmistir. Cok kriterli karar verme yontemlerinden biri olan TOPSIS-Sort-B
algoritmas1 kullanilarak, piyasadaki 439 elektrikli aracin ¢esitli performans, boyut,
konfor ve fiyat vb. kriterlerine gore tercih edilebilirlik diizeyleri analiz edilmistir.
TOPSIS-Sort-B algoritmasinin se¢ilmesindeki temel gerek¢e, bu yontemin geleneksel
TOPSIS yaklagimindan farkli olarak alternatifleri 6nceden belirlenmis sirali siniflara
atayabilme kapasitesine sahip olmasi ve boylelikle siralama yerine kategorilendirme
yapmasidir. Bu 6zellik, elektrikli ara¢ pazarinda segmentasyon ¢aligmalari igin kritik
onem tasimaktadir ¢iinkii tiiketiciler ve freticiler i¢in mutlak performans
karsilastirmasi yerine sinif esash tercih seviyeleri daha anlamli sonuglar vermektedir.

Calismada kullanilan veri seti, elektrikli araglar konusunda en genis kamuya agik veri
kaynagi olan EVdatabase platformundan veri kazima yontemiyle elde edilmistir. Veri
toplama silirecinde Python programlama dili ve web scraping kiitiiphaneleri
kullanilmais, araclarin teknik 6zelliklerini (menzil, maksimum hiz, batarya kapasitesi,
sarj siiresi, bagaj hacmi, fiyat, hizlanma performansi, enerji tiikketimi vb.) kapsayacak
sekilde kapsamli bigimde veri ¢ekilmistir. Toplanan veri seti, halihazirda piyasaya
stirlilmiis olan elektrikli arag modellerini icermekte olup, ¢esitli ara¢ segmentlerinden
(sedan, SUV, hatchback, liiks araglar) dengeli bir dagilim saglanmistir. Ancak verinin
dogas1 geregi belirli diizeyde giincellik sinirlamasi oldugu ve siirekli giincellenen
piyasa kosullarinin tam olarak yansitilamayabilecegi de kabul edilmistir.

Sirali siniflandirma algoritmasinin kag sinif iizerinden calistirilacaginin hesaplanmasi
baglaminda veriye Oncelikle bolinmeli ve hiyerarsik kiimeleme analizleri
uygulanmistir ve bu analizlerin sonucunda ii¢ kiimenin (sinifin) veriyi en ideal sekilde
yansitacagl ortaya konmustur. TOPSIS-Sort-B yontemi ile elde edilen tiglii tercih
siniflar (yiiksek, orta ve diisiik tercih edilebilirlik), daha sonra ¢esitli makine 6grenimi
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siniflandirma algoritmalarina etiketli veri olarak sunulmus ve bu smiflarin farkli
modeller tarafindan ne 6l¢lide dogru tahmin edilebildigi karsilagtirilmistir. Bu hibrit
yaklasimin arkasindaki temel mantik, CKKV y6ntemlerinin uzman bilgisini ve ¢ok
kriterli degerlendirme kapasitesini makine dgrenmesi modellerinin Oriintii tanima ve
genelleme kabiliyetleriyle birlestirmektir. Boylece hem karar destek sistemlerinin
daha kararli hale getirilmesi hem de CKKV yontemlerinden elde edilen siniflarin
ongoriilebilirligi ve gegerliligi test edilmistir.

Calisma, siniflandirma problemlerine CKKV yaklagimini temel olarak entegre eden
bu hibrit yontemle, literatiirde sinirli olarak ele alinan bir yonteme katki saglamaktadir.
Ozellikle, geleneksel olarak birbirinden bagimsiz uygulanan bu iki yaklagimin
entegrasyonu, hem metodolojik hem de pratik agidan 6nemli avantajlar sunmaktadir.
Ayrica, bu yaklagim sayesinde, yeni elektrikli ara¢ verileri tizerinden otomatik tercih
sinifi tahmini yapilabilmesi miimkiin hale gelmistir. Tiiketicilerin karar siire¢lerini
kolaylastirmak ve f{ireticilere stratejik Ongoriiller sunmak acgisindan, gelistirilen
sistemin hem akademik hem de pratik degeri bulunmaktadir.

Veri 0n isleme siirecinde, eksik ya da anlamliligr diisiik siitunlar sistematik olarak
elenmis; siirekli ve kategorik degiskenler uygun bigimde doniistiiriilmiistiir. Bu
asamada oOzellikle eksik veri problemlerinin ¢oziimii i¢in ¢esitli yerine koyma
teknikleri uygulanmis ve veri tutarlihigini saglamak amaciyla ileri diizey kontroller
yapilmistir. Ardindan, 6z niteliklerin (kriterlerin) agirliklandirilmasi amaciyla Analitik
Hiyerarsi Stireci (AHP) uygulanmistir. Bu siirecte, elektrikli araglar alaninda uzman
kisilerden alinan degerlendirmeler ¢ergevesinde, kriterlerin  goreli  Onemleri
hesaplanmis ve bu agirliklar TOPSIS-Sort-B algoritmasina entegre edilmistir.
Uzmanlarin se¢iminde, elektrikli ara¢ teknolojileri konusunda akademik ya da sektorel
uzmanliga sahip bulunmalar1 kriterleri gozetilmistir.

Ayrica, siniflarin sinirlarinin belirlenebilmesi amaciyla, tercih edilebilirlik skorlar
icin st ve alt esik degerleri yine uzman goriisii ile belirlenmistir. Bu esik degerlerin
belirlenmesinde veri setinin dagilim 6zellikleri dikkate alinmis ve her segmentin
(smn1fin) anlamli sayida arag¢ igermesi saglanmistir. Tercih edilebilirlik baglamindaki
siniflandirma sonucunda elde edilen dagilim, dengeli bir yap1 (130 diisiik, 164 orta ve
145 yiiksek tercih edilebilirlik) gostermis ve ii¢ sinifin da yeterli temsil giicline sahip
oldugu goriilmiistiir.

Siralr siniflandirma algoritmasi ile elde edilen bu tercih edilebilirlik etiketleri, ikinci
asamada denetimli makine 6grenmesi modellerinin egitilmesi i¢in kullanilmistir. Bu
kapsamda karar agaclari, lojistik regresyon, Naive Bayes, destek vektor makineleri, k-
en yakin komsu ve yapay sinir aglar1 gibi farkli yaklagimlar: temsil eden modeller
uygulanmistir. Veri seti egitim (%80) ve test (%20) olarak katmanli 6rnekleme
yontemiyle boliinmiis, boylelikle her sinifin hem egitim hem de test setinde dengeli
sekilde temsil edilmesi saglanmistir. Modellerin performanslar1 dogruluk, duyarlilik,
kesinlik, F1-skoru gibi metriklerle kapsamli bicimde degerlendirilmistir.

Elde edilen bulgular, 6zellikle yapay sinir ag1 modelinin %96,6 ile siniflandirma
dogrulugu acisindan en basgarili performansi sergiledigini gostermistir. Bunu %95,5 ile
lojistik regresyon, %93,2 ile destek vektor makineleri ve karar agaci modelleri takip
etmigtir. Karigiklik matrisleri, modellerin 6zellikle yiiksek ve diisiik tercih edilebilirlik
siiflarint ayirt etmede oldukca basarili oldugunu, orta sinifta ise diger iki tercih
edilebilirlik diizeyine gore kismen problem yasayabildiklerini ortaya koymustur.
Ayrica genel anlamda, test verisindeki araclarin biiylik bir bolimii tim modeller
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tarafindan tutarli sekilde dogru tahmin edilmis, bu durum TOPSIS-Sort-B ile
olusturulan etiketlerin makine 6grenmesi agisindan yiiksek tutarliliga sahip oldugunu
kanitlamistir.

Bu tez, hem elektrikli araglara iliskin veri odakli siniflandirma yaklasimlarina
literatiirde yeni bir katki sunmakta hem de TOPSIS-Sort-B algoritmasinin makine
O6grenmesi modelleriyle entegrasyonunu saglayarak hibrit bir analiz ¢ergevesi ortaya
koymaktadir. Calismanin yontemsel katkisi, geleneksel CKKV yontemlerinin modern
makine Ogrenmesi teknikleriyle nasil birlestirilebilecegini gostermesi ve bu
entegrasyonun her iki yaklasimm avantajlarini bir araya getirmesidir. Ozellikle,
CKKYV yontemlerinin uzman bilgisini yapilandirma kapasitesi ile makine 6grenmesi
algoritmalarinin biiyiik veri setlerini isleme ve Oriintii tanima yeteneklerinin bir araya
getirilmesi, karar destek sistemleri literatiiriine onemli bir katki sunmaktadir.

Calismanin bulgulari, iiretici ve pazarlamacilarin stratejik planlamalarina yon
verebilecek nitelikte olup, ozellikle tiiketici tercihleri, lirin konumlandirmasi ve
rekabet analizi acisindan degerli bilgiler sunmaktadir. Ayrica kullanici deneyimi
acisindan, gelistirilen sistem kigisellestirilmig Oneri sistemlerine, akilli iiriin filtreleme
araglarina, fiyatlandirma stratejilerine ve otomatik degerlendirme platformlarina temel
olusturabilecek sekilde pratik faydalar da sunmaktadir.

Gelecek ¢alismalar i¢in bu hibrit yaklasimin diger sektorlere (beyaz esya, elektronik,
gayrimenkul vb.) uyarlanmasi, daha biiyiik ve cesitli veri setleriyle test edilmesi,
gercek zamanl veri akislartyla entegrasyonu ve kullanici geri bildirimlerinin sisteme
dahil edilmesi Onerilmektedir. Ayrica, daha biiyiik veri setleri i¢in derin 6grenme
yontemlerinin de hibrit modele entegre edilerek performans artisinin saglanabilecegi
distiniilmektedir.
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CLASSIFICATION OF ELECTRIC VEHICLES BASED ON USER
PREFERENCE: A HYBRID APPROACH

SUMMARY

In recent years, increasing environmental concerns, energy efficiency pursuits, and
policies aimed at reducing fossil fuel dependency have significantly heightened global
interest in electric vehicles. This technological transformation has directly affected not
only the engineering aspects of the automotive sector but also consumer behaviours,
marketing strategies, and decision support systems. While the rapid expansion of the
electric vehicle market has significantly increased product diversity for users,
determining which vehicles appeal to which user segments has become more complex
for manufacturers and marketers. In particular, market researchers and industry
analysts indicate that traditional analysis methods are insufficient in this multi-
dimensional decision-making environment and that more sophisticated approaches are
needed. In this context, the meaningful classification of vehicles with numerous
technical features and their segmentation according to preference levels emerges as an
important problem area.

In this thesis, a hybrid methodological framework has been developed to address this
need. Using the TOPSIS-Sort-B algorithm, one of the multi-criteria sorting methods,
the preference levels of 439 electric vehicles in the market were analysed according to
various criteria such as performance, size, comfort, and price criteria. The fundamental
rationale for selecting the TOPSIS-Sort-B algorithm is that this method, unlike the
traditional TOPSIS approach, has the capacity to assign alternatives to predetermined
classes, thus performing sorting rather than ranking. This feature is of critical
importance for segmentation studies in the electric vehicle market because preference
classes provide more meaningful results than absolute performance comparisons for
consumers and manufacturers.

The dataset used in the study was obtained through web scraping from the EVdatabase
platform, which is the most comprehensive publicly available data source on electric
vehicles. Python programming language and web scraping libraries were used in the
data collection process, and data was comprehensively extracted to cover the technical
specifications of vehicles (range, maximum speed, battery capacity, charging time,
trunk volume, price, acceleration performance, energy consumption, etc.). The
collected dataset includes electric vehicle models that have already been launched in
the market, with a balanced distribution from various vehicle segments (sedan, SUV,
hatchback, luxury vehicles). However, it is acknowledged that due to the nature of the
data, there are certain limitations in terms of currency and that continuously updated
market conditions may not be fully reflected.

In the context of calculating how many classes the sorting algorithm would operate on,
partitioning and hierarchical clustering methods were first applied to the data, and as
a result of these analyses, it was established that three clusters (classes) would reflect
the data most ideally. The triple preference classes (high, medium, and low preference)
obtained through the TOPSIS-Sort-B method were then presented as labelled data to
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various machine learning classification algorithms, and the extent to which these
classes could be accurately predicted by different models was compared. The
fundamental logic behind this hybrid approach is to combine the expert knowledge
and multi-criteria evaluation capacity of MCDM methods with the pattern recognition
and generalization capabilities of machine learning models. Thus, both strengthening
decision support systems and testing the predictability and validity of classes obtained
from MCDM methods were achieved.

This study presents a hybrid method that integrates the MCDM approach into
classification problems—an area that has received limited attention in the literature. In
particular, the integration of these two approaches, which are traditionally applied
independently, offers significant advantages both methodologically and practically.
Moreover, through this approach, it has become possible to make automatic preference
class predictions on new electric vehicle data. The developed system has both
academic and practical value in terms of facilitating consumers' decision-making
processes and providing strategic insights to manufacturers.

In the data pre-processing phase, missing or low-significance columns were
systematically eliminated, and continuous and categorical variables were appropriately
transformed. At this stage, various imputation techniques were applied to solve
missing data problems, and advanced controls were performed. Subsequently, the
Analytic Hierarchy Process (AHP) was applied to weight the features (criteria). In this
process, the relative importance of criteria was calculated based on evaluations
obtained from experts in the field of electric vehicles, and these weights were
integrated into the TOPSIS-Sort-B algorithm. The selection of experts was based on
their academic or industrial experience in electric vehicle technologies.

Additionally, to determine the boundaries of classes, upper and lower threshold values
for preference scores were determined with the opinions of the same experts. In
determining these threshold values, the distribution characteristics of the dataset were
taken into account, and it was ensured that each segment contained a meaningful
number of vehicles. The distribution obtained as a result of sorting in the context of
preference showed a balanced structure (130 low, 164 medium, and 145 high
preference), and it was observed that all three classes had sufficient representational
power.

These preference labels obtained through the sorting algorithm were used for training
supervised machine learning models in the second phase. In this context, models
representing different approaches such as decision trees, logistic regression, Naive
Bayes, support vector machines, k-nearest neighbours, and artificial neural networks
were applied. The dataset was divided into training (80%) and test (20%) using
stratified sampling method, thus ensuring balanced representation of each class in both
training and test sets. The performance of models was comprehensively evaluated with
metrics such as accuracy, sensitivity, precision, and F1-score.

The findings obtained showed that the artificial neural network model exhibited the
most successful performance in terms of classification accuracy with 96.6%. This was
followed by logistic regression with 95.5%, support vector machines and decision tree
models with 93.2%. Confusion matrices revealed that the models were quite successful
in distinguishing high and low preference classes, while they could experience some
problems in the medium class compared to the other two preference levels. Moreover,
a large portion of the vehicles in the test data were consistently and correctly predicted

XXVi



by all models, proving that the labels created with TOPSIS-Sort-B have high
consistency in terms of machine learning.

This thesis contributes to data-driven classification approaches related to electric
vehicles in the literature and presents a hybrid analysis framework by enabling the
integration of the TOPSIS-Sort-B algorithm with machine learning models. The
methodological contribution of the study is to show how traditional MCDM methods
can be combined with modern machine learning techniques and that this integration
brings together the advantages of both approaches. In particular, bringing together the
capacity of MCDM methods to structure expert knowledge with the ability of machine
learning algorithms to process large datasets and recognize patterns provides an
important contribution to the decision support systems literature.

The findings of the study are of a nature that can guide the strategic planning of
manufacturers and marketers, providing valuable information particularly in terms of
consumer preferences, product positioning, and competitive analysis. Additionally,
from a user experience perspective, the developed system offers practical benefits that
can form the basis for personalized recommendation systems, intelligent product
filtering tools, pricing strategies, and automatic evaluation platforms.

For future studies, it is recommended to adapt this hybrid approach to other sectors
(white goods, electronics, real estate, etc.), test it with larger and more diverse datasets,
integrate it with real-time data streams, and include user feedback in the system.
Additionally, it is considered that performance improvement can be achieved by
integrating deep learning methods into the hybrid model for larger datasets.
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1. GIRIS

Glinlimiizde ulagim sektoriinlin ¢evreye olan olumsuz etkileri giderek daha fazla
giindeme gelmektedir. Fosil yakitla ¢alisan i¢ten yanmali motorlu araclar, diinya
genelinde sera gazi emisyonlarinin yaklagik %15°ini olusturmakta ve bu da arag
sektoriinii karbon ayak izinin en biiyilk nedenlerinden biri haline getirmektedir
(Ritchie, 2024). Bu baglamda elektrikli araglar hem karbon emisyonlarinin azaltilmasi
hem de siirdiiriilebilir ulasimin saglanmasi agisindan kritik bir rol oynamaktadir.
Nitekim, bu baglamda elektrikli araglar, fosil yakitli araclara kiyasla diisiik karbon
emisyonu, daha diisiik isletme maliyeti ve enerji verimliligi gibi avantajlar1 nedeniyle
ulasim sektoriinde giderek daha fazla tercih edilmektedir (Hawkins vd., 2013).
Ozellikle sehir igi hava kirliliginin azaltilmasi ve giiriiltii kirliliginin nlenmesi
acisindan elektrikli araglar, kentsel yasam kalitesini artiran dnemli bir faktér olarak
goriilmektedir (Hardman vd., 2018). Elektrikli araglar sayesinde karbon ayak izinin
daha da azaltilmast miimkiin olmaktadir. Ayrica, giiniimiizde benimsenme oranlari
hizla tirmanan elektrikli araclara yonelik yapilan c¢aligmalar c¢ercevesinde menzil,
batarya verimliligi ve performans agisindan da 6nemli ilerlemeler kaydedilmektedir

(Ecer, 2021; Sonar ve Kulkarni, 2021; Higueras-Castillo vd., 2021).

Elektrikli araglarin tarihi aslinda sanildigindan ¢ok daha eskilere dayanmaktadir. 19.
yiizyilin sonlarinda, igten yanmali motorlu aracglardan da once elektrikli araglar
oldukga popiiler oldugu bilinmektedir. Ornegin; Chen (2007) 1900°lii yillarin basinda
Amerika’da satilan otomobillerin yaklasik {icte biri elektrikli araglardan olustugunu
ifade etmistir. Ancak petroliin ucuzlamasi ve i¢ten yanmali motor teknolojisinin hizla
gelismesiyle birlikte elektrikli araglar uzunca bir siire piyasadan silinmis, ancak
cevresel sorunlarin biiylimesi ve teknolojik gelismeler sayesinde 21. ylizyilin
baslarindan itibaren tekrardan giindeme gelmistir. 1970'lerin petrol krizleri sirasinda
kisa bir canlanma yasansa da, ger¢ek anlamda tekrardan elektrikli araclara yonelim
ancak batarya teknolojilerindeki 6nemli atilimlarla miimkiin olabilmistir. Tarihsel

stirecte elektrikli araglarin gelisimi, enerji depolama kapasitesi ve maliyetler gibi



teknik kisitlamalara bagli olarak sekillenmis, bugiin gelinen noktada ise bu engellerin

kayda deger kismi1 agilmistir (Guarnieri, 2012).

2000’11 yillarda lityum-iyon batarya teknolojisindeki ilerlemeler, Tesla gibi firmalarin
onciiliigii, devlet tesvikleri, karbon emisyonu azaltma hedefleri ve tiiketicilerin gevre
duyarliliginin artmasiyla birlikte elektrikli araglar istikrarli bigimde pazarda yer
bulmaya baslamistir. Batarya maliyetlerinin diigisii  ve sarj altyapisinin
yayginlagmasiyla birlikte tiiketicilerin menzil kaygisi azalmis, dolayisiyla elektrikli
arac satiglar1 2010’lu yillardan itibaren iistel bir biiylime gostermistir. Gliniimiizde pek
cok iiretici (6rnegin, Tesla, Toyota, Renault, Volkswagen, BYD, MG vb.) elektrikli
veya hibrit modeller gelistirerek pazarda rekabet etmektedir. Bu rekabet sadece
cevresel bir gereklilik degil, ayn1 zamanda ekonomik ve teknolojik gelismelerin de bir

sonucu olarak sekillenmektedir.

Elektrikli araclarin benimsenmesi son yillarda ivme kazanmistir. Uluslararasi Enerji
Ajansi'nin 2024 raporuna gore, 2023 yilinda diinya genelinde satilan her bes aractan
biri elektrikli aragtir ve bu oran Norveg'te %90'1, Cin’de ise %401 agsmistir. Kiiresel
Olcekte trafikteki elektrikli arag¢ sayisi ise 2022'de 26 milyon iken, 2024 itibariyla 40
milyonun tizerine ¢ikmistir. Bu artis, yalnizca ¢evresel kaygilarla degil, ayn1 zamanda
hiikiimetlerin sagladig1 siibvansiyonlar, altyapt yatirimlart ve degisen tiiketici
davraniglar1 ile de dogrudan iligkilidir (Ritchie, 2024; Morgan, 2025). Ek olarak,
otomotiv devlerinin fosil yakitlh ara¢ {retimini belirli tarihlerden sonra
sonlandiracaklarini acgiklamalari ve pek ¢ok tilkenin 2030 - 2040 yillar1 arasinda yeni
icten yanmali motorlu arag satislarini yasaklama planlari, sektoriin elektrikli araclara

dogru hizla evrildiginin en 6nemli gostergeleridir (Ziemann vd., 2018; Xu vd., 2020).

Elektrikli araglarin gelecekteki yayginligina iliskin ongoriiler de dikkat ¢ekicidir.
Statista'nin 2024 ongoriilerine gore, kiiresel elektrikli ara¢ pazarinin 2030 yilina kadar
yillik %17’lik bir bilesik biiyiime oram ile genislemesi beklenmektedir (Statista,
2024). Diger yandan MarketWatch verileri, ABD’deki elektrikli ara¢ penetrasyonunun
2025 yili itibartyla toplam ara¢ stogunun %15’ine ulasacagini Ongdrmektedir
(Morgan, 2025). BloombergNEF'in (2023) raporunda ise 2040 yilina kadar diinya
genelindeki tiim yeni ara¢ satiglarinin %60°1indan fazlasinin elektrikli olacagi ifade
edilmektedir. Bu projeksiyonlar, ulasim sektoriiniin elektrifikasyonunun yalnizca
gecici bir egilim olmadigini, otomotiv sektoriindeki kalic1 bir doniisiimiin baslangici

oldugunu gostermektedir.



Bununla birlikte, elektrikli araglarin yayginlasmasinda kullanict tercihlerinden
teknolojik engellere, sarj altyapisindan enerji yonetimi stratejilerine kadar bir¢ok
parametre rol oynamaktadir. Elektrikli araglarin pazardaki yayginlasmasinda teknik
Ozellikler kadar kullanicilarin bu araglari nasil degerlendirdigi ve tercih ettigi de biiyiik
onem tagimaktadir. Tiiketicilerin bir elektrikli araci satin alma kararinda rol oynayan
bir¢ok faktoér bulunmaktadir. Bunlar arasinda menzil, sarj siiresi, fiyat, marka itibari,
bakim maliyetleri ve teknolojik donanim gibi kriterler yer alir (Rezvani vd., 2015). Ek
olarak, elektrikli araclarin kullanicilar tarafindan benimsenmesinde sadece teknolojik
yeterlilikler degil, ayn1 zamanda sosyal etmenler de 6nemli rol oynamaktadir. Tiiketici
kararlar1 yalnizca teknik oOzelliklerle smirli kalmamakta, cevresel kaygilar ve
yenilikgilik diizeyi da karar siirecini etkilemektedir (Rezvani vd., 2015; Castillo vd.,
2021). Dahasi, ekonomik tesviklerin ve gevreci tutumlarin benimsenmede Onemli
ancak sinirlt etkileri oldugu; asil belirleyici unsurun yakit tasarrufu, ara¢ boyutlarina
bagli olarak ortaya ¢ikan konfor vb. faktdrler ve teknolojik yeterlilige duyulan giiven
oldugu saptanmistir. Bu nedenle elektrikli arag¢ tercihinde kullanici deneyimi ve arag
ici dijital donanimlar da 6n plana ¢ikmaktadir (Lieven vd., 2011; Li vd., 2020; Castillo
vd., 2021).

Elektrikli araglarin degerlendirilmesinde oldugu gibi, ¢ok sayida kriterin birlikte
degerlendirildigi karar siireclerinde, ¢ok kriterli karar verme (CKKYV) yontemleri
olduk¢a yaygin olarak kullanilmaktadir. CKKV yontemleri, karar vericilerin farkli
kriterler arasindaki dengeyi degerlendirerek optimal veya sirali segimler yapmasina
olanak saglar (Corrente vd., 2021). CKKV yontemleri genellikle se¢im, siralama ve
siiflandirma gibi karar problemlerinde kullanilir. Se¢im problemleri, alternatiflerin
en iyiden en kotiiye dogru siralanmasini hedeflerken, siniflandirma problemleri ise
alternatiflerin onceden tanimli sirali simiflara atanmasini amaglar (Doumpos ve

Zopounidis, 2006).

Elektrikli araglarin kullanict agisindan tercih edilebilirligi genellikle cok boyutlu bir
kavramdir. Sadece ara¢ performansi degil, ayn1 zamanda enerji altyapisi, ¢evresel
kaygilar ve hatta hiikiimet tesvikleri gibi digsal faktorler de kullanici tercihlerini
sekillendirebilir (Egbue ve Long, 2012). Bu nedenle, bu tiir ¢ok boyutlu karar
ortamlarinda klasik analiz yontemlerinin Gtesine gegilerek daha karmasik ve veri
odakli yontemlerin kullanilmasi gerekliligi ortaya ¢ikmaktadir. Iste bu noktada,

CKKV yaklagimlarinin sundugu sistematik c¢erceve ile makine Ogrenmesi



yontemlerinin tahmin giicli bir araya getirilerek yeni nesil karar destek sistemleri

gelistirilebilir.

Son yillarda veri madenciligi ve makine 6grenmesi tekniklerinin CKKV yontemleriyle
birlikte kullanildigi hibrit modellemelere yonelik ilgi artmistir (Koksal vd., 2011).
Ozellikle karar agaci, yapay sinir aglar1 (YSA), lojistik regresyon, naive Bayes ve
destek vektdr makineleri (DVM) gibi siiflandirma algoritmalari; veri setlerinden
ogrenerek, onceden belirlenmis smiflara (6rnegin tercih seviyeleri veya segmentler)
araclarn atayabilmektedir (Kotsiantis vd., 2007). Boylelikle, hem karar vericiye
ongoriisel bir model sunulmakta hem de ge¢mis veriler 15181nda yeni yorumlamalar

yapilabilmektedir.

Elektrikli araglarin degerlendirilmesi ve kullaniciya uygun alternatiflerin belirlenmesi
gibi ¢cok boyutlu karar problemlerinde hem Cok Kriterli Karar Verme (CKKYV)
yontemleri hem de makine 6grenimi (ML) teknikleri kullanilabilmektedir. Ancak bu
iki yaklasimin da tek basina belirli sinirliliklart bulunmaktadir. CKKV yontemleri,
karar verici tercihlerine dayali olarak sistematik ¢oziimler sunmakla birlikte, kriter
agirliklarinin belirlenmesi silirecinde Oznellik icerebilir ve biiyiik veri setlerinde
uygulamasi zahmetli olabilir. Ayrica, bu yontemler genellikle ge¢mis verilerden
ogrenme yetisine sahip degildir. Ote yandan, makine dgrenmesi algoritmalar1 veriden
O0grenme kapasitesine sahip olup biiyiik veri setlerinde gii¢lii tahmin performansi
sergileyebilir; ancak yeterli sayida etiketli veri olmadiginda dogruluklari diismekte ve
karar verme siirecine dair agiklanabilirlikleri sinirli kalmaktadir. Bu baglamda, iki
yontemin birlikte kullanimi hem CKKV’nin yapisal avantajlarindan hem de ML’ nin
tahmin giiclinden faydalanarak daha giivenilir ve biitiinciil bir karar destek siireci

sunma potansiyeli tagimaktadir.

Bu tez ¢alismasinda, elektrikli araglara ait teknik ve kullaniciya yonelik icerige sahip
olan verilerin analizi yapilarak, her bir aracin tercih edilebilirlik diizeyinin
belirlenmesi amaglanmistir. Bu kapsamda oncelikle Cok Kriterli Karar Verme
(CKKV) smiflandirma yontemlerinden biri olan TOPSIS-Sort-B uygulanarak araglar
ti¢ farkli tercih sinifina ayrilmistir. Elde edilen bu siniflar daha sonra makine 6grenimi
siniflandirma algoritmalarina veri etiketlemesi olarak sunulmus ve farkli siniflandirma
yontemlerinin dogruluklar karsilagtirilmistir.  Bu  hibrit metodolojik yaklasim
sayesinde, elektrikli ara¢ seciminde kullanilabilecek giivenilir ve sistematik bir karar

destek mekanizmasi ortaya konmaktadir. Calisma, elektrikli araglarin gesitli teknik



ozellikleri (batarya kapasitesi, menzil, sarj siiresi vb.), fiyati ve kullanici deneyimi
parametrelerini (konfor vb.) biitiinciil bir degerlendirme ¢ercevesinde ele almaktadir.

Boylece iki temel soruya yanit aranmaktadir:

1. CKKYV yontemiyle olusturulan tercih siniflari, makine 6grenimi modelleri

tarafindan hangi dogruluk seviyesinde dngoriilebilmektedir?

2. Farkli makine Ogrenimi algoritmalar1 arasinda, CKKV temelli
siniflandirmalar1 yeniden iiretme ve genelleme acgisindan en basarili

performansi hangi model gostermektedir?

Bu yaklasim sayesinde hem karar destek sistemlerinin daha gii¢lii hale getirilmesi hem
de CKKYV yontemlerinden elde edilen siniflarin gegerliliginin test edilmesi miimkiin
olmustur. Ayrica, makine 6grenmesi modelleri yardimiyla bu siniflarin daha 6nce
goriilmemis yeni arag¢ verileri lizerinde 6ngoriilebilirligi de saglanmistir. Tezin en
onemli katkilarindan biri, tiiketicilerin karmasik sec¢im siireclerinde daha nesnel ve veri
temelli kararlar alabilmelerine olanak tanimasidir. Elektrikli ara¢ pazarinda giderek
artan model c¢esitliligi, tiiketicilerin optimal se¢im yapabilmesini zorlastirmakta, bu

calisma ise sistematik bir metodoloji sunarak bu zorlugu agsmaya yardimci olmaktadir.

Arastirmanin 6zgiinliigli, CKKV’nin sirali smiflandirma yaklagimini simiflandirma
problemlerine temel olusturacak sekilde kullanmasi ve bu siniflarin makine 6grenimi
algoritmalari ile tahmin edilmesini iceren ¢ift yonlii bir analitik ¢erceve sunmasindan
kaynaklanmaktadir. Bu durum literatiirde oldukca sinirli olarak ele alinan hibrit
yontem arayislarina katki saglayacaktir (Zavadskas vd., 2014). Dahasi, Uluslararasi
Enerji Ajanst’nin (UEA) 2023 yili raporuna gore, diinya genelinde elektrikli arag
satiglar1 2022 yilinda 10 milyonu asmis ve 2030 yilina kadar toplam arag satislarinin
%60"'m1 olusturacagi ongoriilmektedir (UEA, 2023). Boylelikle yakin gelecekte bu
denli yliksek benimsenme oranina sahip olacak bu araglar icin giiclii 6ngoriiler
olusturulmustur. Calisma, elektrikli ara¢ sektoriindeki bu hizli biiyiime trendini goz
oniinde bulundurarak, hem akademik literatiire metodolojik bir katki sunmakta hem

de pratik uygulamada karar vericilere yol gdsterici bir ara¢ saglamaktadir.

Tez calismasinin akist su sekilde organize edilmistir: Ikinci boliimde, elektrikli
araclara iliskin giincel literatiir, kullanici tercihleri ve ¢ok kriterli karar verme
yaklagimlari pratikteki uygulamalariyla beraber detayli olarak ele alinmaktadir. Ayrica

literatiirdeki makine 6grenmesi yontemleriyle siniflandirma bazli ¢ok kriterli karar



verme yontemlerinin kombinlendigi calismalar da sunulmustur. Ugiincii boliimde ise
CKKYV siniflandirma ve makine 6grenmesi yontemlerine iliskin metodolojik altyapi
sunulmakta ve arastirmanin yontemleri anlatilmaktadir. Dordiincii boliimde veri
setinin elde edilmesi, on isleme siiregleri, Oznitelik miihendisligi ve model
uygulamalari ayrintilariyla anlatilmakta ve sonuglar verilmektedir. Son olarak besinci
boliimde bulgular 6zetlenmekte, teorik katkilar agiklanmakta, ¢aligma sinirliliklar
belirtilmekte ve gelecege yonelik Oneriler sunulmaktadir. Bu boliimde calismanin
akademik literatiire ve endiistriyel uygulamalara katkilar1 ayrintili  sekilde
tartisilmakta, bulgulardan hareketle elektrikli ara¢ pazari dinamikleri ve tiiketici

davraniglar1 baglaminda i¢goriiler sunulmaktadir.



2. LITERATUR ARASTIRMASI

Gilinitimiizde karmagik karar verme siireclerinin analizinde, ¢ok kriterli karar verme
(CKKV) yontemleri giderek daha yaygm bir bigimde kullanilmaktadir. Ozellikle
bircok alternatifi ve Olgiliti barindiran problemler karsisinda, karar vericilere
sistematik ve nesnel destek sunma kapasitesi sayesinde bu yontemler, akademik ve
pratik alanda biiyiik ilgi gormektedir (Triantaphyllou ve Triantaphyllou, 2000).
TOPSIS (Technique for Order Preference by Similarity to Ideal Solution) gibi siralama
temelli CKKV yaklagimlari, alternatiflerin ideal ve negatif-ideal ¢oziime gore
uzakliklarina dayali degerlendirme yapmalariyla 6ne ¢ikmaktadir. Son yillarda bu
yaklasimlarin  gelismis versiyonlar1 olan TOPSIS-Sort-B  gibi modeller de
alternatiflerin sirali siiflara atanmasinm1i miimkiin kilarak ¢ok daha stratejik karar

siireclerine olanak tanimaktadir (Zavadskas vd., 2014).

Ote yandan, makine ogrenmesi algoritmalar1 da siiflandirma ve Ongorii
problemlerinde sagladig1 yliksek dogruluk oranlari sayesinde bir¢ok disiplinde yaygin
bigimde kullanilmaktadir. Ozellikle denetimli 6grenme algoritmalari, etiketlenmis
verilerle ¢alisarak daha 6nce karsilasilmamis yeni 6rneklerin basarili bigimde tahmin
edilmesini saglamaktadir (Kotsiantis vd., 2007). Bu baglamda, CKKV yontemlerinden
elde edilen siiflarin makine 6grenmesi algoritmalarina veri olarak sunulmasi, hem
karar destek sistemlerinin Ongdrii kabiliyetini artirmakta hem de siniflarin

dogrulanabilirligini test etmeye olanak tanimaktadir.

Bu tez kapsaminda Onerilen hibrit yaklasim, literatiirde sinirl sayida ¢alismada ele
alinmis olan CKKV ve makine 6grenmesi entegrasyonuna katki saglamaktadir
(Kumar, 2025). Bu tiir metodolojik birlesimler, yalnizca teknik analiz agisindan degil,
ayni zamanda tiiketici davraniglarimin  modellenmesi, pazar tahminleri ve
stirdiiriilebilir teknoloji se¢imi gibi ¢cok boyutlu problemlerin ¢dziimiinde de etkili

¢Oziimler sunmaktadir.



2.1 Cok Kriterli Karar Verme (CKKYV) Yaklasimlari

Modern karar verme siire¢leri, gogu zaman birden fazla alternatifin ¢ok sayida ve cogu
zaman celisen kriterler temelinde degerlendirilmesini gerektirir. Bu tiir durumlarda
karar vericilerin sezgisel yaklagimlar1 yetersiz kalmakta, objektif ve yapilandirilmig
yontemlere olan ihtiya¢ artmaktadir. Bu baglamda, CKKYV, o&zellikle karmasik
problemler karsisinda rasyonel ve tutarli kararlar almayr saglayan giiclii analitik
yaklasimlar biitiinii olarak tanimlanmaktadir (Belton ve Stewart, 2012). CKKV, karar
vericilere hem nicel hem de nitel kriterler dogrultusunda alternatifleri karsilastirma,
onceliklendirme, siralama veya siniflandirma olanagi sunar (Toloie-Eshlaghy ve
Homayonfar, 2011; Zavadskas vd., 2013; Mardani vd., 2015; Alvarez vd., 2021; Lopez
vd., 2023; Taherdoost ve Madanchian, 2023; Kumar, 2025).

Son yillarda bu yontemlerin popiilaritesi, hem karar siire¢lerinin seffafligini artirmasi
hem de nesnel temellere dayanan analizler sunmasi nedeniyle daha da artmigtir. Ayrica
gelisen bilgi teknolojileri sayesinde CKKV modelleri, biiyiik veri kiimeleriyle entegre
calisabilmekte ve ¢cok daha dinamik sistemler icerisinde uygulanabilir hale gelmistir

(Zavadskas vd., 2014).

CKKYV yontemlerinin temel isleyisi, bir karar matrisinin olusturulmasi ve bu matristeki
her alternatifin her bir kritere gore degerlendirilmesi esasmna dayanir. Oncelikle
kriterlerin goreli 6nemleri, yani agirliklar: belirlenmekte ve alternatifler bu agirliklar
dogrultusunda analiz edilmektedir. Degerlendirme sonucunda, alternatiflerin
siralanmasi, en uygun segenegin belirlenmesi veya belirli siniflara atanmasi gibi
ciktilar elde edilmektedir. Bu gerg¢evede, siralama (ranking) ve sirali siniflandirma
(sorting), CKKYV en temel iki uygulama bi¢imidir. Siralama islemleri alternatifleri bir
performans diizeyine gore en iyi—en kotii ekseninde yerlestirirken, sirali siniflandirma
islemleri ise bu alternatifleri 6nceden tanimlanmis tercihler diizeyine gore siniflara

ay1rir.

Literatiirde siralama tabanli yontemlerin daha sik kullanildig1r gézlemlense de, son
yillarda CKKV nin siniflandirma temelli uzantilarina olan ilgi artmaktadir. Zira birgok
uygulama alaninda, karar vericiler yalnizca en iyi alternatifi degil, belirli bir kategoriye
ait olanlar1 (6rnegin “yiiksek tercih edilen”, “orta”, “diisiik” gibi siniflar) belirlemeye
thtiyag duymaktadir. Bu dogrultuda gelistirilen smiflandirma odakli CKKV

yontemleri, karar destek sistemlerinin siniflandirict yapilarla entegrasyonuna olanak



saglamis ve bu yoOntemlerin makine Ogrenmesi gibi alanlarla kesismesini

kolaylastirmistir (Doumpos ve Zopounidis, 2006).

Sonug olarak, CKKYV yalnizca teknik bir ¢6zlim araci degil; ayn1 zamanda karar alma
siireclerini daha anlasilir, sistematik ve izlenebilir hale getiren stratejik bir metodoloji
sunmaktadir. Bu baglamda bir sonraki boliimde, CKKV’nin 6zellikle siniflandirma

odakli yaklagimlarina daha yakindan bakilacaktir.

2.1.1 Simiflandirma tabanli CKKYV yontemleri

Cok Kiriterli Karar Verme (CKKYV) yontemleri, 6zellikle smiflandirma odakh
modeller, karar alternatiflerini nceden tanimlanmais sirali siniflara ayirmak igin giiglii
araglardir. Bu yaklasimlar; bireysel karar vericilerden kurumsal sistemlere kadar pek
cok diizeyde, karmasik karar problemlerinin ¢6ziimiinde uygulanmaktadir.
Siniflandirma tabanli CKKV tekniklerinin temel amaci, alternatifleri sadece siralamak
degil, ayn1 zamanda belirli karar siniflarina uygun bi¢imde atamaktir. Bu baglamda
gelistirilen yontemler, cesitli alanlarda ¢6ziim saglamis ve literatiirde ulasimdan
egitime, tedarik zinciri yonetiminden saglik hizmetlerine, finansal yonetimden risk
yonetimine kadar genis uygulama alanlar1 bulmustur. AHPSort, DEASort, ELECTRE
Tri, UTADIS, FlowSort, VIKORSORT, ANP-Sort bu alanda en sik karsilasilan
yontemlerdendir ve bu yontemler kullanilarak yapilan ¢alismalar hem model yapilarini
hem de karar verme siirecindeki etkililiklerini ortaya koymaktadir (Alvarez vd., 2021;
Lopez vd., 2023). Asagida, literatiirde yer alan giincel sirali siniflandirma ¢alismalari

Ozetlenmistir.

Dias ve Mousseau (2003), ulasim sektorii baglaminda gelistirdikleri ¢alismada, gok
kriterli karar verme problemleri i¢in Iris adli yenilik¢i bir smiflandirma ydntemi
onermistir. ELECTRE Tri’ye dayanan bu yaklagim, karar vericiden tiim parametreleri
kesin bicimde belirtmesini beklemek yerine, siniflama ornekleri ve bazi mantiksal
kisitlar tizerinden karar siirecini desteklemektedir. Yazarlar, bu yontem ile tutarh
durumlarda karar vericinin verdigi 6rnekleri tamamen acgiklayan ¢éziimler iiretmeyi;
tutarsizlhik durumlarinda ise en az sapmayla alternatif Oneriler sunmay1
amaglamiglardir. Bu yaklagimin bir uygulamasi da veri merkezi yeri se¢iminde
gergeklestirilmistir (Covas vd., 2013). Covas vd. (2013), teknik, sosyal, ekonomik ve
cevresel boyutlari iceren siirdiiriilebilirlik kriterleri dogrultusunda en uygun yerlesim

bolgelerini, ¢cok kriterli stniflandirma problemi olarak ele almiglardir ve IRIS yazilimi



araciligiyla ELECTRE Tri yontemiyle analiz etmislerdir. Kriter agirliklarina iligkin
belirsizliklerin de dikkate alindig1 bu ¢alismada, kararlar tek bir degere indirgenmeden
grafiksel olarak sunulmustur. Bu sayede IRIS’in farkli karar alanlarinda belirsizlik

altinda da etkili ve esnek ¢oziimler sunabildigi gosterilmistir.

ELECTRE Tri yonteminin kullanildigi bir baska c¢alisma ise insan kaynaklari
alanindaki is birligi davraniglarin siirekli is birligi diizeylerine ¢eviren ve bu diizeyleri
onceden tanimlanmis kategorilere (diisiik, orta, yliksek) siniflayan bulanik ¢ok kriterli
bir karar yontemi sunmaktadir (Silva vd., 2014). Bu yontem, klasik ayrik oyun teorisini
strekli ig birligi diizeylerine doniistiirmek yerine, gercek hayattaki is birligi
davraniglarini ¢ok kriterli bir yap1 i¢inde degerlendirerek siniflamay1 hedeflemektedir.
Benzer sekilde ELECTRE Tri ile, Silva ve Sobral (2017) ise Brezilya’nin kurak bir
bolgesinde siit tedarikgilerinin ¢ok kriterli degerlendirmesini yaparak, sekiz tedarikg¢iyi
tiretim kapasitesi, liriin kalitesi, maliyet, ulasim ve tesis uzaklig1 gibi dlglitlere gore iic
kategoriye ayirmistir. Yazarlar bu yaklagimlariyla, karar vericilere ¢oklu dlgiitleri ayni
anda dikkate alarak daha biitiinciil bir degerlendirme yapma olanagi sunmay1
hedeflemistir. Bu c¢alismalara paralel olarak, Silva ve Costa (2014) da bilgi
teknolojileri projelerinin degerlendirilmesine yonelik ¢ok kriterli bir yaklagim
gelistirmistir. Calismada, IT yatinmlarinin siniflandirilmast ve onceliklendirilmesi
icin karar Oncesi asamada uygulanabilecek sistematik bir ¢erceve sunulmus; hem
somut hem de soyut faydalarin dikkate alindigi, siibjektifligin azaltilmasini amaglayan
bir model onerilmistir. Model, farkli IT projelerinin gesitli 6zelliklerini g6z oniinde
bulundurarak karar vericilere daha yapilandirilmis ve dengeli bir degerlendirme siireci
saglamaylr amaglamaktadir. Ayrica, Madhooshiarzanagh ve Abi-Zeid (2021)
tarafindan gerceklestirilen ¢alismada, ELECTRE Tri ailesinin bir uzantisi olan
ELECTRE Tri-nC yontemi kullanilarak ¢evresel kosullara gore turistik bolgelerin dort
kategoriye ayrilmast hedeflenmistir. Bu ¢alismada, karar vericiden sinirli bilgi alinarak
tercihlerin dolayli sekilde ogrenilmesini saglayan bir ayrigtirma yaklagimi
olusturulmustur. Sonucunda 62.482 lokasyonun iklim temelli bir siniflandirmaya tabi

tutuldugu genis olcekli bir uygulama gergeklestirilmistir.

Ishizaka vd. (2012) 6zellikle ¢ok sayida alternatifin 6nceden tanimlanmis kategorilere
yerlestirilmesi gereken durumlarda, karar vericilere sistematik ve esnek araglar
sunulmasinin 6nemli bir husus oldugunu vurgulamistir. Yazarlar, geleneksel AHP nin

siniflandirma problemleri i¢in uygun olmadigini belirterek bu eksikligi gidermek

10



amaciyla AHPSort yontemini gelistirmistir. Bu yontem, tedarik¢i se¢iminde kullanilan
bir vaka calismasinda test edilerck, alternatiflerin "kabul" ve "ret" siniflarina
ayrilmasimi saglamis ve ardindan nihai se¢im klasik AHP ile yapilmistir. Benzer
sekilde, Miccoli ve Ishizaka (2017) c¢evresel baglamda AHPSort II yOntemini
gelistirerek, Italya’nin Umbria bolgesindeki koyun ciftliklerinde kurt saldirist
risklerini simiflandirmiglardir. Bu yontemin 6zellikle biiyiik alternatif kiimeleri igin
uygunlugu vurgulanmis ve geleneksel AHPSort’a gére ¢ok daha az karsilastirma
gerektirdigi gosterilmistir. Yazarlar, smiflandirmanin hassasiyetini artirmak igin
kiimeleme tekniklerini de entegre ederek yalnizca 9%0.54 oraninda karsilastirma ile
giivenilir sonuglar elde etmislerdir. Ote yandan, Ishizaka vd. (2020), klasik
AHPSort’un keskin sinirlarla sinif atamasi yapmasinin, 6zellikle sinir durumlarindaki
alternatiflerde yaniltici olabilecegini belirtmis ve bu nedenle bulanik kiimeler kuramin
entegre ederek daha esnek bir siniflama modeli 6nermistir. Bu modelin, Londra
ilgelerinin giivenlik diizeylerine gore siniflandirilmasinda kullanilmasi, yonteminin
pratik gecerliligini ortaya koymustur. Dahasi, Ishizaka ve Pereira (2020), gercek
diinyadaki olciitlerin cogu zaman birbiriyle bagimli oldugu gerceginden hareketle
ANPSort yontemini tanitmislardir. Yiiksekogretim alanindaki bir arastirmaci
siniflandirma vakasiyla sunulan bu yaklagim, Olgiitler arasi bagimliliklar1 dikkate
alarak daha biitiinciil ve yapisal bir karar stireci saglamig; ayn1 zamanda ¢ok sayida
alternatifin degerlendirildigi durumlarda karsilagtirma yiikiinii 6nemli dSlgilide

azaltmustir.

FlowSort, PROMETHEE siralama metodolojisine dayali olarak gelistirilen yenilik¢i
bir smiflandirma yaklasimidir. Nemery ve Lamboray (2008), bu yontemi hem
siirlayict hem de merkezi profillerle tamamen sirali kategorilere atama yapmak
amaciyla onermistir. Alternatiflerin, referans profillere gore gelen, giden ve net akis
degerleri baglaminda goreli konumlar1 dikkate alinarak yapilan atamalara yonelik
gii¢cli tercih kosulu tanimlanmis ve ELECTRE Tri ile karsilastirmali analizler
gerceklestirilmistir. Bu temel iizerine insa edilen bir diger calismada, FlowSort
yontemine gorsellestirme teknikleri entegre ederek yontemin yorumlanabilirliginin

artirilmasi amaglanmistir (Nemery vd., 2012).

FlowSort’un sektorel uygulamalarda da etkili bicimde kullanildig1 6rneklerden biri
Sepulveda ve Derpich (2015) tarafindan gergeklestirilmistir. Bu ¢alismada, Sili'deki

bir gazli igecek tretim tesisinde tedarikgilerin siniflandirilmas1 amaciyla Electre ve
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FlowSort yontemleri karsilastirilmig; ozellikle bulanik ¢ok kriterli yapiya sahip
durumlarda FlowSort’un kural tabanli sistemler kurmaya daha uygun oldugu
belirtilmistir. Sepulveda vd. (2010) ise yenilik kapasitesini degerlendirmek amaciyla
merkezi profillerle calisan bir FlowSort varyanti kullanarak KOBI’lerin
simiflandirilmasini ve ardindan kisisellestirilmis onerilerin gelistirilmesini miimkiin
kilmigtir. Benzer sekilde, tedarikgi siniflandirmasi konusunda Sagura vd. (2020), taze
meyve tedarik zincirinde siirdiiriilebilirlik odakli kriterlerle gelistirdikleri iki agsamali
modelde MAUT ve PROMETHEE yontemlerini harmanlayarak FlowSort benzeri bir
simiflandirma yapisini benimsemistir. Bu model, stratejik kriterler dogrultusunda
tedarik¢ilerin hem siralanmasin1 hem de kategorilere ayrilmasini saglamis ve karar
destek sistemlerine temel teskil edecek sekilde tasarlanmustir. Ote yandan, Campos vd.
(2015) ise FlowSort yontemini bulanik mantikla biitiinlestirerek Fuzzy FlowSort
yontemini onermistir. Bu ¢aligma, kesin olmayan verilerle basa ¢ikmak i¢in gelistirilen
yaklagimin, hem klasik FlowSort hem de Fuzzy-PROMETHEE yontemleriyle olan
iligkisinin analiz edilmesiyle, bulanik ortamda siniflandirma problemlerine giiclii bir

¢Oziim sundugunu ortaya koymustur.

Zopounidis ve Doumpos (2000), PREFDIS adli ¢ok kriterli karar destek sistemini
tanitarak, 6zellikle siniflama problemlerinde karar vericilerin tercihlerini ayristirmaya
dayal1 yaklagimlarla modelleyebilmelerine olanak tanimistir. Sistem, UTADIS ve {i¢
varyant1 (I, II, III) ile alternatiflerin belirli kategorilere atanmasini saglayan giiglii
eklemeli fayda modelleri sunmakta ve karar vericinin tercihlerini modelleme
konusunda esneklik saglamaktadir. Ayni yazarlar daha sonraki calismalarinda
(Doumpos ve Zopounidis, 2004), UTADIS yontemi iizerine gerceklestirdikleri Monte
Carlo simiilasyonlariyla, modelleme siirecinde kullanilan parametrelerin siniflandirma
performansi ve model istikrar tizerindeki etkilerini detayli bicimde analiz etmislerdir.
Bu analiz, tercih ayristirma tekniklerinin giivenilirligi agisindan O6nemli bulgular

sunmaktadir.

Ote yandan Ulucan ve Atict (2013), UTADIS yontemine ¢oklu siniflama kriterleri
ekleyerek MCC-UTADIS yaklasimm  gelistirmistir.  Ozellikle iilke risk
degerlendirmesi ornegiyle, farkli kredi derecelendirme kuruluslarinin smiflama
kriterlerini es zamanli kullanarak yontemin performansini test etmislerdir. Sonuglar,
MCC-UTADIS o6zellikle siniflama kriterlerinin gesitliligi durumunda daha tutarli

sonuclar verdigini ortaya koymustur. Koksalan vd. (2013) ise, siniflara atanacak
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alternatif sayisinda kisitlarin bulundugu karar problemlerine odaklanarak, UTADIS
yontemini bu tiir kisitlamalar1 gz oniinde bulunduracak sekilde yeniden formiile
etmistir. Gelistirilen model, ikili degiskenlerin sayisim1 azaltarak islem yiikiini
hafifletmis, ayrica her alternatifin atanabilecegi kategori araligim1 daraltarak
hesaplama verimliligini artirmistir. Ayrica, Greco vd. (2011), UTADIS-GMS
yontemine dayanarak kararli smiflandirma anlayisini giliclendiren temsili deger
fonksiyonu kavramini ortaya koymuslardir. Bu fonksiyon, karar vericinin ornek
atamalariyla tutarli olan tiim deger fonksiyonlar1 arasinda segilmekte ve ozellikle
kararli siniflama bolgelerini vurgulamaktadir. Boylece karar destek sistemlerinde hem
karar vericiye sonuglari daha seffaf sunmakta hem de 6zerk siniflama siiregleri icin

kullanilabilmektedir.

Ishizaka vd. (2018), envanter yonetiminde benzer iiriinlerin siniflandirilmasi igin
gelistirdikleri DEASort yontemini tanitmaktadir. Geleneksel DEA modellerinin
yalnizca siralama yapmasit ve siniflarin yiizdeliklerle rassal tanimlanmasi gibi
siirliliklarint asmay1 hedefleyen bu yontem, karar vericilerin uzmanhigini da siirece
entegre etmektedir. Karar vericiler oncelikle her sinifa ait tipik 6rnekleri belirleyip
AHP yontemiyle kriter agirliklarini sunmustur. Bu sayede, bu bilgiler modelde agirlik
kisit1 olarak yer almakta ve daha gergekei siniflandirmalar elde edilmektedir. Yontem,
yedek parga stoklayan bir depo yonetim siirecinde uygulanarak somutlastirilmistir.
Karasakal ve Aker (2017) ise Ar-Ge projelerinin degerlendirilmesi i¢in veri zarflama
analizi tabanli ¢ok kriterli siniflandirma modelleri gelistirmistir. Kriterlerin agirlik
araliklari, aralikli AHP yontemiyle belirlenmis ve modellerde giiven bolgesi kisiti
olarak kullanilmistir. Iki esik tahmin modeli ve bes atama modelinden olusan
yaklasim, yalnizca siralama degil ayn1 zamanda siiflandirma da saglamaktadir.
UTADIS ile yapilan karsilastirmali analizde, 6nerilen modellerin daha kararli sonuglar

verdigi goriilmistiir.

Ote yandan Demir vd. (2018), cevresel performansa dayali tedarik¢i degerlendirme
stirecine yenilik¢i bir katki sunarak, VIKOR tabanli bir siniflandirma yontemi olan
VIKORSORTu gelistirmistir. Yontem, tedarikgileri ¢evresel kriterlere gore dnceden
tanimli siral1 siniflara ayirmakta ve her sinifa uygun yesil tedarikei gelistirme programi
onerilebilecek sekilde uzman sistemlerle biitiinlestirilebilmektedir. Bu dogrultuda,
siniflandirma esnekligini artirmak ve karar verme etkinligini gelistirmek amaciyla,

VIKORSORT yontemine bulanik kiime teorisini entegre eden yeni bir yaklasim
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gelistirilmistir (Khan vd., 2025). Bu ¢alismada, VIKORSORT yo6nteminde kullanilan
keskin sinif sinirlarinin karar kalitesini olumsuz etkileyebilecegi belirtilmis ve bu
sinirliligin giderilmesi amaciyla bulanik kiime teorisi yonteme entegre edilmistir.
Gelistirilen yaklasimda, her alternatifin belirli siniflara ait olma derecesi trapezoidal
tiyelik fonksiyonlariyla ifade edilmektedir ve boylelikle smiflar arasinda daha
yumusak gecisler saglanmaktadir. Ayrica, alternatiflerin Ozellikleri daha niiansh
bicimde temsil edilebilmektedir. Tekstil sektoriindeki yedek parga envanter
yonetimine yonelik yapilan uygulamada, klasik ve bulanik modeller karsilastirilmis;
bulanik yaklasimin hem maliyet hem de hizmet diizeyi agisindan daha basarili sonuglar

irettigi gosterilmistir.
2.1.2 TOPSIS-Sort

TOPSIS-Sort’un sirali siniflandirma modelleri arasinda 6ne ¢ikmasinin temel nedeni
hem ideal hem de anti-ideal ¢6zlimlere gére yonelimi ve uzakligi ayni anda dikkate
alarak karar alternatiflerini siniflandirmasidir. Bu 6zellik, onu yalnizca siralama degil,
aynt zamanda siniflandirma temelli karar problemlerinde de gii¢lii kilmaktadir
(Behzadian vd., 2012).Ayrica, TOPSIS'in farkli yontemlerle birlikte kullanilmasi ya
da karsilastirilmasi, bu yontemin hem bagimsiz hem de hibrit yaklagimlara uygun
oldugunu ortaya koymaktadir. Bu gesitlilik, 6zellikle gergek hayat karar problemlerine
yonelik gelistirilen siniflandirma temelli modellerin, 6rnegin TOPSIS-Sort ve onun
daha hassas versiyonu olan TOPSIS-Sort-B’nin, neden ortaya ¢iktiginin ve hangi

metodolojik bosluklara yanit verdiginin daha iyi anlagilmasina olanak saglamaktadir.

Faraji Sabokbar vd. (2016), klasik TOPSIS yontemini esas alarak gelistirdikleri
TOPSIS-Sort yaklasimiyla ¢evresel siirdiiriilebilirlige odaklanan siniflandirma temelli
bir karar modelini ortaya koymuslardir. Bu modelde, sinif tanimlar i¢in karakteristik
profiller kullanilirken, tercihler istinliik saglamaya yonelik iligkiler baglaminda
modellenmistir. Arastirmada, Tahran’in 22 bolgesi ¢evresel kalite diizeylerine gore
bes sinifa ayrilmis; ancak dordiincii ve besinci siniflarda hicbir bolge yer almamustir.
Bu durum, Tahran’daki ¢evresel durumun genel olarak diisiik seviyede oldugunu
ortaya koymustur. Elde edilen sonuglarin hem arastirmacilarin hem de uzmanlarin
degerlendirmeleriyle tutarlilik gostermesi, TOPSIS-Sort’un sirali smiflandirma
problemlerinde ne denli gecerli ve giivenilir bir yontem oldugunu gostermektedir.

Yazarlar, bu modelin yalnizca TOPSIS’e 6zgii kalmayip ELECTRE ve PROMETHEE
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gibi diger dustiinliik esasli (outranking) yontemlere de entegre edilebilecegini
vurgulamaktadir. Daha giincel bir ¢alismada, de Lima Silva ve de Almeida Filho
(2020) TOPSIS yonteminin siralama bazli smiflandirmalarda karsilagtigi sira
degistirme (rank reversal) problemini ele alarak TOPSIS-Sort-B ve TOPSIS-Sort-C
adin verdikleri iki yeni versiyonu 6nermiglerdir. Bu yeni modellerden TOPSIS-Sort-
B smir profillerine dayali sorunlara yonelik gelistirilmisken, TOPSIS-Sort-C
karakteristik profillerin daha uygun oldugu durumlar i¢in tasarlanmistir. Her iki
yontem de ekonomik 6zglirliik diizeylerine gore 180 iilkenin bes dnceden tanimlanmis
smifa atanmasinda kullanilmistir.  Siniflandirma  sonuglarmin, literatiirdeki
derecelendirmelerle ve ilgili uzman kurulugsun verileriyle tutarlilik gostermesi,

Onerilen yontemlerin gecerliligini ve pratikteki uygulanabilirligini ortaya koymustur.

de Lima Silva vd. (2020), TOPSIS-Sort yontemine yonelik 6nemli bir iyilestirme
sunarak PDTOPSIS-Sort adli yeni bir yaklasim gelistirmistir. Bu yontem, karar
vericinin sinif simirlart ve kriter agirliklart gibi bir¢ok parametreyi dogrudan
belirtmesini zorunlu kilan klasik TOPSIS-Sort'un aksine, yalnizca biitiinciil karar
orneklerine dayanarak calismaktadir. Yazarlar, dogrusal olmayan programlama
araciligiyla parametreleri ¢ikaran bu yontemin, 6zellikle karar vericiler tizerindeki
biligsel yiikii azaltmak agisindan literatiire anlamli bir katki sundugunu belirtmistir.
Finansal alanda yapilan uygulamada, Brezilya’da ihra¢ edilen 50 kurumsal tahvil
analiz edilerek smiflandirilmig; sonuglar, yatirim bankaciligi uzmaninin 6nceden
tanimli tercihleriyle yiiksek diizeyde oOrtiigmiistiir. Bu da yontemin pratikte glivenilir
bicimde calistifini ortaya koymaktadir. Ayn1 aragtirma grubu tarafindan stirdiiriilen bir
baska calismada ise (de Lima Silva vd., 2023), bu kez PDTOPSIS-Sort-C adl1 yeni bir
yontem Onerilmistir. Bu yontem, karar Ornekleri ilizerinden Ogrenilen tercihlerle
karakteristik profillerin ve kriter agirliklarinin matematiksel programlama araciligiyla
tiiretildigi bir siireci benimsemektedir. Boylece, daha 6nce onerilen TOPSIS-Sort-C
yonteminde karar vericiden beklenen yliksek bilissel caba azaltilmistir. Ayrica,
PDTOPSIS-Sort’un sinir profiline dayali yapisint TOPSIS-Sort-B ile biitiinlestirerek
daha esnek bir siniflama altyapis1 sunulmustur. Yontem, dort y1l boyunca 180 iilkenin
ekonomik Ozgiirlilk diizeyine gore siiflandirildigi bir uygulamada test edilmis ve

simiile edilmis karar 6rnekleriyle anlamli ve tutarli sonuglar tiretmistir.

Zhang ve Li (2023), ¢ok uzmanl karar ortamlarinda ortaya ¢ikan siralama problemleri

icin, fikir birligine dayali iki farkli TOPSIS-Sort-B algoritmasi gelistirmistir. Tek bir
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uzmanin sinirli bilgi ve deneyimiyle karar vermenin yeterli olmadigi durumlarda, grup
temelli ¢ok kriterli siralama problemleri 6ne ¢ikmaktadir. Bu baglamda, yazarlar her
bir uzmanin belirledigi sinir profillerini dikkate alarak fikir birligine dayali profillerin
elde edilmesini saglayan en kiiclik diizeltme temelli bir optimizasyon modeli
Oonermistir. Bu model aracilifiyla hem bireysel hem de toplu karar matrisleri
olusturulmus ve siralama sonuglart elde edilmistir. Ayrica, uzmanlarin
degerlendirmelerini yeniden gozden gecirmesine olanak taniyan farkli geri bildirim
stratejileri tasarlanmis ve Onerilen algoritmalar, yesil bina derecelendirme 6rnegiyle
birlikte ¢esitli simiilasyon senaryolarinda test edilmistir. Diger yandan Hajek vd.
(2024), kredi notu tahminine yonelik belirsizliklerle basa ¢ikabilen, veri odakli bir
CKKYV smiflandirma yaklagimi gelistirmistir. Yontem, kriterler arasi etkilesimleri
modellemek icin bulanik biligsel haritalardan yararlanmakta ve bulanik TOPSIS-Sort-
C ile bulanik en-6nemli ve en-6nemsiz yontemlerini birlestirmektedir. Kredi riskine
etki eden kriterlerin se¢imi i¢in korelasyon tabanli 6zellik se¢imi ve bulanik c-means
algoritmalar1 kullanmilmistir. ABD’de faaliyet gosteren 1138 sirket iizerinde
gerceklestirilen ampirik analiz, modelin hem finansal hem de finansal olmayan
gostergeleri basariyla igleyebildigini ve mevcut modellere kiyasla yiiksek bir tahmin
dogruluguna sahip oldugunu ortaya koymustur. Bu ¢alisma, 6zellikle belirsizliklerin
yogun oldugu kredi derecelendirme gibi finansal uygulamalarda, CKKV tabanl

siniflandirma modellerinin giiclii bir alternatif sunabilecegini gostermektedir.

2.2 Elektrikli Araclara iliskin Karar Verme Uygulamalar

Elektrikli araclara yonelik karar verme siireclerini inceleyen cesitli calismalar
literatiirde yer almaktadir. Ancak bu ¢aligmalarin biiyiik cogunlugu, ¢ok kriterli karar
verme yontemlerini siralama veya se¢im problemlerinde kullanmis; dogrudan
smiflandirma veya kategorik siralama temelli yaklagimlara yer vermemistir. Buna
ragmen, CKKV tekniklerinin uygulandigi bu calismalar, mevcut arastirmaya

yontemsel a¢idan 6nemli bir zemin sunmaktadir.

Elektrikli araglarla ilgili teknolojik geligsmeler yalnizca miihendislik alaninda degil,
karar destek sistemleri kapsaminda da 6nemli uygulamalara yol agmaktadir. Aghabali
vd. (2020), geleneksel 400-V bataryalarin sarj akim1 tagima kapasitesi nedeniyle ultra
hizli sarjin sinirlt kaldigint belirtmis ve 800-V mimariye sahip bataryali elektrikli

araglarin (BEV) bu sorunu ¢ozebilecek potansiyele sahip oldugunu ortaya koymustur.
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Bu sayede yazarlar elektirikli araglarin benimsenmesi ve tercihi noktasindaki en
onemli problemlerden birisi olan batarya problemine parmak basmislardir. Benzer
bigimde, Inci vd. (2021), yakit hiicreli elektrikli araglar {izerine odaklanarak bu
teknolojilerin sessiz ¢alisma, yiiksek verimlilik ve modiiler yap1 gibi avantajlarina
dikkat ¢cekmis; bu araglarin konfigiirasyonlari, gii¢ doniistiiriiciileri, kontrol sistemleri
ve pazarlama perspektifinden incelenmesini saglamistir. Ozellikle, déniistiiriicii
sistemler ve kontrol mekanizmalarina yonelik teknik zorluklar detaylandirilmis ve
pazardaki gelisim beklentileri kapsamli bir sekilde analiz edilmistir. Calisma,
miihendislik ve yonetimsel karar alma siireglerini biitiinsel bir ¢er¢evede ele alan nadir

orneklerdendir.

Ote yandan, Higueras-Castillo vd. (2021) daha ¢ok kullanici davranisina odaklanarak,
Ispanya’daki 404 potansiyel tiiketiciyle ger¢eklestirdikleri calismada menzil, tesvikler
ve glivenilirlik gibi degiskenlerin elektrikli ara¢ satin alma niyetinin giiclii gostergeleri
oldugunu saptamiglardir. Bu bulgular hem kamu kurumlart hem de 6zel sektor igin
stratejik kararlarin alinmasinda yol gosterici niteliktedir. Ayrica uzman panelleri ile
yapilan karsilastirmalar, belirli degiskenlerin sinirl sayidaki giiclii gostergelerle satin

alma niyetini anlamada yeterli olabilecegini desteklemistir.

Elektrikli araglarin yayginlastirilmast siirecinde karar verme mekanizmalarinin
etkinligi hem tiiketici tercihlerini hem de kamu politikalarini dogrudan etkilemektedir.
Bu kapsamda Sonar ve Kulkarni (2021), ¢ok kriterli karar verme baglaminda AHP-
MABAC biitiinlesik yontemini kullanarak, farkli elektrikli ara¢ alternatifleri arasindan
en uygun olanin se¢imine yonelik bir model gelistirmistir. AHP kriter agirliklarin
belirlerken, MABAC ydntemi bu agirliklarla alternatiflerin siralanmasini saglamistir.
Calisgma hem metodolojik acidan yenilik sunmakta hem de pratikte kullanici
tercihlerini dikkate alan saglam bir degerlendirme cergevesi onermektedir. Ote
yandan, Li vd. (2020) ise Cin'de gerceklestirdikleri tercih deneyimi temelli bir saha
arastirmasiyla, tiiketicilerin elektrikli ara¢ tercihlerini sekillendiren hem {iriin
ozelliklerine hem de politika tesviklerine odaklanmistir. Arastirmada, menzil ve
maliyet gibi bilinen kriterlere ek olarak, batarya garantisi gibi daha az incelenmis
unsurlarin da 6nemli rol oynadigi ortaya konmustur. Ayrica, geleneksel
siibvansiyonlarin yerini alabilecek kisisel karbon ticareti ve siiriis kredisi gibi piyasa
temelli tesviklerin, 6zellikle geng¢ kullanicilar iizerinde olumlu etkiler yaratabilecegi

vurgulanmigtir. Bu bulgular, tesvik politikalarinin yeniden tasarimi agisindan
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Oonemlidir. Ziemba (2020) ise, Polonya’daki kamu kurumlar i¢in siirdiiriilebilirlik
temelli bir elektrikli arag segim siireci gelistirmistir. PROSA-C yontemiyle teknik,
ekonomik ve cevresel kriterleri dikkate alarak alternatifleri degerlendiren ¢alismada,
Monte Carlo simiilasyonu da belirsizliklerin modellenmesi i¢in kullanilmistir. Bu

sayede karar vericilere hem saglam hem de siirdiiriilebilir ¢éziimler sunulmustur.

Ecer (2021), elektrikli araglarin g¢evresel siirdiiriilebilirlik agisindan tasidigi 6nemi
vurgulayarak, bataryali elektrikli ara¢ alternatiflerinin teknik Ozelliklerine gore
miisteri bakis acisiyla degerlendirilmesi gerektigini savunur. Calismasinda, hizlanma,
menzil, batarya kapasitesi ve fiyat gibi bir¢ok kriter dogrultusunda on farkli BEV’i
SECA, MARCOS, MAIRCA, COCOSO, ARAS ve COPRAS gibi ¢ok kriterli karar
verme teknikleriyle siralamis, ardindan elde edilen sonuglar1 Borda count ve Copeland
yontemleriyle birlestirerek nihai bir tercih siralamasi sunmustur. Bu yaklasim,
ozellikle fiyat, izin verilen yiikk miktar1 ve enerji tiikketiminin karar vericiler igin
oncelikli kriterler oldugunu gostermistir. Tesla Model S’in en uygun segenek olarak
one ¢ikmasi, bu tekniklerin karar siirecine nasil sistematik katki sagladigini da gozler
Oniline sermistir. Pamucar vd. (2021) de alternatif yakith araglarin ¢evresel etkilerini
degerlendirerek daha  siirdiiriilebilir ulasim  sistemlerine  katki  sunmay1
amaglamiglardir. ABD'nin New Jersey eyaletinde gerceklestirilen ¢alismada,
belirsizligin yogun oldugu karar ortamlarin1 modellemek amaciyla bulanik FUCOM
ve neutrosophic MARCOS yontemlerini bir arada kullanmiglardir. Bu entegre
yontemle yapilan analiz sonucunda, satin alma maliyeti, enerji maliyeti ve toplumsal
faydanin en belirleyici kriterler oldugu tespit edilmistir. Elektrikli araglar, bu
degerlendirme cercevesinde en g¢evreci alternatif olarak one ¢ikarken, gelistirilen
metodolojinin  klasik yontemlere kiyasla daha istiin sonuglar sundugu da
karsilastirmali analizle ortaya konmustur. Her iki ¢aligma da teknik, ekonomik ve
sosyal faktorleri biitliinciil bicimde ele alan CKKV tabanli degerlendirmelerin,
ulasimda daha bilingli ve siirdiiriilebilir tercihlere kap1 aralayabilecegini

gostermektedir.

Biitlin bu ¢aligmalar degerlendirildiginde, elektrikli araglara yonelik karar verme
stireglerinde CKKV yontemlerinin siklikla kullanildigi; ancak bu uygulamalarin
bliylik 6l¢iide siralama veya se¢im problemleriyle sinirl kaldigi gériilmektedir. CKKV
ile ML tekniklerinin entegre bigcimde kullanildigi, yani CKKV yontemleriyle

olusturulan karar smiflarnin ML algoritmalariyla tahmin edildigi calismalara
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literatlirde rastlanmamaktadir. Dolayisiyla bu tez calismasi, hem CKKV temelli
siniflandirma yaklasimini hem de bu siniflarin makine 6grenmesiyle tahmin edilmesini

bir araya getirerek alanyazindaki 6nemli bir boslugu doldurmay1 hedeflemektedir.

2.3 Makina Ogrenmesi ile Siniflandirma

Makine 6grenmesi, giiniimiizde birgok sektdrde karar destek sistemlerinin temelini
olusturmakta ve karmagsik veri kiimeleri lizerinde yiiksek dogrulukla tahminler
yapilmasina olanak tanimaktadir. Ozellikle siniflandirma algoritmalari, veri analizi
siireclerinin vazgeg¢ilmez bir pargasi haline gelmistir. Bu boliimde, basta otomotiv -ve
ozellikle elektrikli araclar- olmak {izere gesitli uygulama alanlarinda naive bayes,
lojistik regresyon, yapay sinir aglar1 (YSA), destek vektor makineleri (DVM), karar
agagclar1 ve k-en yakin komsu gibi yaygin siniflandirma algoritmalarinin kullanildig:

one cikan calismalara yer verilmistir.

Makine 0grenmesi tekniklerinin otomobil endiistrisine yonelik iiretim siireclerinde
kalite kontrol ve siire¢ optimizasyonunu iyilestirme potansiyeli son yillarda dikkat
¢ekici bigimde artmistir (Wuest vd., 2016). Bu baglamda, 6zellikle yiiksek boyutlu ve
cok degiskenli verileri isleyebilme yetenekleri ile gizli iliskileri kesfedebilme
kabiliyetleri, makina 6grenmesi algoritmalarini 6n plana ¢ikarmaktadir (Koksal vd.,
2011). Otomobil iiretim alaninda siire¢ optimizasyonu (Kwak ve Kim, 2012), ariza
tespiti (Kim vd., 2012) ve kestirimci bakim (Susto vd., 2014) gibi pek ¢cok problem
i¢in MO tabanli yaklasimlar basarryla kullanilmustir. Lojistik regresyon gibi dogrusal
yontemler temel iliskileri ortaya ¢ikarmada etkili olsa da, daha karmasik ikinci veya
ticlincii dereceden etkilesimleri saptamada yetersiz kalabilmektedir (Hebert, 2016). Bu
nedenle, karar agaglar1 gibi dogrusal olmayan yontemler daha giiclii alternatifler olarak

one ¢ikar.

Yapay sinir aglari, destek vektor makineleri, karar agaglari, naive bayes ve k-en yakin
komsu gibi makine 6grenimi teknikleri, elektrikli araglar 6zelinde yapilan ¢ok sayida
calismada yaygin bigimde kullanilmistir. Ornegin Zahid vd. (2018), batarya saglhig ve
sarj durumu tahmininde YSA modellerini kullanarak yiiksek dogruluk oranlar
ulagirken; Sheng ve Xiao (2015) ayni1 problem i¢in DVM kullanarak oldukga yiiksek
dogruluk seviyelerine ulagsmistir. Benzer sekilde Yavasoglu vd. (2019), aracin menzil
tahmini i¢in 60 néronlu gizli katmana sahip bir YSA ile karar agact modelini birlikte

kullanarak, araglarin kullandig1 ancak tipi bilinmeyen yollar1 tahmin etmistir. YSA
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ayrica, siirlis tarzi siniflandirmasinda da Wang vd. (2018) tarafindan test edilmis ve
olduk¢a umut verici sonuglar elde edilmistir. Ote yandan, Goebel ve Plétz (2019),
hibrit araglarin elektrikli siiriis oranini1 tahmin etmek amaciyla YSA, DVM, regresyon
agaci1 ve rassal orman modellerini karsilastirmis; en yiiksek tahmin dogrulugunun

ANN ve SVM ile elde edildigini belirtmistir.

Liu vd. (2019) ve Yi vd. (2019) gibi ¢alismalar, sirasiyla trafik akisi tahmini ve siiriis
davranig1 tanima gibi ulasim odakli uygulamalarda karar agaclarinin ve DVM’nin
performansini incelemislerdir. Ayrica, Hernandez vd. (2016), araglara yonelik tercih
verilerini kullanarak ulasim tercihlerine etki eden algisal faktorleri agiklamak i¢in
karar agaci modellerini tercih etmistir. Bu yontemler, kullanici davraniglarini
aciklamada seffaflik sagladigi i¢in 6zellikle tercih edilmektedir. Zhao vd. (2020) ise
SP verilerini temel alan bir ¢alismada logit modelleri ile ¢esitli makine 6grenimi
algoritmalarini karsilastirmis; YSA, DVM, karar agaci ve dogrusal ayristirict analiz
gibi yontemlerin performansini detayli bigcimde incelemistir. Bu calisma, araglara
yonelik tercih verisi kullanarak siniflandirma yapan nadir 6érneklerden biri olarak 6ne

¢cikmaktadir.

Ayrica, Kotsiantis (2007) ve Singh vd. (2016), bu algoritmalarin gilicli ve zayif
yonlerini karsilagtirmali olarak ele almistir. Bu incelemelerde DVM yiiksek dogrulugu
ve ilgisiz 6zelliklere toleransi ile one ¢ikarken, YSA asir1 6grenmeye yatkinligina
ragmen genel olarak dengeli bir performans sergilemektedir. Naive Bayes ve dogrusal
ayristirict analiz gibi daha basit yontemler ise hiz ve sadelik avantajlarina sahip
olmakla birlikte, karmasik veri iligkilerini modellemede sinirli kalmaktadir. Tiim bu
bulgular, elektrikli araglarin benimsenmesi gibi sosyal ve teknik yonleri bir arada
iceren karar siireglerinde c¢esitli algoritmalarin birlikte degerlendirilmesini gerekli

kilmaktadir (Bas vd., 2021).

Bas vd. (2021) yaptiklar1 calismada, elektrikli araglarin benimsenmesinin, yakit
tasarrufu saglama konusunda en biiyiik etkiye sahip yaklasimlardan biri olarak
gordiiklerini ifade etmislerdir. Ancak yazarlara gore, elektrikli araglarin
benimsenmesini 6ngdéren mevcut c¢aligsmalar birbirinden olduk¢a farkli sonuglar
sunmakta, bu da stratejik kararlar i¢in belirsizlik yaratmaktadir. Bu ¢alisma, potansiyel
elektrikli arag¢ alicilarini siniflandirmak icin DVM, YSA, derin sinir aglar ve ¢esitli
agac tabanli modelleri karsilagtirarak denetimli makine 6grenimi yontemleriyle analiz

yapmaktadir. Bulgular, tim modellerin benzer basar1 diizeyleri gosterdigini ve ¢oklu
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degisken kullaniminin dogrulugu artirdigini ortaya koymaktadir. Sarj altyapisinin
dikkate alindig1 bir baska ¢aligmada ise yiik tahmini ve enerji yonetimi gibi ¢esitli
sorunlarin ortaya ¢iktigi vurgulanmistir. Yazarlar calismalarinda, elektrikli ara¢ sarj
yonetimi i¢in Kisa-Uzun D6énem Hafiza (KUDH), Derin Sinir Aglar (DSA), K-En
Yakin Komsu (KEYK), Rassal Orman (RO), DVM ve karar agaglar1 gibi makine
Ogrenimi yontemleri karsilastirilmis, KUDH’nin yiik egrisini dengeleyerek voltaj
kararliligi ve enerji kaybi agisindan en iyi performansi gosterdigi bulunmustur

(Mazhar vd., 2023).

2.4 CKKV ve Makine Ogrenmesinin Birlikte Kullanimi

Bu boliimde, CKKV yontemleri ile makine 6grenmesi tekniklerinin birlikte
kullanimina yonelik literatiir incelenmekte ve bu iki yaklagimin entegrasyonuna dair
giincel egilimler degerlendirilmektedir. Liao vd. (2023), giiniimiiziin veri odakl1 bilgi
caginda cok kriterli karar verme yontemlerinin pratik uygulamalara aktarilmasinda
karsilasilan zorluklara odaklanmistir. Ozellikle biiyiik veri hacmi ve zayif veri
korelasyonlar1 gibi problemler, klasik CKKV tekniklerinin sinirlarin1 ortaya
koymaktadir. Bu baglamda, arastirmacilar makine 6grenmesi teknolojilerinin CKKV
stireclerine nasil entegre edilebilecegini kapsamli sekilde ele almistir. Yapilan
bibliyometrik analiz araciligiyla, hem makine 6grenmesi hem de CKKYV alanlarindaki
aragtirma egilimleri, one ¢ikan konular ve gelisim potansiyeli degerlendirilmistir.
Yazarlar, kriter ¢ikarimi, kriterler arasi etkilesim analizi, parametre belirleme ve
entegre ¢Oziim Uretimi gibi temel basliklarda makine 6grenmesinin katkilarini
derinlemesine incelemistir. Ayrica is yonetimi, sanayi mithendisligi, enerji yonetimi,
stirdiiriilebilir kalkinma ve afet yonetimi gibi c¢esitli uygulama alanlarinda bu
teknolojilerin nasil kullanildigr 6rneklenmistir. Liao vd. (2023), bu bulgular
dogrultusunda makine 6grenmesinin CKKYV siireclerinde sadece destekleyici degil,
ayn1 zamanda karar analizinin merkezine yerlesebilecek bir rol iistlenebilecegini ileri

surmektedir.

Makine Ogrenmesi ve ¢ok kriterli karar verme yontemlerinin entegrasyonu, son
yillarda farkli sektorlerde siniflandirma problemlerine yonelik etkili ¢oziimler
gelistirmek amaciyla yogun sekilde incelenmektedir. Kartal vd. (2016), basit
agirliklandirma, analitik hiyerarsi siireci ve VIKOR yontemleriyle yapilan ABC

analizlerini, destek vektér makineleri, yapay sinir aglar1 ve Bayes temelli
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algoritmalarla birlestirerek, ¢ok Olgiitlii envanter siniflandirmasi igin biitiinciil bir
metodoloji gelistirmistir. Biiylik dl¢ekli bir otomotiv firmasinda yapilan uygulama
calismasinda, 6zellikle DVM algoritmasinin smiflandirma dogrulugunda {istlinliik
sagladig1 ve tiim algoritmalarin dengesiz dagilim gosteren envanter verisinde basarili
sonuclar verdigi goriilmiistiir. Bu ¢alisma, CKKV ve makine 6grenmesini entegre eden

oncil uygulamalardan biri olarak 6ne ¢ikmaktadir.

Benzer bigimde Albayrak Unal ve Erkayman (2023), iiretim sektdriinde stok
kontroliine yonelik olarak AHP destekli bir ABC siniflandirma siirecini, karar agaci,
Naive Bayes, rassal orman ve SVM gibi makine 6grenimi algoritmalariyla birlestirerek
envanter yonetimi i¢in etkili bir sistem Onermistir. Elde edilen sonuclar, 6zellikle
rassal orman algoritmasinin stok siniflandirmasinda daha yiliksek performans
sundugunu gostermektedir. Roy vd. (2023) ise, envanter yonetiminde yeni iirlinlerin
siiflandirilmasi gibi zaman alici islemlerin daha hizli yapilabilmesi adina, mevcut
stoklart TOPSIS yontemiyle siniflandirdiktan sonra, yeni {iriinleri tahmin etmek igin
k-en yakin komsu ve DVM algoritmalarini kullanmistir. Yapilan karsilastirmali
deneylerde, k-en yakin komsu algoritmasi hem egitim hem test verilerinde daha
yiiksek dogruluk sergileyerek, yeni iiriin siniflandirmalarinda daha isabetli tahminler

sundugunu gostermistir.

Caligma alan1 envanter yOnetiminin Otesine gegerek, insan kaynaklari gibi farklh
baglamlara da uzanmaktadir. Chowdhury vd. (2023), ¢alisan devir oranlarini analiz
etmek amaciyla, AHP yontemiyle belirlenen kriter agirliklart dogrultusunda TOPSIS
ile ¢calisanlar1 isten ayrilma egilimlerine gore siralamis; ardindan yedi farkli makine
Ogrenmesi algoritmasini karsilagtirarak, personel sirkiilasyonunun tahmininde en
yiiksek dogruluga sahip olan algoritmanin rassal orman oldugunu rapor etmistir. Bu
yaklasim, yalmizca c¢alisan siniflandirmasinda degil, ayn1 zamanda karar verme
stirecinde hangi kriterlerin daha belirleyici oldugunu da gostermektedir. Bunlara ek
olarak, Khodabakhshi vd. (2024), 6zellikle ila¢ tasimacilig1 gibi hassas bir lojistik
alaninda, géonderim modunun (kara, hava, deniz) belirlenmesine yonelik bir model
gelistirmistir. SAW, MARCOS, TOPSIS, MULTIMOORA ve VIKOR gibi cesitli
CKKYV yontemleriyle belirlenen kriter skorlari, ardindan XGBoost, rassal orman ve
lojistik regresyon gibi algoritmalarla entegre edilerek tahminleme yapilmistir. Yapilan
degerlendirmelerde en yiiksek dogruluk XGBoost algoritmasinda elde edilmistir. Bu

arastirma, tagimacilik alaninda dogru mod sec¢iminin karmasikligin1 dikkate alarak,
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hem karar verme hem tahminleme bilesenlerini biitiinciil sekilde ele alan basarili bir

hibrit yaklagim sunmaktadir.

Bu calismalar, farkli sektorlerdeki (otomotiv, iiretim, insan kaynaklari, lojistik)
siniflandirma problemlerine odaklanarak, makine 6grenmesi ile CKKV yontemlerinin
birlikte nasil verimli sekilde kullanilabilecegini gostermekte ve bu iki yaklagimin
entegrasyonunun karar destek sistemlerine olan katkisini agik¢a ortaya koymaktadir.
Bununla birlikte, literatiirde ¢ok kriterli karar verme yontemleri ile makine 6grenmesi
algoritmalarinin birlikte kullanildig1 caligmalar bulunsa da, bu entegrasyon genellikle
genel siniflandirma problemleriyle sinirli kalmaktadir. Ozellikle sirali siniflandirmaya
dayali CKKV yaklagimlarinin, makine 0Ogrenmesine dayanan siniflandirma
algoritmalariyla biitiinlestigi ornekler oldukca smnirhidir. Bu durum, alanda hem
yontemsel hem de uygulama diizeyinde 6nemli bir aragtirma boslugu oldugunu ortaya

koymaktadir.
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3. METODOLOJI

Bu boliimde, g¢alismanin temelini olusturan yontemsel cerceve detayli bigimde
sunulmaktadir. Bu calismada, elektrikli araglara yonelik olarak veri temelli karar
verme siireclerini desteklemek amaciyla ¢ok kriterli karar verme ydntemleri ve
denetimli makine 6grenmesi algoritmalar1 bir arada kullanilmustir. ilk asamada,
calismanin uygulama alanina iligkin veriler Python tabanli veri kazima teknikleri ile
toplanmis; bu ham veriler, analiz siirecine uygun hale getirilmek {izere 6n isleme
adimlarina tabi tutulmustur. Veri setinin yapisal ozellikleri belirlendikten sonra,
gozlemlerin siniflandirilmasinda kullanilacak kategori sayisini belirlemek amaciyla
kiimeleme analizi gergeklestirilmistir. Bu noktada, k-ortalamalar ve hiyerarsik
kiimeleme gibi yontemler degerlendirilmis ve optimum kiime sayisi, i¢ tutarliligi en
yiiksek olacak sekilde secilmistir. Elde edilen kiime yapisi, TOPSIS-Sort-B
algoritmasi kullanilarak karar alternatiflerinin tercih edilebilirlik diizeylerine gore
simiflandirilmasini saglamistir. Son asamada, bu etiketler temel alinarak cesitli
siiflandirma algoritmalari ile tahminleme modelleri olusturulmus ve bu modellerin
performansi dogruluk, kesinlik, duyarlilik ve F1 skoru gibi metrikler araciligiyla
degerlendirilmistir. Bu biitiinciil yaklasim hem nicel hem de nitel 6zelliklere sahip

verilerin ¢ok boyutlu analizine olanak tanimaktadir.

Bu c¢alisma, modern veri bilimi ve karar destek sistemlerinin kesisiminde yer alan
sofistike bir metodoloji ile gergeklestirilmistir. Cok kriterli karar verme yontemleri ile
makine Ogrenmesi tekniklerini entegre eden bu nicel yaklagim, karmasik veri
kiimelerinin derinlemesine analizine olanak saglamaktadir. Temel arastirma
motivasyonu, ¢ok sayida 6znitelige sahip gozlemleri anlamli ve yorumlanabilir sirali
simiflara ayirmak ve bu siniflarin gelecekteki gozlemler icin tahmin modellerini

olusturmaktir.

Calismanin metodolojik altyapisi, birbirini mantiksal olarak takip eden sistematik
adimlarla Oriilmiistiir. Veri toplama siireci, 2025 yilinda giincel elektrikli arag
verilerinin kapsamli bir web kazima islemi ile EVDatabase (EVDatabase, 2025)

platformundan elde edilmesiyle baglamistir. Bu veri toplama yaklasimi, anlik ve
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giincel bilgilerin analizine imkan saglarken, ayn1 zamanda genis 6lgekli bir veri setinin
olusturulmasina katkida bulunmustur. Toplanan veriler {izerinde ilk analitik adim
olarak kiimeleme analizi uygulanmis, bu sayede ham veriler igerisindeki ortiik
oriintiiler ve istatistiksel benzerlikler ortaya c¢ikarilmaya calisilmistir. Ardindan
kiimeleme analizi ile bu verilerden kag farkli grup oldugu kestirilmeye ¢aligilmstir.
Bu gruplar, yalnizca istatistiksel benzerlik tizerinden degil, ayn1 zamanda karar verme

baglaminda “tercih edilebilirlik diizeyleri’ne gore de yeniden anlamlandirilmistir.

Kiimeleme sonras1 agamada, her bir gézlem bir tercih sinifina atanmis ve bu islemde
TOPSIS-Sort-B yontemi kullanilmigtir. Boylece gozlemler, ¢ok kriterli degerlendirme
sonucu elde edilen puanlara gore yiliksek, orta veya diisiik tercih edilebilirlik
diizeylerine gore etiketlenmistir. Bu etiketler, calismanin siiflandirma evresine veri

hazirlig1 niteligi tasimaktadir.

Calismanin smiflandirma evresinde, farkli makine 6grenmesi algoritmalar1 stratejik
olarak kullanilmistir. Yapay sinir aglari, karar agaclari, lojistik regresyon, destek
vektor makineleri, k-en yakin komsu ve Naive Bayes gibi denetimli 6grenme
teknikleri, onceki agsamada olusturulan kategorilerin tahmin performansini optimize
etmek amaciyla devreye sokulmustur. Bu yaklagim, yalnizca mevcut veri setinin
analizini degil, aym1 zamanda gelecekteki benzer veri kiimelerinin de
yorumlanabilirligini artirmay1 hedeflemektedir. Sekil 3.1°de ¢alismanin metodolojik

alt yapis1 6zetlenmistir.

Metodolojinin bilimsel ve pratik agidan 6nemi, biiyiik 6lgekli veri kiimelerinin gok
boyutlu analizine sagladig1 sistematik yaklasimdan gelmektedir. Calisma, karar destek
sistemlerinin gelistirilmesine metodolojik bir katki sunmanin yani sira, elektrikli arag
ekosistemi gibi hizla degisen teknolojik alanlarda veri temelli i¢goriiler elde
edilmesine de olanak tanimaktadir. Arastirmanin en dikkat ¢ekici yonlerinden biri,
farkli disiplinlerden analitik tekniklerin (veri madenciligi, ¢cok kriterli karar verme,
makine 0grenmesi) entegre bir sekilde kullanilmasidir. Bu disiplinleraras: yaklasim,
salt istatistiksel analizin Otesine gegerek, verilerdeki anlamsal oOriintiilerin
kesfedilmesini ve yorumlanmasini sagladigi gibi, yeni gozlemlerin tahminine de

imkan tanimaktadir.
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Sekil 3.1: Onerilen Metodolojinin Adimlari

3.1 Veri Seti ve Ozellikleri

Bu calismada kullanilan veri seti, ev-database.org adresinden (EVDatabase, 2025)
web kazima yontemiyle elde edilmistir. S6z konusu veri tabani, diinya genelinde
piyasaya sunulan 4007n iizerindeki elektrikli araca iliskin kapsamli bilgiler
sunmaktadir. Araglara dair veriler arasinda satig fiyati, batarya kapasitesi, menzil,
hizlanma siiresi, maksimum hiz, kargo hacmi ve ara¢ segmenti gibi hem teknik hem
de ticari 6zellikler yer almaktadir. Bu sayede, elektrikli ara¢ pazarina dair ¢ok boyutlu

bir analiz yapilabilmesi miimkiin hale gelmektedir. Elde edilen bu veri, ¢alismanin

temel analiz asamalarina girdi olarak kullanilmistir.

2
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3.1.1 Kullanilan degiskenler

flgili veri seti olusturulurken, ev-database.org adresinde (EVDatabase, 2025)
listelenen tiim araglar detayli bir bicimde incelenmis ve analiz agisindan en tutarli ve
yaygin sekilde bulunan degiskenler se¢ilmistir. Ornegin bazi araglara ait sayfalarda
giivenlik puani ya da siiriicii destek sistemlerine dair bilgiler yer alirken, bu tiir veriler
cok smirli sayida modele 6zgii oldugu i¢in analiz disinda birakilmistir. Ayni sekilde,
yalnizca bazi ticari araglarda bulunan c¢ekici gibi spesifik teknik donanimlara dair
bilgiler de evrensel olarak karsilastirilabilir bir nitelik tasimadigindan elenmistir. Bu
filtreleme siirecinde temel ilke, miimkiin oldugunca her aracta bulunan ve anlamli bir

karsilastirma yapilmasint miimkiin kilacak ortak 6z niteliklerin toplanmasi olmustur.

Bu secici yaklasimla birlikte, araglara iligkin toplam 100 adet degisken elde edilmistir.
Bu degiskenlerin 6nemli bir kismi sayisal olup; Ornegin aracin menzili (km),
maksimum hiz1 (km/s), 0—100 km/s hizlanma siiresi (saniye), doniis ¢cap1 (metre), satis
fiyat1 (Euro, USD ve Sterlin), koltuk sayisi, boyutlar (uzunluk, genislik, yiikseklik),
batarya kapasitesi, enerji tikketimi (kWh/100km), bu tiiketimin esdeger benzin karsilig
(litre/100km), batarya garantisinin siiresi (yil) ve garanti kapsaminda verilen toplam
menzil (km) gibi degiskenleri kapsamaktadir. Buna ek olarak, bazi1 6zellikler kategorik
yapidadir: aracin aktarma tipi (6nden ¢ekisli, arkadan itisli, dort ¢ceker), 1s1 pompasi
destegi olup olmadigi, oto sarj destegi (plug & charge) mevcudiyeti ve aracin 6zel bir
elektrikli ara¢ platformunda tasarlanip tasarlanmadigi gibi bilgiler bu gruba
girmektedir. Kategorik veriler baglangigta ilgili web sitesinde goziiktiigli sekilde elde
edilmistir. Bu cesitlilik sayesinde, hem teknik hem de yapisal boyutta ¢ok boyutlu

analizler yapilabilmesi miimkiin hale gelmistir.

3.1.2 Veri on isleme

Veri 6n isleme, makine Ogrenmesi uygulamalarinda modelleme siirecinin temel
adimlarindan biridir. Gergek diinya verileri ¢ogunlukla eksik, tutarsiz ya da giirtiltiilii
yapida oldugundan, dogrudan analize uygun degildir. Bu nedenle, verinin
temizlenmesi, doniistiiriilmesi ve analiz i¢in elverisli hale getirilmesi gerekmektedir.
On isleme siireci; eksik degerlerin ydnetimi, aykiri gozlemlerin belirlenmesi,
normalizasyon veya standardizasyon gibi doniisiimler, kategorik degiskenlerin
kodlanmasi ve gerektiginde boyut indirgeme gibi adimlari igerir. Tiim bu islemler, veri

setinin kalitesini artirarak hem algoritmalarin dogrulugunu yiikseltmekte hem de
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modelin daha hizli ve stabil ¢alismasina olanak tanimaktadir. Bu baglamda, 6zellikle
0z niteliklerin dikkatle se¢ilmesi ve homojenlestirilmesi, smiflandirma ya da
regresyon gibi gorevlerde model performansini dogrudan etkileyen kritik bir adimdir
(Garcia vd., 2015; Endel ve Piringer, 2015; Alasadi ve Bahaya, 2017; Hameed ve
Naumann, 2020).

Makine 6grenmesi ve CKKV modellerinde ¢ok sayida degiskenin kullanilmasi, bazi
bagimsiz degiskenler arasinda yiiksek diizeyde korelasyon bulunmasina yol agabilir.
Bu durum, ¢oklu dogrusallik olarak tanimlanmakta olup, modelin tahmin
performansini olumsuz etkileyebilir ¢linkii degiskenlerin hedef degisken tlizerindeki
bireysel etkileri ayirt edilemez hale gelir. Coklu dogrusallik genellikle varyans
enflasyon faktorii (VEF) ile tespit edilir ve VEF degerinin 5’in iizerinde olmasi bu
sorunun varligina isaret eder. Bu durumda, yiiksek korelasyon gosteren degiskenlerden
birinin modelden ¢ikarilmasi, modelin dogrulugu ve kararlilig1 agisindan onerilen bir
yontemdir. Ozellikle yiiksek boyutlu veri setlerinde, bu tiir degiskenlerin ayiklanmasi

modelin yorumlanabilirligini de artirir (Peeri et al., 2020).

Ote yandan, makine Ogrenmesi algoritmalarinda kategorik —degiskenlerin
modellenebilmesi i¢in bu degiskenlerin uygun bir sekilde sayisal formatlara
dontstiiriilmesi gerekmektedir. Bu doniisiim islemi, kategorik kodlama olarak
adlandirilir ve yaygin olarak kullanilan yontemlerden biri de tekil kodlamadir (one-hot
encoding). Tekil kodlama, her kategori icin ayr1 bir ikili (binary) siitun olusturarak,
kategorik verilerin algoritmalar tarafindan islenebilir hale getirilmesini saglar. Bu
yontem, 6zellikle kategoriler arasinda dogal bir siralama olmadiginda tercih edilmekte
ve modelin 6grenme siirecine anlamli katki sunmaktadir. Ancak tekil kodlama, ¢ok
fazla kategorisi olan degiskenlerde veri setinin boyutunu Onemli dlglide
artirabileceginden, dikkatli kullanilmalidir. Yine de, bu yontem siiflar arasi iliskiyi
bozmadig1 ve dogrusal modellerle uyumlu oldugu i¢in ¢alismalarda siklikla tercih
edilmektedir (Seger, 2018; Cerda vd., 2018).

Makine oOgrenmesi uygulamalarinda oOzellikle sayisal verilerle c¢alisilirken
standardizasyon ve normalizasyon islemleri, modelin dogrulugu ve kararlilig
acisindan kritik 6neme sahiptir. Bu islemler, farkli dlgeklerdeki degiskenlerin ayni
diizleme tasinmasini saglayarak modelin herhangi bir degiskene orantisiz sekilde
agirlik vermesinin Oniine geger. Standardizasyon, verilerin ortalamasinin sifir, standart

sapmasinin ise bir olacak sekilde yeniden dl¢eklendirilmesidir ve genellikle dagilimin
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normal kabul edildigi durumlarda tercih edilir. Buna karsin normalizasyon, verileri
genellikle [0, 1] araligmna sikistirarak Ozellikle mesafeye dayali algoritmalarda
(6rnegin k-en yakin komsu ve k-ortalamalar) daha saglikli sonuglar alinmasini saglar.
Ozellikle boyutlar1 ve birimleri farkli olan degiskenlerin birlikte kullanildig
modellerde bu doniisiimler yapilmadiginda, biiyiik ol¢ekli degiskenler kiiciik dlgekli
olanlar1 baskilayabilir ve model performansim1 olumsuz yonde etkileyebilir. Bu
nedenle 6n igleme siirecinde sayisal degiskenlerin uygun yontemlerle doniistiiriilmesi,
Ogrenme algoritmalarinin daha dogru ve dengeli ¢alismasi agisindan elzemdir (Ali vd.,

2014; Gal ve Rubinfeld, 2019).

Gergek diinya verileri ¢ogu zaman eksik veya tamamlanmamis olabilir. Bu durum,
analizlerin dogrulugunu ve makine 6grenmesi modellerinin performansini olumsuz
etkileyebileceginden, eksik verilerin yonetimi veri 6n isleme siirecinin en 6nemli
adimlarindan biri olarak kabul edilmektedir. Eksik degerlerin yerine koyulmasi, eksik
gozlemleri veri setinden tamamen c¢ikarmak yerine, uygun istatistiksel ya da
o0grenmeye dayali yontemlerle doldurmay1 amaglar. Bu islem, hem veri kaybini azaltir
hem de analizdeki yanliligi minimize eder. Literatiirde en sik kullanilan yontemler
arasinda ortalama, medyan veya mod gibi tek degiskene dayali yerlestirmeler yer
alirken; daha gelismis teknikler arasinda k-en yakin komsu imputasyonu, regresyona
dayali tahminleme ve coklu imputasyon yontemleri bulunmaktadir. Eksik veri
oraninin diisiik oldugu durumlarda basit istatistiksel yontemler yeterli olabilse de,
eksiklik sistematik bir yapiya sahipse daha sofistike yontemlerin kullanilmasi
onerilmektedir. Bu baglamda, eksik verilerin etkili bigimde ele alinmasi, hem modelin
genel dogrulugu hem de ¢iktinin glivenilirligi agisindan kritik bir 6n kosuldur (Lin ve

Tsai, 2020; Emmanuel vd., 2021; Adhikari vd., 2022).

3.2 Kiimeleme ile Stmif Sayisinin Belirlenmesi

Veri setinde ka¢ farkli simif ya da grup bulundugunu onceden bilmedigimiz
durumlarda, kiimeleme yontemleri siif sayisin1 belirlemek icin etkili bir ara¢ sunar.
Bu siirecte amag, benzer 6zelliklere sahip gozlemleri gruplayarak yapisal Oriintiileri
ortaya c¢ikarmaktir. Elde edilen kiimeler, daha sonra yapilacak siniflandirma veya
etiketleme islemleri i¢in temel bir referans olusturabilir. Bu boliimde, simif sayisinin

belirlenmesi amaciyla uygulanan kiimeleme yaklagimlarina yer verilecektir.
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3.2.1 Kiimeleme yontemleri

Veri biliminin temel analiz araglarindan biri olan kiimeleme algoritmalari, karmasik
veri kiimelerindeki gizli oriintiilerin ve gruplarin kesfedilmesine olanak saglayan
onemli bir metodolojik yaklasimdir (Estivill-Castro, 2000). Bu algoritmalarin
temelinde, heterojen veri setlerini anlamli ve homojen alt gruplara ayirma amaci yatar.
Kiimeleme siirecinin 6zgiinliigii, "kiime" kavraminin net bir taniminin olmamasindan
kaynaklanmakta ve bu durum arastirmacilara farkli yaklasimlar gelistirme imkani

sunmaktadir (Rokach ve Maimon, 2005).

Kiimeleme algoritmalari, veri bilimi literatiiriinde ¢esitli siniflandirma yaklasimlariyla
karsimiza ¢ikmaktadir. Fraley ve Raftery (1998), bu algoritmalari temel olarak
hiyerarsik ve boliinmeli yontemler olarak ikiye ayirirken, Han (2009) daha kapsamli
bir siniflandirma yaparak algoritmalar1 boliinmeli algoritmalar, yogunluk esash
yaklasimlar, olasiliksal model tabanli kiimeleme ve 1zgara esash yontemler gibi alt

kategorilere ayirmistir.

Hiyerarsik kiimeleme algoritmalari, veri nesnelerini i¢ ice gecmis bir yapida
gruplandiran iki temel stratejiye sahiptir. Birlestirici (agglomerative) yaklasimda, her
bir veri noktas1 baslangicta kendi kiimesini olusturur ve ardindan benzerlik diizeylerine
gore daha biiyiik kiimeler olusturulur. Boliicii (divisive) yaklasimda ise tiim veriler tek
bir kiimede baslar ve ardindan giderek daha kiiciik alt kiimelere ayrilir (Jain vd., 1999).
Kiimeleme siirecinin gorsel temsili olan dendrogram, bu algoritmalarin en 6nemli
ciktilarindan biridir. Dendrogram, veri nesnelerinin birbirleriyle olan iliskilerini ve
benzerlik diizeylerini hiyerarsik bir sema iizerinde gosterir. Arastirmacilar,
dendrogramdan istenen benzerlik seviyesinde kesit alarak farkli kiimeleme yapilar

elde edebilmektedir (Rokach ve Maimon, 2005; Madhulatha, 2012).

Hiyerarsik kiimeleme siirecinde kiimeler aras1 mesafelerin hesaplanmasinda kullanilan
baglant1 (linkage) yontemleri belirleyicidir. Ornegin, tek baglanti (single linkage)

yontemi, iki kiime arasindaki en yakin nokta ¢iftinin mesafesini esas alir:
Dsingle (A, B) = xel:fll,iynEB d(x' y) (31)

Buna karsilik, tam baglanti (complete linkage) en uzak nokta ¢iftine odaklanir:

Dcomplete (A,B) = max d(x, y) (32)

X€EA, YEB
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Ortalama baglant1 (average linkage) yonteminde ise tiim nokta ciftleri arasindaki

ortalama mesafe hesaplanir:
1
Daverage(A'B) = [Al|B] Yixea ZyEB d(x, y) (3.3)

Daha gelismis bir yontem olan Ward yontemi, kiimelerin birlesmesiyle olusan toplam

i¢ varyans artisini minimize etmeye ¢alisir. Bu yontemde mesafe su sekilde hesaplanir:

|A]|B|
Dy.a(A,B) = Al IE] la — pgl? (3.4)

Burada pa ve ug, sirasiyla kiime A ve B’nin merkezleridir. Hiyerarsik kiimeleme
algoritmalarinin en 6nemli avantaj1 farkli kiime yapilarini kesfetmeye olanak taniyan
esnekligidir. Ancak biiylik veri setlerinde yiiksek hesaplama maliyeti ve geri izleme
yeteneginin smirliligr gibi dezavantajlart da bulunmaktadir (Rokach ve Maimon,

2005).

Boliimleme algoritmalari, veri biliminde kiimeleme analizinin bir diger 6nemli alt
dalini  olusturmaktadir. Bu  algoritmalarin  temel yaklasimi, baslangig
konumlandirmasindan hareketle veri Orneklerini farkli kiimeler arasinda yeniden
konumlandirmaktir (Selim ve Ismail, 1984). Kiime sayisinin 6nceden kullanici
tarafindan belirlenmesi gereken bu yontemler, kiimeleme analizinde yaygin olarak

kullanilan yaklasimlardan biridir.

K-ortalamalar algoritmasi, boliimleme algoritmalarinin en popliler ve yaygin
kullanilan 6rnegidir. Algoritma, veri kiimesini 6nceden belirlenen kkk sayida kiimeye
ayirarak, her bir kiimenin merkezini hesaplar ve veri noktalarini bu merkezlere olan
uzakliklarina gore gruplandirir (Dhillon ve Modha, 2001). Her iterasyonda, 6nce tiim

gozlemler en yakin kiime merkezine atanir:
¢; = argmin | x; — ;2 (35)
J

Burada xi, i. gézlemi, y;j ise j. kiimenin merkezini temsil etmektedir. Atama isleminden

sonra, her kiime i¢in merkez noktas1 (centroid) yeniden hesaplanir:
1
Ky = |C—j|2xiecj X (3.6)

Bu iki adim, belirli bir durdurma kriteri saglanana kadar iteratif olarak tekrarlanir.

Genellikle algoritma, kiime merkezleri artik degismediginde sonlandirilir:

dur @Y =4 vjeq, .. k) (3.7)
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K-ortalamalar algoritmasinin temel hedefi, kiimeler i¢indeki veri noktalarinin kiime
merkezlerine olan toplam kare uzakligin1 minimize etmektir. Bu optimizasyon hedefi

su sekilde ifade edilir:
argmin Yoy Biec, 1 — 1l (3.8)

Yani amag, kiime i¢i homojenligi maksimize etmektir. K-ortalamalar algoritmasinin
hesaplama karmagikliginin dogrusal olmasi, biiyiik veri setlerinde bile etkin ve hizli

bicimde calismasini saglamaktadir (Rokach ve Maimon, 2005; Saputra vd., 2020).

Bununla birlikte, algoritmanin bazi énemli sinirlamalar1 bulunmaktadir. Baslangi¢
kiime merkezlerinin se¢imi sonugclar1 ciddi sekilde etkileyebilmekte, giiriiltiilii veriler
ve aykir1 degerler algoritmanin performansini diisiirebilmektedir. Ayrica, algoritma
yalnizca sayisal verilerle cgaligabilmekte ve kiime sayisinin 6nceden bilinmesini

gerektirmektedir (Rokach ve Maimon, 2005).

3.2.2 Optimum kiime sayisinin belirlenmesi

Kiimeleme algoritmalarinin en kritik asamalarindan biri, analiz edilecek veri setinin
optimal kiime sayisinin belirlenmesidir. Birgok kiimeleme algoritmasi, ¢alistirilmadan
once kiime sayisinin 6nceden tanimlanmasini gerektirir. Bu zorluk, arastirmacilar i¢in

onemli bir analitik problem olusturmaktadir.

Kiimeleme algoritmalarinda i¢ degerlendirme ol¢iitleri, kiime kalitesini belirlemede
kritik bir rol oynar. Bu yaklasimlar, kiime i¢i yakinlik ve kiimeler arasi farklilik olmak
tizere iki temel parametreyi inceler. Kiime i¢i yakinlik, ayni kiimede yer alan veri
noktalarinin birbirine benzerligini; kiimeler arasi ayrim ise farkli kiimeler arasindaki

mesafeyi Olcer (Saputra vd., 2020).

Kiime sayisin1 belirlemeye yonelik temel yaklasimlardan biri dirsek yontemi olarak
bilinir. Bu yontemde, kiime sayisina karsilik gelen varyans aciklama yiizdesi grafige
dokiiliir. Grafikteki kirilma noktas: (dirsek), optimal kiime sayisini isaret eder. Ik
kiimeler ¢ok bilgi eklerken, belirli bir noktadan sonra ek kiimelerin marjinal katkis1
belirgin sekilde azalir ve bu katkinin azalma hizinin azaldig1 nokta, optimal kiime
sayist olarak degerlendirilir. Alternatif olarak, bilgi kriterleri de kiime sayisinin
belirlenmesinde kullanilir. Akaike Bilgi Kriteri (AIC), Bayezyen Bilgi Kriteri (BIC)

ve Sapma Bilgi Kriteri (DIC) gibi istatistiksel yontemler, kiimeleme modellerinin
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karmagikligint ve uyumunu degerlendirerek optimal kiime sayisin1 tahmin etmeye

calisir (Madhulatha, 2012; Humaira ve Rasyidah, 2020).

Siluet Yontemi (Silhouette Method) ise hem kiime i¢i yakinligi hem de kiimeler arasi
ayrimi birlikte dikkate alir. Siluet katsayisi, her bir veri noktasinin kendi kiimesi
icindeki ortalama mesafesi ile en yakin farkli kiimeye olan ortalama mesafesi
arasindaki iliskiyi Olger. iii indeksli bir veri noktasi i¢in siluet katsayis1 asagidaki

sekilde hesaplanir:

N bM-a@d)
S(l) " max{a(i),b(i)} (3'9)

Burada:

a(i), i noktasi ile ayn1 kiimedeki diger noktalar arasindaki ortalama mesafeyi, b(i) ise i
noktasinin en yakin farklt kiimedeki noktalarla olan ortalama mesafesini

gostermektedir.

Siluet katsayis1 -1 ile +1 arasinda bir deger alir. Bu degerin yiiksek olmasi, veri
noktasinin bulundugu kiimeye iyi oturdugunu ve diger kiimelerden uzak oldugunu
gosterir. Grafik lizerinde kiime sayisina karsilik siluet katsayilari ¢izilerek en ytliksek

degere sahip olan kiime sayis1 optimal kiime sayisi olarak secilir (Saputra vd., 2020).

Hiyerarsik kiimeleme algoritmalarinda ise dendrogramdaki esik degerleri ve
kiimelerin yasam siireleri dikkate alinir. Genel bir kural olarak, maksimum yasam

siiresine sahip dendrogramdan kesit alinarak kiime sayisi belirlenir (Madhulatha,

2012).

3.3 TOPSIS-Sort-B ile Etiketleme

TOPSIS-Sort-B, cok kriterli karar verme yaklagimlarindan biri olan klasik TOPSIS
yonteminin, sirali siniflandirma problemlerine uyarlanmis yeniden yapilandirilmis bir
versiyonudur. Bu yontem, her alternatifin ideal ve anti-ideal ¢éziimlere olan goreli
yakinlik degerini esas alarak, alternatifleri dnceden tanimlanmis siiflardan birine
atamayr miimkiin kilar. Boylece karar verici yalnizca alternatifler arasinda goreli
istlinliik belirlemekle kalmaz, ayn1 zamanda her bir alternatifi belirli sirali smiflar
(0rnegin; yiiksek, orta ve diisiik gibi) altinda gruplandirabilir (Lopez vd., 2023; Zhang
ve Li, 2023).

34



Yontemin uygulanabilmesi i¢in oncelikle alternatifleri temsil eden ¢ok kriterli karar
matrisinin olusturulmasi gereklidir. Bu matris, her alternatifin her kritere iligkin nicel

degerlendirmelerini igerir:
X=[x;] (=1..mj=1,.,n) (3.10)

Farkli ol¢eklerdeki kriter degerlerini karsilagtirilabilir hale getirmek igin
normalizasyon islemi uygulanir. Normalizasyon genellikle min-maks yontemi ya da
vektorel norm esasli yontemlerle gergeklestirilir. Min-maks normalizasyon formiilleri
su sekildedir:

Fayda kriterleri igin:

x;j—min(x;)

Tij = max(x;)-min(x;)

(3.11)

Maliyet kriterleri i¢in:

ma x(x;)—x;;

max(x;)-min(x;)

Ardindan, her bir kriterin fayda (maksimizasyon) ya da maliyet (minimizasyon)
tiiriinde olup olmadigina gore ideal ve anti-ideal ¢oziimler belirlenir. Fayda kriterleri
i¢in ideal deger maksimum, maliyet kriterleri i¢in ise minimum degerdir; anti-ideal

degerler bu durumun tersidir:
Ideal ¢oziim (a*):
= {max(vi;) | j € Jrayaa; min(v;;) | j € Jinaiyer } (3.13)
Anti-ideal ¢6ziim (a"):
a” ={min(v;;) | j € Jayay max(vi;) | j € Jmatiyet } (3.14)

Alternatiflerin ideal ve anti-ideal ¢6ziimlere olan uzakliklari hesaplandiktan sonra, her

bir alternatifin goreli yakinlik skoru elde edilir:

Ideal uzaklik:

Jz _(vij — ; ) (3.15)

35



Anti-ideal uzaklik:

_ \2
Dy = \/Z?=1(vij — Y ) (3.16)
Goreli yakinlik skoru:
Dy
Ci =3 (3.17)

Bu skor, alternatifin ideal ¢6ziime ne kadar yakin oldugunu ifade eder ve genellikle 0
ile 1 arasinda bir deger alir. Klasik TOPSIS yonteminde bu degerler siralama amaciyla
kullanilirken, TOPSIS-Sort-B yaklasiminda bu degerler smiflandirma amaciyla

yorumlanir.

Alternatiflerin smiflandirilabilmesi i¢in goreli yakinlik degerlerinin belirli sinif
araliklan ile eslestirilmesi gerekir. Bu noktada sinif esiklerinin nasil belirlenecegi
onemli bir metodolojik karardir. Oznel siiflandirmalar yerine veriye dayali bir
yaklagim tercih edildiginde, yakinlik degerlerinin dagilimina gore istatistiksel esikler
kullanilabilir. Ornegin, birinci ve iigiincii ceyrek degerler (Q1 ve Q3) smif simirlart

olarak belirlendiginde, alternatifler asagidaki gibi kategorilere ayrilabilir:

C<Q (3.18)
Q:=(; <Qs (3.19)
Ci = Q3 (3.20)

Bu tiir ¢ceyrek temelli esikleme, verinin yapisina duyarli ve nesnel bir siniflandirma

saglar (Lopez vd., 2023; Zhang ve Li, 2023; Zhang vd., 2024).

TOPSIS-Sort-B, ozellikle ¢ok sayida alternatifin degerlendirildigi durumlarda karar
vericinin biligsel yiikiinii azaltan, daha 6zet ve yorumlanabilir bir ¢ikt1 liretme olanagi
sunar. Siralama temelli yontemlerin sundugu detayli ayrimlar yerine, belirli etiketlere
dayali gruplamalar saglayarak, karar siireclerini daha sistematik hale getirir. Bu
yoniiyle, karar verme silirecinde hem nicel hem de nitel degerlendirme imkani sunan

esnek bir metodolojik arag olarak degerlendirilmektedir.

3.4 Siiflandirma Algoritmalari ile Modelleme

Bu boliimde, veri kiimesinde yer alan alternatiflerin 6nceden tanimlanmis kategorilere

atanabilmesi amaciyla kullanilan siniflandirma algoritmalarina odaklanilmistir. Cok
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kriterli karar verme siirecinde sayisal ¢iktilarin anlamli etiketlerle ifade edilmesi,
yorumlanabilirlik agisindan Onemli bir avantaj saglamaktadir. Bu dogrultuda,
TOPSIS-Sort-B gibi yontemlerle elde edilen etiketler, denetimli makine 6grenmesi
modelleri i¢in zemin olusturmaktadir. Asagida, bu doniisiimiin yontemsel altyapisi ve

smiflandirma algoritmalart ile kurulan modellerin genel gercevesi sunulmaktadir.

3.4.1 Egitim-Test verisi ayrimi

Smiflandirma modellerinin giivenilirligini degerlendirmek amaciyla, veri kiimesi
genellikle egitim ve test olmak iizere iki ayri alt kiimeye ayrilir. Bu ayrim, modelin
yalnizca O0grenilen verilere degil, daha 6nce hi¢ gdrmedigi orneklere karst da genel
performansini ortaya koymayi amaglar. En yaygin yaklasim olan rastgele bolme, veri
kiimesinden belirli bir oranda 6rneklemin test setine, geri kalaninin ise egitim setine
atanmasini icerir. Uygulamada siklikla %80 egitim ve %20 test orani tercih edilmekle
birlikte, %70-%30, %60-%40 ya da %50-50 gibi oranlar da kullanilmaktadir. Hatta,
cok biiylik veri setleri i¢in olabildigince biiyiik (yani %99 ve iizeri oranda) egitim
verisinin kullanilmasi 6nerilmektedir. Bu oranlarin se¢imi genellikle deneyime ya da
problem baglamina dayanir; literatiirde oranlarin optimal degerine dair net bir goriis

birligi bulunmamaktadir (Joseph, 2022).

3.4.2 Kullanilan simflandirma yontemleri

Siniflandirma, denetimli 6grenme kapsaminda yer alan temel bir yaklasimdir ve
gbzlemlerin Oonceden tanimlanmis kategorilere (etiketlere) atanmasini amaglar. Bu
yontemler, verideki 6zniteliklere dayali olarak gozlemlerin hangi sinifa ait oldugunu
tahmin etmeye calisir. Gerekli olan model, genellikle etiketli veri seti {izerinden
Ogrenilerek egitilir ve daha sonra etiketlenmemis yeni veriler lizerinde tahmin islemi
gergeklestirilir. Bu dogrultuda kullanilan siniflandirma algoritmalari, problemin
dogasina, veri yapisina ve hedeflenen dogruluk diizeyine bagli olarak cesitlilik

gosterebilir (Alnuaimi ve Albaldawi, 2024).

Bu calismada kullanilan yontemlerden biri olan Naive Bayes algoritmasi, Bayes
Teoremi’ne dayali olasiliksal bir siniflandirma teknigidir. Algoritmanin temelinde, her
smif icin kosullu olasiliklarin hesaplanmasi ve bir gdzlemin en yiiksek olasilikla ait
oldugu sinifin belirlenmesi yatar. Naive Bayes’in “naive” olarak adlandirilmasiin
nedeni, tim Ozniteliklerin birbirinden bagimsiz oldugu varsayimidir. Gergekte bu

varsayim ¢ogu zaman saglanmasa da, algoritma 6zellikle metin siniflandirma, spam
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filtreleme ve duygu analizi gibi pek ¢ok wuygulamada yiiksek performans

gostermektedir. Modelin temel formiilii Bayes teoremiyle ifade edilir:

n p(x:|C
P(Cy | x) = R Pl (3.21)

Burada Ck siniflardan birini, X=(X1,X2,...,Xn) ise gdzlem vektoriinii temsil eder. Naive
Bayes, hem siirekli hem de kategorik verilerle ¢alisabilme, hizli modelleme siireci ve
diisiik hesaplama maliyeti gibi 6nemli avantajlara sahiptir. Ancak, Oznitelikler
arasinda yiiksek korelasyon bulunmasi durumunda performansinin azalabilecegi,
ayrica sifir kosullu olasilik problemlerinde Laplace diizeltmesi gibi yontemlerin
kullanilmas1 gerektigi vurgulanmaktadir. Tiim bu 6zellikleriyle Naive Bayes, 6zellikle
yiiksek boyutlu ve giiriiltiilii veri setlerinde sade ama etkili bir siniflandirma yaklasimi
olarak tercih edilmektedir (Jadhav ve Channe, 2016; Ray, 2019; Alnuaimi ve
Albaldawi, 2024).

Karar agaci algoritmalari, simiflandirma problemlerine yonelik en erken ve etkili
gbzetimli dgrenme yodntemlerinden biridir. Istatistik, veri madenciligi ve makine
Ogrenmesi gibi alanlarda yaygin olarak kullanilan karar agaclari, wverileri
siiflandirmak icin gorsel olarak anlasilir, dallanmis bir yap1 sunar ve bdylelikle
yorumlanabilirlik agisindan avantajli modellerdir. Her bir i¢ diigiim, belirli bir 6zellige
dayal1 karar fonksiyonunu degerlendirerek hangi alt diigiime gidilecegini belirlerken;
yaprak diigiimler, veri noktalarinin ait oldugu siniflar1 temsil eder. Kok diigiim, veri
setindeki en 1yi ayirt edici 6zelligi ifade eder ve veri, bu kokten baglayarak yukaridan
asagiya dogru bir rota izleyerek siniflandirilir. Agaglar, gereksiz dallanmalar1 6nlemek
ve asir1 0grenmeyi azaltmak i¢in budanabilir. Karar agaci algoritmalar1 hem kategorik
hem de sayisal verilerle calisabilir; giiriiltiilii verilere kars1t dayanikli olup eksik
verilerle de basa ¢ikabilir. Modelde bolme noktalari, bilgi kazanci 6lgiitii gibi kriterlere

gore secilir. Bilgi kazanci, entropi farki olarak hesaplanir:
I1G(D,A) = Entropi(D) — ZUEValueS(A)%Entropi(Dv) (3.22)
Burada entropi, veri setindeki belirsizligi 6lger ve su sekilde tanimlanir:
Entropi(D) = — Y7, piInp; (3.23)

Bu denklemler sayesinde, karar agaci algoritmalar1 veri setindeki en uygun boliinme
noktalarin1 belirleyerek siniflandirma performansini artirir. Ancak asir1 dallanma ve

karmasiklik modelin genellenebilirligini olumsuz etkileyebilir. Karar agaclari finansal
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fiyatlandirma, saglik tehditlerinin tanimlanmasi ve desen tanima gibi bir¢ok alanda
etkin bigimde kullanilmaktadir (Jadhav ve Channe, 2016; Ray, 2019; Kalcheva vd.,
2020; Alnuaimi ve Albaldawi, 2024).

Lojistik regresyon, siiflandirma problemlerini ¢6zmek i¢in yaygin olarak kullanilan,
dogrusal regresyonun genellestirilmis bir versiyonudur ve 6zellikle gozetimli 6grenme
yontemlerinde tercih edilir. Stirekli ¢ikti1 {iretmek yerine, bir olayin gerceklesip
ger¢eklesmedigini belirten ikili sonuglar tretir. Lojistik regresyon modeli, bir
gbzlemin belirli bir siifa ait olma olasiligin1 tahmin etmek i¢in sigmoid (lojistik)

fonksiyonu kullanir:

1
1+e—(BotB1x1+B2x++Bpxp)

P(y=1|x) =

(3.24)

Burada, x = (X1, X2,...., Xp) bagimsiz degiskenler vektori, Bo sabit terim ve B1, Ba,.....,
Bp regresyon katsayilaridir. Sigmoid fonksiyonun ¢iktist O ile 1 arasinda bir olasilik
degeri verir ve bu deger belirlenen esik (genellikle 0.5) kullanilarak sinif etiketine

dontstiiriliir.
Model, logit doniisiimii kullanarak dogrusal regresyon modeline doniistiiriiliir:

=1
log (%) = Bot Prxy+ Boxa + o+ Bpxp (3.25)

Burada, sol taraftaki ifade log-odds ya da logit fonksiyonu olarak adlandirilir.

Lojistik regresyon hem kategorik hem de sayisal verilerle calisabilir ve 6zellikle hedef
degisken ile aciklayici degiskenler arasindaki iliskiyi modellemek i¢in uygundur. Basit
uygulanabilirligi, diisiik hesaplama maliyeti, yorumlanabilirligi ve kolay
giincellenebilir yapis1 onemli avantajlarindandir. Ancak, yalnizca dogrusal sinirlarla
ayrilabilen verilerde etkili olmasi, eksik veri veya degiskenler arasi bagimhilik gibi
durumlarda performansinin diismesi dnemli sinirlamalarindandir. Lojistik regresyon;
hastalik riski tahmini, hava durumu 6ngoriisii, oy verme davranisi ve miithendislikte
ari1za olasilig1 hesaplamalarinda yaygin sekilde uygulanmaktadir. Ayrica, ikili, ¢oklu
(multinomial) ve siral1 lojistik regresyon olmak tizere ti¢ farkl tiirii vardir (Ray, 2019;

Alnuaimi ve Albaldawi, 2024).

K-En Yakin Komsu (KEYK) algoritmasi, yeni bir veri noktasini siniflandirmak i¢in
mevcut veri noktalarina olan benzerligini -genellikle Oklid uzaklig: gibi metriklerle-

hesaplayan, gozetimli 6grenmede yaygin olarak kullanilan basit ve etkili bir
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yontemdir. KEYK algoritmasinda, test verisi XXX i¢in egitim veri setindeki tiim
noktalarla olan uzakliklar hesaplanir ve bu uzakliklara gore en yakin kkk komsu
secilir. Bu komsularin siif etiketlerine gore ¢ogunluk oylamasi yapilarak yeni veri

noktasinin hangi sinifa ait oldugu belirlenir.

KEYK algoritmasinda yaygin olarak kullanilan Oklid mesafesi su sekilde hesaplanir:

d(x, xi) = \/Z;;l(x] - Xij)z (326)

Burada X smiflandirilmak istenen veri noktasi, Xi ise egitim veri setindeki veri

noktalarindan biridir. n ise 6znitelik sayisini ifade eder.

Sinif atamasi su sekilde yapilir:
y = argmax Yien, ) 1(yi = ¢) (3.27)

Burada Nk(x), x’in en yakin k komsularinin indeks kiimesini, yi bu komsularin sinif
etiketini, 1 ise goOsterge fonksiyonunu ifade eder. En ¢ok tekrar eden sinif,

siniflandirma sonucu olarak atanir.

KEYK algoritmasi, parametrik olmayan bir yaklasim olmasi sayesinde herhangi bir
dagilim varsayimi yapmadan caligabilir ve hem smiflandirma hem de regresyon
problemlerinde kullanilabilir. Giiriiltiiye kars1 dayanikli yapisi ve sadeligi en biiyiik
avantajlarindandir. Ancak, 6zellikle yiiksek boyutlu veri kiimelerinde en uygun kkk
degerinin se¢imi kritik 6nemdedir. KEYK algoritmasi; oriintii tanima, el yazisi tanima,
goriintli ve video siniflandirma, 6neri sistemleri, kredi skorlama ve tibbi teshis gibi pek
cok alanda basariyla uygulanmaktadir. Buna karsilik, tahmin sirasinda tiim veri setiyle
kiyaslama yapmas1 nedeniyle hesaplama maliyeti yiiksek olabilir ve bellege yogun

sekilde ihtiya¢ duyar (Ray, 2019; Ram, 2022; Alnuaimi ve Albaldawi, 2024).

Destek Vektor Makineleri (DVM), istatistiksel 6grenme teorisine dayanan giiglii bir
gozetimli makine 6grenme yontemidir. DVM, smiflandirma, 6grenme ve tahmin
problemlerinde yaygin olarak kullanilir ve modern siniflandirma problemlerinde
oldukgca etkili bir tekniktir. Bu yontem, veri noktalarini siniflandirmak i¢in bagimli ve
bagimsiz degiskenler arasindaki iliskiyi aciklayan ve iki sinif arasindaki en genis
marjini saglayan bir hiperdiizlem belirler. Amag, verisetini iki sinifa ayiran bir karar
siirt (hiperdiizlem) bulmak ve bu diizlemle smiflar arasindaki mesafeyi (marjin)

maksimize etmektir.
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Dogrusal olarak ayrilabilir durumlar i¢in temel optimizasyon problemi su sekilde

tanimlanir;

min %|w|2 sartiyla:  y;(w™ i +b) =1, i=1,...,n (3.28)

w,b
Burada:

w: hiperdiizlemin normal vektorii
b: sapma terimi (bias)

yi €{—1,1}: simif etiketleri,

Xi: gbzlem verileri

Elde edilen karar sinirina en yakin veri noktalarina destek vektorleri adi verilir. Bu
noktalar karar yilizeyinin belirlenmesinde dogrudan rol oynar. Siniflandirma karari,

asagidaki karar fonksiyonu kullanilarak verilir:
f(x) =sign(w™ + b) (3.29)

Eger veriler dogrusal olarak ayrilamiyorsa, DVM ¢ekirdek fonksiyonlar: (kernel trick)
kullanarak veriyi daha yiiksek boyutlu bir uzaya doniistiiriir ve bu uzayda dogrusal
ayrim yapar. Yaygin ¢ekirdek fonksiyonlar1 arasinda polinom ¢ekirdegi, radyal tabanl

fonksiyon (RBF) ve sigmoid ¢ekirdegi bulunur.

DVM baslangicta ikili siniflandirma igin gelistirilmis olsa da, ¢ok sinifli problemler
icin “birine karst hepsi” (OVR) ve “birine kars1 biri” (OvO) gibi stratejilerle yaygin
sekilde uygulanmaktadir. Avantajlari arasinda yiiksek boyutlu verilerle iyi ¢aligmasi,
asir1 6grenmeye karsi dayanikli olmasi ve bellek verimliligi yer alirken; biiytik veri
kiimelerinde egitim siiresinin uzun olmasi, uygun ¢ekirdek fonksiyonunun se¢iminin
zorlugu ve giriltilii verilerde performans digsiikliigii gibi dezavantajlar1 da
bulunmaktadir. DVM; metin siniflandirma, yiiz tanima, el yazisi tanima, dolandiricilik
tespiti ve hastalik teshisi gibi pek ¢ok alanda basariyla kullanilmaktadir (Soofi ve
Awan, 2017; Ray, 2019; Fadel ve Behadili, 2022; Alnuaimi ve Albaldawi, 2024).

Yapay Sinir Aglart (YSA), insan beyninin bilgi isleme bi¢ciminden esinlenerek
gelistirilen, cok katmanli ve paralel ¢alisan 6grenme algoritmalaridir. Bu algoritmalar,

biyolojik noronlarin ¢alisma mantigini taklit ederek, oriintii tanima, karar verme ve

tahminleme gibi gorevlerde kullanilir. Tipik bir YSA; giris katmani, bir veya daha

41



fazla gizli katman ve ¢ikis katmanindan olusur. Giris katmani veriyi alir, gizli
katmanlar bu veriyi doniistiirerek Oriintlileri Ogrenir, ¢ikis katmani ise 6grenilen

Oriintliye gore karar tiretir.

YSA'nin temel birimi olan yapay ndron, giris degerlerini agirliklarla carpar, toplar ve
aktivasyon fonksiyonu ile bir ¢ikt1 tiretir. Basit bir yapay ndronun matematiksel ifadesi

sOyledir:
z=Yr wix;+b (3.30)
y=¢(2) (3.31)

Burada:

Xi: giris degerleri,

wi: her girise ait agirliklar,

b: bias (sapma) terimi,

¢(z): aktivasyon fonksiyonu (6rnegin sigmoid, ReL U, tanh).

Egitim siirecinde modelin ¢iktis1 ile gergek deger arasindaki fark bir kayip fonksiyonu

ile dlgiiliir. Ornegin, siniflandirma problemlerinde genellikle ¢apraz entropi kullanilir:

L=-Y"ylog®) (3.32)

Agrirliklar, geri yayilim (backpropagation) ve gradyan inisi (gradient descent)

yontemleriyle giincellenerek hata minimize edilmeye calisilir.

YSA modelleri, yiiksek boyutlu ve giiriiltiilii verilerde bile 6grenme kapasitesine
sahiptir. Bu nedenle hem smiflandirma hem de regresyon problemlerinde basariyla
kullanilmaktadir. Bununla birlikte, YSA modelleri genellikle “kara kutu” niteligi
tasidigindan, karar mekanizmasini yorumlamak zor olabilir. Ayrica, biiyiik veri setleri
tizerinde calisirken egitim siireleri uzun olabilir. Tiim bu avantaj ve sinirliliklarina
ragmen YSA’lar; el yazisi tanima, yiiz ifadelerinden duygu ¢ikarimi, siyah-beyaz
goriintlileri renklendirme, tibbi teshis, dogal dil isleme ve bilgisayarla gérme gibi pek
cok alanda yaygin olarak kullanilmaktadir (Preeti ve Dhankar, 2017; Pineda-Jaramillo,
2019; Alnuaimi ve Albaldawi, 2024).
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3.4.3 Model performans metrigi

Makine 6grenmesi algoritmalarinin basarisi, yalnizca modelin egitilmesiyle degil, ayn1
zamanda bu modelin g¢esitli performans metrikleriyle sistematik olarak
degerlendirilmesiyle  anlasilabilir.  Modelin  performansin1  dogru  sekilde
degerlendirebilmek hem gelistirilen modelin etkinligini belirlemek hem de farkli
algoritmalar arasinda objektif karsilastirmalar yapabilmek acisindan kritik 6neme
sahiptir. Bu nedenle, hangi metrigin kullanilacagi problemin tanimina ve uygulama

alanina gore 6zenle se¢ilmelidir (Grandini vd., 2020).

Siniflandirma problemlerinde yaygin olarak kullanilan baslica metrikler asagida

tanimlanmistir (Hossin ve Sulaiman, 2015; Grandini vd., 2020):

o Karnsiklik Matrisi (Confusion Matrix): Gergek sinif etiketleri ile modelin
tahmin ettigi smiflarin karsilastirilmasiyla olusturulan bir matristir. Dogru
pozitif (TP), dogru negatif (TN), yanlis pozitif (FP) ve yanlis negatif (FN)
olmak iizere dort temel bilesenden olusur. Bu matris tizerinden diger metrikler

tiiretilir ve modelin tahmin performansi biitiinciil sekilde analiz edilebilir.

e Dogruluk (Accuracy): Modelin tiim veri seti lizerindeki dogru tahmin
sayisinin, toplam tahmin sayisina oramidir. Her ne kadar yaygin olarak

kullanilsa da dengesiz sinif dagilimi olan veri kiimelerinde yaniltici olabilir.

e Hassasiyet (Precision): Pozitif olarak tahmin edilen 6rneklerin ne kadarinin
gercekten pozitif oldugunu gosterir. TP / (TP + FP) formiiliiyle hesaplanir.

Yanlis pozitiflerin 6nemli oldugu uygulamalarda kritik rol oynar.

e Duyarlilik (Recall) / Geri Cagirma: Gergek pozitif orneklerin ne kadarinin
dogru sekilde pozitif olarak tahmin edildigini gosterir. TP / (TP + FN)
formiiliiyle hesaplanir. Yanlis negatiflerin minimize edilmesi gereken

durumlarda tercih edilir.

e F1 Skoru (F1-Score): Hassasiyet ve duyarlilik metriklerinin harmonik
ortalamasidir. Bu iki metrigin dengelenmesi gereken durumlarda kullanilir.
Ozellikle dengesiz smiflarin bulundugu veri kiimelerinde daha anlaml

sonuclar sunar.
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Cok sinifli siniflandirma problemlerinde F1 skoru farkli sekillerde hesaplanabilir:

e Makro F1: Tim simniflarin F1 skorlarinin aritmetik ortalamasini alir ve sinif

dengesinden bagimsizdir.

o Agirlikli (Weighted) F1: Her bir sinifin F1 skorunu, o sinifa ait 6rnek sayisi ile

agirliklandirarak genel bir skor {iretir.

e Mikro F1: Tim siniflar icin TP, FP ve FN degerlerini topladiktan sonra bu
toplamlar {izerinden tek bir F1 skoru hesaplar. Bu yontem simif

dengesizliklerinde daha giivenilir olabilir.

Bu metriklerin birlikte kullanilmasi, modelin yalnizca genel dogrulugunu degil, ayni
zamanda hangi siniflarda hangi tiir hatalar yaptigin1i da gormeyi saglar. Bdylece
modelin gercek diinya uygulamalari i¢in uygunlugu daha kapsamli sekilde

degerlendirilebilir.
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4. ANALIZ VE BULGULAR

Bu boliimde, elektrikli araglarin siniflandirilmasina yonelik gergeklestirilen analiz
siireci ve elde edilen bulgular sistematik bir yaklasimla sunulmaktadir. Calisma

metodolojisi dort temel asamada ilerlemektedir.

[Ik asamada, arastirmanin veri tabanini olusturan elektrikli ara¢ ozelliklerinin
toplanma, ve hazirlanma siiregleri detaylandirilmistir. ikinci asamada, optimal smif
sayisinin belirlenmesine yonelik kiimeleme analizleri gergeklestirilmis ve bulgular
gorsellestirmelerle desteklenmistir. Bu sinif yapisi, sonraki asamalarda uygulanacak

TOPSIS-Sort-B yonteminin temelini olusturmaktadir.

Uciincii  asamada, cok kriterli karar verme ydntemlerinden TOPSIS-Sort-B
kullanilarak her bir elektrikli aracin ilgili performans sinifina atanma siireci ve
sonuglart sunulmustur. Son agsamada ise, TOPSIS-Sort-B ile elde edilen siniflandirma
sonugclarinin, ¢esitli makine 6grenmesi algoritmalari ile ne 6l¢lide tahmin edilebilecegi

arastirilmistir. Tlim analizler Python 3.9 programlama dili ile gerceklestirilmistir.

Boliimiin sonunda, bu iki farkli yaklagimin -CKKV ve makine 6grenmesi- sonuglari
karsilastirmali olarak degerlendirilmis, benzerlik ve farkliliklar analiz edilerek her iki
metodolojinin avantaj ve sinirliliklar tartisilmistir. Bu karsilastirmali analiz, elektrikli

ara¢ siniflandirmasinda alternatif yaklasimlarin etkinligine 151k tutmaktadir.

4.1 Veri Toplama ve Hazirlik Siireci

Bu calismada, elektrikli araglara iliskin veri seti, https://ev-database.org adresinden
(EVDatabase, 2025) web kazima yontemiyle elde edilmistir. Verinin toplanma
siirecinde Python programlama dili ve Selenium kiitiiphanesi kullanilmigtir. Dinamik
icerikler HTML yapis1 iizerinden okunarak sistematik bir sekilde ¢ekilmistir. Web
kazima islemleri, ilgili web sitesinin yapisina 6zel olarak gelistirilen bir tarayici

otomasyonu araciliiyla gerceklestirilmistir.

Veri ¢ekimi sirasinda bazi teknik islemler de uygulanmistir. Ozellikle menzil, tahmini

tiketim, ara¢ tiikketimi, karbondioksit salimi, tahmini yakit esdegeri ve arac yakit
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esdegeri gibi baz1 performans degiskenleri, ilgili internet sitesinde en diisiik (TEL —
Tip I Emisyon Alt Limit) ve en yiiksek (TEH — Tip I Emisyon Ust Limit) degerler
seklinde sunulmaktadir. Bu tiir 6zellikler i¢in her iki sinir degerin aritmetik ortalamasi
alinarak tek bir temsil degeri olusturulmus ve bu sayede veri seti daha tutarli ve anlamhi

hale getirilmistir.

Toplanan veri, elektrikli araclara ait oldukga genis bir 6zellik kiimesini igermektedir.
Bunlar arasinda fiyat bilgisi, gercek menzil tahmini, uzun yol uygunlugu, batarya
kapasitesi, sarj siiresi, performans Olgiitleri, ¢ift yonlii sarj (aragtan sebekeye / aragtan
binaya), enerji tiikketimi, tahmini gercek enerji tiiketimi, boyut ve agirlik bilgileri ile
koltuk sayisi, doniis ¢api, 1s1 pompasi, tavan rayr gibi cesitli donanim bilgileri yer
almaktadir. Ara¢c modeliyle birlikte toplamda 100 farkli 6zelligin bulundugu veri seti,
veri ¢ekiminin yapildig: tarih itibariyla 439 farkli elektrikli araca dair tiim temel teknik

ve fiziksel bilgileri igerecek sekilde olusturulmustur.

Veri c¢ekimi sonrasinda ilk olarak, sayisal niteliklerin analizlerde dogrudan
kullanilabilmesi amaciyla birimlerinden arindirilmasi islemi gerceklestirilmistir.
Ornegin, batarya kapasitesi 76.6 kWh seklinde ifade edilen bir aragta yalmizca sayisal
deger olan 76.6 dikkate alinmis; benzer bigimde, “0’dan 100 km/sa hiza ulasma stiresi”
gibi performans Olgiitlerinde yer alan "6.1 saniye" ifadesinden yalnizca 6.1 degeri

cekilmistir. Bu iglem, tiim sayisal 6znitelikler i¢in tutarh bigimde uygulanmistir.

Araglara ait fiyat bilgileri, veri kaynaginda Birlesik Krallik, Hollanda ve Almanya igin
ayr1 ayr1 sunulmustur. Ancak bazi araclarda belli iilkelere ait fiyatlar mevcut degildir.
Bu durumun nedeni, kimi zaman eksik veri olmasi, kimi zamansa ilgili aracin heniiz o
ilkede satisa sunulmamis olmasi olabilir. Calismada, fiyatlarin tek ve karsilastirilabilir
bir gosterimle kullanilabilmesi adma, tiim para birimleri Amerikan Dolari’na
cevrilmistir. Bu doniisiim i¢in analiz doneminde gecgerli olan doviz kurlar1 esas
alinmig; Birlesik Krallik Poundu, 1.3285 oramiyla USD’ye ¢evrilirken, Euro i¢in
1.1197 doniistim orani kullanilmistir. Her bir iilkenin fiyati bu sekilde USD’ye
doniistiiriildiikten sonra, arag basina ortalama fiyat degeri hesaplanarak tek bir fiyat

niteligi olusturulmustur.

Veri setine tiiretilmis bazi Oznitelikler de dahil edilmistir. Bu baglamda, aracin
uzunluk, genislik ve ylikseklik degerleri kullanilarak ara¢c hacmi hesaplanmis; benzer

sekilde, on ve arka bagaj hacimleri toplanarak toplam bagaj hacmi 6zniteligi elde

46



edilmistir. Bu sekilde, mevcut 6zniteliklerin daha anlamli ve analizde daha agiklayici

bicimlere doniistiiriilmesi amaglanmaistir.

Veri setinde toplamda 100 6znitelik yer almakla birlikte, baz1 nitelikler birbiriyle
yiiksek oranda iligkili ya da miikerrer bilgi igerebilmektedir. Bu nedenle, elektrikli
araglar konusunda uzman kisilerle — 3 kisi - gerceklestirilen ¢ok agamali istisareler
sonucunda, analizlerde kullanilacak en agiklayici ve anlamli 6znitelikler belirlenmis;
kalanlar elenmistir. Nihai olarak kullanilan 6znitelikler, Cizelge 4.1°de listelenmis
olup, her birinin orijinal (Ingilizce) adlar1 ile Tiirkge agiklamalar1 da ¢izelgeye dahil
edilmistir. Bu islem, ¢ok boyutlulugun yol agabilecegi karmasay1 yani boyutlulugun

laneti sorununu azaltmak amaciyla yapilmistir.

Cizelge 4.1: Oznitelikler ve agiklamalari.

Oznitelik Aciklama
Acceleration Ivmelenme

Top Speed Maksimum siirat
Range Menzil

Battery Architecture Batarya mimarisi

Battery Warranty Period Batarya garanti periyodu (Y1l)
Battery Warranty Mileage  Batarya garanti mesafesi (Km)

Charge Speed Sarj hiz1

Fast Charge Speed Hizli sarj hizi

Fuel Equivalent Yakit emsali (Benzin)

Car Weight Arag agirligi

No Seats Koltuk sayis1

Turning Circle Kendi ekseni etrafinda doniis mesafesi (M)

Average USD USD cinsinden ortalama fiyati

Car Volume Ara¢ hacmi

Total Cargo Volume Aracin toplam bagaj hacmi

Drive Type Onden cekisli, arkadan itisli veya 4x4 degerlerini alan
kategorik degisken

Autocharge support Sarj isleminin  otomatik  olarak  gercgeklesip
gerceklesmedigine dair ikili degisken

Preconditioning Bataryaya iliskin 6n kosullandirma olup olmadigina
dair ikili degisken

V2L Support Aragtan araca batarya aktariminin olup olmadigina dair
ikili degisken

Tow Hitch Aracta ¢cekme kancast olup olmadigina iliskin ikili
degisken

Dedicated Platform Elektrikli araca 6zgii platformun olup olmadigina dair
ikili degisken

Heat Pump Is1 pompasinin olup olmadigina dair ikili degisken

47



Veri setinde bazi kategorik Oznitelikler igin eksik veri gozlemlenmistir. Bu tiir
Ozniteliklerde genellikle “evet” ya da “hayir” seklinde ikili cevaplar bulunmaktadir.
Ornegin, 1s1 pompast ya da elektrikli araglara 6zel platform kullanimi gibi 6znitelikler,
var/yok seklinde degerlendirilmistir. Eksik veya “bilgi yok™ seklindeki degerler,
uzman gorisleri dogrultusunda “yok™ (hayir) olarak kodlanmistir. Bu sekilde,

kategorik degiskenlerin eksikligi sistematik olarak giderilmistir.

Sayisal 6zniteliklerdeki eksik degerler ise, dogrudan ortalama ile doldurulmamaistir.
Bunun yerine, her aracin ait oldugu segment dikkate alinarak islem yapilmistir. Veride
halihazirda bulunan ara¢ segmenti bilgileri 6rnegin F (liikks), D (genis), C (orta) gibi
siiflandirmalarla ayrilmigtir. Eksik degerin bulundugu ara¢ hangi segmentte yer
aliyorsa, o segmente ait araglarin ortalama degeri kullanilarak ilgili bosluk
doldurulmustur. Bu yontem, eksik verinin daha gergekc¢i ve baglama uygun bigimde

tamamlanmasini saglamigtir.

Veri hazirlik siirecinin  dnemli asamalarindan biri de kategorik 6zniteliklerin
sayisallastirilmasidir. Bu amacla, ¢coklu dogrusal iliski (multicollinearity) sorununu
minimize etmek adma ikili kodlama (one-hot encoding) ydntemi uygulanmistir. Ikili
deger alan degigkenler tek bir siitunda 0 ve 1 degerleriyle temsil edilmis, bdylelikle
hem makine 6grenmesi algoritmalari agisindan uygunluk saglanmis hem de veri yapisi

sadelestirilmistir.

Sayisal oOzniteliklerin Ol¢eklendirilmesi de analiz siirecinin kritik bir admmdir.
Ozellikle Oklid ya da Mahalanobis mesafesi gibi uzaklik hesaplamalarmin temel
alindig1 algoritmalarda, 6lgekleme yapilmamasi durumunda biiylik deger araliklarina
sahip oznitelikler digerlerine gore daha fazla agirlik tasir. Ornegin, 0-10000 arasinda
degisen bir 6znitelik, 0-10 araliginda degisen baska bir niteligi golgede birakabilir. Bu
nedenle, tiim Ozniteliklerin ayni dlcege getirilmesi amaglanmistir. Olgekleme igin
farkli yontemler mevcuttur: standart sapma ve ortalama ile yapilan z-skoru
normalizasyonu, ¢eyreklik degerler dikkate alinarak yapilan giirbiiz (robust)
Olgekleme veya min-maks normalizasyonu gibi. Calismada hem sayisal hem de
kategorik Ozniteliklerin 0 ile 1 araliginda olmasi hedeflendiginden, sayisal
degiskenlerde min-maks normalizasyonu tercih edilmistir. Boylece tiim degiskenler

ayni Olgekle ifade edilerek analiz siirecine dahil edilmistir (Trebuna vd., 2014).

Bu kapsamli veri toplama ve hazirlik siireci, ¢aligmanin analiz asamalarinda giivenilir,

tutarli ve Kkarsilastirilabilir sonuglar elde edilebilmesi igin kritik bir temel
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olusturmustur. Elde edilen temiz ve zenginlestirilmis veri seti, elektrikli araglarin ¢ok
boyutlu yapisini detayli bicimde yansitmakta ve sonraki analizlerin hem dogrulugunu

hem de agiklayiciligini artirmaktadir.

4.2 Smif Sayisinin Belirlenmesi: Kiimeleme Analizi

Bu boliimde, calismanin temel amaglarindan biri olan elektrikli araglarin
benzerliklerine gore gruplandirilmasi siireci ele alinmaktadir. Bu dogrultuda, sinif
(kiime) sayisinin belirlenmesi kritik bir adimdir. Kiimeleme analizi, gozetimsiz
O0grenme yontemlerinden biri olarak, veri i¢cindeki dogal yapilar1 ortaya g¢ikarmay1
hedefler. Asagidaki alt baslikta, analizde kullanilacak ideal kiime sayisinin
belirlenmesine yonelik yontemler ve bu siirecte izlenen adimlar ayrintili bigimde

acgiklanmaktadir.

4.2.1 Kiimeleme yontemleri ve degerlendirme Kriterleri

Bu calismada, veri setinde yer alan elektrikli araclarin benzer ozelliklerine gore
gruplandirilabilmesi amaciyla iki temel kiimeleme yontemi kullanilmigtir: K-
ortalamalar algoritmasi ve hiyerarsik kiimeleme. Her iki yontem de farkli avantajlar

sunmalar1 nedeniyle birlikte degerlendirilmistir.

K-ortalamalar algoritmasi, yiiksek boyutlu verilerde hizli ve etkili bir kiimeleme
yapilmasina olanak taniyan, sikca basvurulan bir yontemdir. Bu yontem, gézlemleri
onceden belirlenen k sayida kiimeye atar ve her bir gozlemin kendi kiime merkezine
olan uzakligin1 minimize etmeye caligir. Bu ¢aligmada k-ortalamalar algoritmasi hem
Oklid uzaklig1 hem de Mahalanobis uzaklig1 ile uygulanmigtir. Mahalanobis uzaklig1,
gozlemler arasindaki iliskiyi yalnizca mutlak farklar tizerinden degil, ayn1 zamanda
degiskenler arasi kovaryans yapisim1 da dikkate alarak Olgmektedir. Bu yoniiyle,
ozellikle degiskenler arasi1 korelasyonlarin 6nemli oldugu durumlarda daha saglikli
sonuglar sunmaktadir (McLachlan, 1999). Her iki uzaklik metrigiyle, k degerleri 2 ile
10 arasinda degistirilerek cesitli kiimeleme senaryolar1 denenmis ve her durumda
Silhouette skoru hesaplanmistir. Mahalanobis uzaklik 6l¢iitli kullanilarak elde edilen
sonuclar Cizelge 4.2'de sunulmaktadir. Silhouette skoru, her gézlemin ait oldugu kiime
ile diger kiimelerle olan benzerligini karsilastiran bir 6l¢iittiir ve kiimeleme kalitesini

degerlendirmede siklikla kullanilmaktadir (Shahapure ve Nicholas, 2020).
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Cizelge 4.2: K-ortalamalar algoritmasinda kiime sayisina gore silhouette skoru.

Kiime sayis1 (k) Silhouette Skoru
0.0650
0.0551
0.0596
0.0593
0.0613
0.0665
0.0712
0.0697
0 0.0735

P OO ~NO O, WN

K-ortalamalar yontemine ek olarak, verinin igsel yapisimi daha biitiinciil bir sekilde
analiz edebilmek amaciyla hiyerarsik kiimeleme analizi de gergeklestirilmistir. Bu
analizde, ¢esitli baglant1 metotlari ile farkli uzaklik metrikleri bir arada denenmistir.
Spesifik olarak, Ward, ortalama baglant1 (average linkage), tam baglanti (complete
linkage) ve tek baglant: (single linkage) yontemleri hem Oklid hem de Mahalanobis
uzakliklariyla birlikte degerlendirilmistir (Jarman, 2020). Hiyerarsik kiimeleme
sonucunda elde edilen dendrogramlar, veri igerisindeki kiimelenme yapisinin gorsel
olarak incelenmesine olanak tanmimaktadir. Sekil 4.1'de, tek baglant1 metodu ve Oklid
uzakligi ile elde edilen dendrogram yer almakta, Sekil 4.2'de ortalama baglanti metodu
ve Mahalanobis uzakligi kullanilarak olusturulan dendrogram, Sekil 4.3’te tam
baglanti metodu ve Mahalanobis uzaklig1 baglaminda olusturulan dendrogram ve son
olarak Sekil 4.4’te ise Ward metodu ve Oklid uzaklig: ile olusturulmus dendrogram

sunulmaktadir.

Dendogram (Metot: Tek baglanti, Metrik: Mahalanobis)

Distance

Uzaklik

Gozlemler

Sekil 4.1: Tek baglanti metodu ve Mahalanobis uzakligi ile olusturulan dendrogram.
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Dendogram (Metot: Ortalama baglanti, Metrik: Mahalanobis)

Uzaklik

Gozlemler

Sekil 4.2: Ortalama baglantt metodu ve Mahalanobis uzakligi ile olusturulan
dendrogram.

Dendogram (Metot: Tam baglanti, Metrik: Mahalanobis)

1200= -

1000- -

800- ‘ -

Uzaklik

-'!lTr-*r. f*ﬂ

Gozlemler

Sekil 4.3: Tam baglanti metodu ve Mahalanobis uzakligi ile olusturulan dendrogram.
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Dendogram (Metot: Ward, Metrik: Mahalanobis)

Uzaklik

Gozlemler

Sekil 4.4: Ward metodu ve Oklid uzakligi ile olusturulan dendrogram.

Mahalanobis uzakliginin bu baglamda tercih edilme nedeni, klasik uzaklik
Olciitlerinden farkli olarak degiskenler arasi korelasyonlari da dikkate almasidir.
Ortalama baglant1 yontemi her bir kiime ¢ifti arasindaki tiim olas1 ¢iftli mesafelerin
ortalamasini alarak daha dengeli bir birlesim mantig1 sunar. Bu 6zellikleri nedeniyle,
ortalama baglanti ve Mahalanobis uzakliginin birlikte kullanim1 hem istatistiksel hem
de yapisal olarak tutarli bir kiimeleme profili ortaya koymaktadir. Ote yandan, Ward
metodu ile Mahalanobis uzaklig: birlikte kullanilamamaktadir. Bunun nedeni, Ward
yonteminin, kiimeler arasi varyansin toplamini minimize etmeye ¢alisirken yalnizca
Oklid uzaklhigina gére tanimli olmasidir. Mahalanobis uzakligi, varyans-kovaryans
yapisini hesaba kattig1 icin bu matematiksel onciil ile uyumlu degildir; bu nedenle

birlikte kullanimlart istatistiksel olarak anlamli sonuglar tiretmez (McLachlan, 1999).

4.2.2 Siif sayisimin belirlenmesi

Cizelge 4.2'de goriilecegi lizere, k-ortalamalar algoritmasiyla yapilan analiz
sonucunda en yiiksek Silhouette skoru, kiime sayisinin 10 oldugu durumda elde
edilmistir. Ancak bu durum, her ne kadar nicel agidan yiiksek bir skor sunsa da,
yorumlanabilirlik ve uygulama baglaminda anlamli bir kiime yapis1 sunmamaktadir.

Nitekim kiimelerin asir1 parcalanmasi, gercek hayat uygulamalarinda karsilik
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bulamayan yapay ayrimlara neden olabilmektedir. Bu nedenle sadece silhouette

skoruna dayanarak nihai kiime sayisinin belirlenmesi uygun goriilmemistir.

Bu noktada, ¢alismada kullanilan hiyerarsik kiimeleme yontemlerinden elde edilen
dendrogramlar, daha niteliksel bir degerlendirme imkan1 sunmustur. Ozellikle farkli
uzaklik metrikleri ve baglanti yontemleriyle elde edilen dort farkli dendrogram
incelendiginde, veri setinde dogal olarak olusan yapinin {i¢ kiimelik bir ayrim 6nerdigi
gozlemlenmistir. Bu dendrogramlar, sadece kiime sayis1 hakkinda degil, ayn1 zamanda
kiimeler aras1 yapisal benzerlikler ve ayrigmalar hakkinda da sezgisel bir fikir

vermektedir.

Sonu¢ olarak, hem nicel analiz sonuclari (silhouette skorlar1), hem de nitel
degerlendirme c¢iktilar1 (dendrogram yapilar1) birlikte ele alinarak, veri setinin ii¢
kiimeye ayrilmasinin daha anlamli ve uygulanabilir oldugu kanaatine varilmistir. Bu
baglamda Sekil 4.1-4.4 arasinda sunulan dendrogram yapilari, bu degerlendirmeye

dayanak teskil etmektedir.

Kiimelerin sadece sayisal olarak degil, ayn1 zamanda igeriksel olarak da anlamli ve
yorumlanabilir olup olmadigimi degerlendirmek amaciyla ¢izelge 4.3’te, her bir
kiimeye ait gozlemlerin metrik olan 6znitelik bazinda ortalama degerler gosterilmistir.
Bu cizelge, kiimelerde yer alan araglarin teknik ve donanimsal profillerine iliskin genel
bir goriiniim sunmakta; kiimeler aras1 farkliliklarin daha net bir sekilde anlagilmasina
olanak tanimaktadir. Cizelgede satirlarda kiimeler, siitunlarda ise Oznitelikler yer
almakta; hiicrelerde ise ilgili Ozniteliklerin kiime icerisindeki ortalama degerleri
gosterilmektedir. Bu sayede her bir kiimenin belirli 6zellikler bakimindan 6ne ¢ikan
yonleri analiz edilebilmekte ve kiimelerin sadece istatistiksel degil, anlamli yapisal

ayrimlara dayandig1 goriilmektedir.
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Cizelge 4.3: Hiyerarsik kiimelemeye gore kiimelerin metrik 6znitelikler bakimindan ortalama degerleri.

Kiime Ivme Maksimum Menzil Batarya Batarya Batarya Sarj Hizh Yakit Agirhk Koltuk Déniis Fiyat Hacim (mm?®) Toplam

Siirat Mimarisi Garanti Garanti Hizi Sarj Eslenigi (Kg) Sayis1 Ekseni (USD) Kargo
Periyodu Periyodu Hiza (Metre) Hacmi
Y1) (Mil) (Litre)

Yiiksek 5.77 193.86 433.73 413.73 8.26 177655 53.066615.692.12 2276 5.13 11.44 86289 14459748152 511.81
Tercih

Edilebilirlik

Orta Tercih9.75 153.59 291.96 403.87 8.01 175917 4752 367.272.14 1817 5.56 11.07 49055 13611870622 520.82
Edilebilirlik

Diisiik 5.23 212 44550 69152 7.95 175037 56.79 874.322.12 2243 511 11.71 94637 14332383869 499.48
Tercih

Edilebilirlik
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4.3 CKKYV Yontemi ile Simiflandirma

Kiimeleme analizinden elde edilen yapinin Gtesine gecerek alternatiflerin ¢cok sayida
kritere gore daha sistematik bi¢imde degerlendirilmesi amaciyla ¢ok kriterli karar
verme yaklasimi kullanilmistir. Bu ¢ergevede, her bir alternatif belirlenen kriterler
dogrultusunda puanlanarak anlamli bir Oncelik sirasina yerlestirilmistir. Boylece
yalnizca yapisal benzerliklere degil, karar verme siirecine dahil edilen agirlikli

degerlendirme Olgiitlerine dayali bir siniflandirma yapilmasi saglanmistir.

4.3.1 TOPSIS-Sort-B yonteminin uygulanmasi

Bu caligmada, elektrikli ara¢ alternatiflerinin ¢ok kriterli bir yaklagimla tercih
edilebilirlik diizeylerine goére siralanmasi amaciyla TOPSIS-Sort-B algoritmasi
kullanilmigtir. Bu yOntemin uygulanabilmesi igin Oncelikle metrik olan her bir
Oznitelige (kriter) iliskin birtakim temel tanimlamalarin yapilmasi gerekmektedir.
Bunlar sirasiyla; her 6znitelik i¢in ideal deger (a*) ve anti-ideal deger (a”) sinirlarinin
belirlenmesi, kriterlerin tiirlerinin (yarar/zarar; yani yiiksek deger iyidir veya diisiik
deger iyidir) tanimlanmasi ve agirliklandirma siirecidir. Bu kapsamda, elektrikli

araclar alaninda uzman iki kisi ile ¢alisiimistir.

Oncelikle bu uzmanlardan, Analitik Hiyerarsi Siireci (AHP) yontemi aracilifiyla her
bir kriterin 6nem diizeyini karsilastirmali olarak degerlendirmeleri istenmistir. AHP,
karar vericilerin ¢ok sayida kriteri ikili karsilastirmalar yoluyla tutarli bir bigimde
kiyaslamalarin1 saglayan gii¢lii bir karar verme yontemidir. Uzmanlarin verdigi
yanitlar dogrultusunda (tutarlilik degerleri 0.0871 ve 0.0389) kriter agirliklar
hesaplanmis ve Ozniteliklerin goreli 6nemi elde edilmistir. Bunun yaninda, her bir
kriterin "yarar" (yiiksek deger tercih edilir) veya "zarar" (diislik deger tercih edilir) tipi

de uzman goriisleri dogrultusunda belirlenmistir.

Ayn1 uzmanlar, giincel piyasa verilerine dayali bir arastirma yaparak her 6znitelik i¢in
a* (ideal deger) ve a~ (anti-ideal deger) siirlarin1 tanimlamistir. Ozniteliklerin ismi
orijinal halinde tutularak tim bu Ozniteliklere (kriterlere) iliskin agirlik, kriter tipi,

ideal ve anti-ideal degerler, Cizelge 4.3’te sistematik bicimde sunulmustur.
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Cizelge 4.4: Kriterlere iliskin 6zellikler.

Kriter Tipi Agirhgr  Ideal Degeri  Anti-ideal Degeri
acceleration Zarar  0.049 20 2.1
top_speed Fayda 0.071 120 350
range Fayda 0.105 120 1000
battery_architecture Fayda 0.032 400 800
battery warranty period Fayda 0.073 7 15
battery warranty_mileage Fayda 0.058 120000 1000000
charge_speed Fayda 0.055 18 120
fast_charge_speed Fayda 0.078 170 1400
fuel_equivalent Zarar  0.037 4 1
car_weight Zarar  0.011 3300 100
no_seats Fayda 0.026 2 9
turning_circle Zarar  0.011 15 9
average_usd Zarar  0.142 450000 17000
car_volume Fayda 0.020 9000000000 21000000000
total_cargo_volume Fayda 0.019 140 1500
drive_type_Front Zarar  0.013

drive_type_Rear Zarar  0.013

autocharge_support_Yes Fayda 0.015

preconditioning_Yes Fayda 0.016

v2l_support_Yes Fayda 0.016

tow_hitch_Yes Fayda 0.007

dedicated_platform_Yes Fayda 0.060

heat_ pump_Yes Fayda 0.071

Tiim bu 6n bilgiler dogrultusunda, TOPSIS-Sort-B algoritmas1 Python programlama
dili ile gelistirilmistir. Verilerin normalize edilmesinde min—-maks normalizasyon
yontemi tercih edilmistir. Onceki kiimeleme analizlerinden elde edilen sonuglar,
verinin li¢ ana segmente (yliksek, orta ve diisiik tercih edilebilirlik diizeyi) ayrilmasinin
uygun bir yaklasim oldugunu ortaya koymustur. Bu baglamda, TOPSIS-Sort-B

algoritmasi da ti¢lii bir siniflandirma yapacak sekilde uygulanmaigtir.

Yontemin siniflandirma yapabilmesi icin iist ve alt profil degerlerinin belirlenmesi
gerekmektedir. Bu dogrultuda, yarar tipindeki her bir kriter i¢in {ist profil degeri olarak
3. ¢eyrek deger (Q3), alt profil degeri olarak ise 1. ¢eyrek deger (Q1) kullanilmistir.
Zarar tipine sahip kriterler i¢in ise tam tersine ilist profil degeri 1. ¢eyrek, alt profil
degeri ise 3. geyrek secilmistir. Uzmanlarin da tavsiyeSi sonucunda boyle bir
yaklasimin hem istatistiksel anlamlilik tasidigini hem de gercekei siniflandirmalar
yapilmasina olanak sunabilecegi diislinlilmiistiir. Boylece siiflandirma siireci hem
alan uzmanlarinin goriisleriyle hem de veri odakli istatistiksel analizlerle

desteklenerek daha saglam bir temele oturtulmustur.
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4.3.2 Smif dagilim ve TOPSIS-Sort-B sonuglarimin ézeti

TOPSIS-Sort-B algoritmasi ile yapilan analiz sonucunda, toplam 439 elektrikli arag
ti¢ farkli tercih edilebilirlik diizeyine ayrilmistir. Bu siniflandirmaya gore; 130 arag
diisiik tercih edilebilirlik, 164 ara¢ orta derecede tercih edilebilirlik ve 145 arag ise
yiiksek tercih edilebilirlik sinifinda yer almistir. Bu dagilim, araglarin ¢ok sayida
Oznitelige gore biitiinciil bir degerlendirmeye tabi tutuldugunu ve sadece tek bir kritere
dayali olarak siniflandirilmadigini géstermektedir.

Siral1 siniflandirmada belirleyici olan kriter agirliklar incelendiginde, arag fiyati basta
olmak iizere, menzil, maksimum siirat, batarya garanti siiresi ve 1s1 pompasinin varlig
gibi 6zelliklerin yiiksek etkiye sahip oldugu goriilmektedir. Bu durum, genel egilimde
fiyat-performans dengesinin gii¢lii oldugu modellerin daha yiiksek bir tercih
edilebilirlik diizeyine yerlestirilmesini beraberinde getirmistir.

Bununla birlikte, analiz sonuglar1 bazi istisnai drneklere de isaret etmektedir. Ornegin;
Mercedes Benz Eqs 450Plus, Porsche Taycan Plus, Lotus Emeya R, Tesla Model X
Plaid, Kia Ev9 99.8 KWh RWD ve Maserati Grancabrio Folgore gibi modeller,
100.000 USD iizerindeki yiiksek fiyatlarina ragmen yiiksek tercih edilebilirlik
smifinda yer almistir. Bu durum, s6z konusu araglarin performans, teknoloji ve
donanim Ozelliklerinin fiyatlarina oranla olduk¢a tatmin edici diizeyde olmasiyla
aciklanabilir. Yani fiyat yiiksek olsa dahi, diger kriterlerde saglanan iist diizey
performans bu maliyeti rasyonel kilmakta ve genel degerlendirmede araci iist tercih
edilebilirlik segmentine tagimaktadir.

Ote yandan, Fiat 500E 3+1 24 KWh, Dongfeng Box 31.4 KWh, Dacia Spring Electric
45, Opel Frontera 44 KWh, MG4 Electric 51 KWh, Skoda Elroq 50 ve Lynkco 02 gibi
baz1 araglar, diisiik fiyatli olmalarma ragmen diisiik tercih edilebilirlik smifinda
kalmistir. Bu araglarin tamami 40.000 USD altinda fiyatlandirilmistir. Ancak analiz
sonucunda, fiyat avantajina ragmen diger kriterlerde (6rnegin menzil, siirat, batarya
kapasitesi, boyutsal 06zellikleri gibi) saglanan performansin yetersiz oldugu
goriilmektedir. Bu baglamda, diisiikk maliyetin tek basina yeterli olmadigi, tiiketicinin
biitiinciil beklentilerini karsilayamayan modellerin tercih edilebilirlik acisindan alt

siralarda kaldig1 sdylenebilir.

Sonug olarak, TOPSIS-Sort-B algoritmasiyla yapilan bu ¢ok kriterli degerlendirme;

fiyatin 6nemli bir kriter oldugunu, ancak tek basina belirleyici olmadigini, dolayisiyla

57



araclarin toplam 6zellik profili {izerinden yapilan kapsamli bir analizle daha tutarl

sonuglar elde edilebilecegini ortaya koymustur.

4.4 Makine Ogrenmesi ile Stnif Tahmini

TOPSIS-Sort-B algoritmasi ile elde edilen tercih edilebilirlik smiflari, ¢alismanin bu
boliimiinde birer hedef degisken olarak kullanilmis ve cesitli makine 6grenmesi
algoritmalar1 araciligiyla bu siniflarin tahmin edilebilirligi test edilmistir. Bu siirecte
amag, elektrikli araglara ait teknik ve yapisal 6zelliklerden yola ¢ikarak, bir modelin
araci dogru tercih sinifina atayip atayamayacagini belirlemektir. Boylelikle hem
gelistirilen ¢ok kriterli karar modelinin dogrulugu dolayli olarak sinanmakta hem de
karar vericilere gelecekteki {iriin analizlerinde yardimci olabilecek Ongoriicii bir
modelleme yaklasimi sunulmaktadir. Bu baglamda siniflandirma problemlerine 6zgii
cesitli denetimli 6grenme algoritmalar1 uygulanmis ve modellerin basarimi farkli

performans oOlgiitleri ile karsilagtirilmigtr.

4.4.1 Kullanilan algoritmalar ve modelleme siireci

Modelleme siireci kapsaminda ilk olarak veri kiimesi egitim ve test olmak tizere ikiye
ayrilmustir. Bu ayrim, literatiirde en yaygin kullanilan oranlardan biri olan %80 egitim
ve %20 test boliisiimiine gore gerceklestirilmistir. Bu oran, modelin yeterli miktarda
veriden 6grenmesini saglarken, test verisi iizerinde de anlamli bir degerlendirme
yapilabilmesine olanak tanimaktadir. Ancak salt rastgele bir bolme yerine, simiflar
arast dengenin korunmasi amaciyla tabakali (stratified) bolme yoOntemi tercih
edilmistir. Boylece diisiik, orta ve yiliksek tercih edilebilirlige sahip araglar test
kiimesinde de veri setindeki oransal yapiy1 koruyacak sekilde temsil edilmis, bu sayede

model degerlendirme siirecinde olusabilecek sinifsal yanliliklarin 6niine ge¢ilmistir.

Modelleme siireci kapsaminda, TOPSIS-Sort-B tabanl etiket siitunu hedef degisken
(label) olarak se¢ilmis, acgiklayict degiskenler olarak ise bu etiketlerin disinda kalan
sayisal 6znitelikler kullanilmistir. Veri 6n isleme siirecinde, algoritmalarin girdilerden
etkili bigimde 6grenebilmesini saglamak amaciyla standartlastirma (standardizasyon)
islemi uygulanmistir. Ozellikle Oklid uzakligi temelli algoritmalarda (&rnegin; K-En
Yakin Komsu, Lojistik Regresyon, SVM, Yapay Sinir Aglar1) degiskenlerin benzer

Olceklerde olmasi gerektiginden, StandardScaler yontemiyle tiim degiskenler sifir
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ortalamal1 ve birim standart sapmal1 hale getirilmistir. Karar Agaclar1 algoritmas1 bu

tiir 6n islemeye duyarli olmadigindan, bu modelde ham degerler kullanilmaistir.

Modelleme asamasinda alt1 farkli denetimli 6grenme algoritmasi uygulanmistir. Bu

algoritmalarda kullanilan hiperparametreler séyledir:

Karar Agaclari:
o Ayirma olgiitii: gini
o Maksimum derinlik: Otomatik belirlenir
o Bir dalin ikiye ayrilmasi i¢in gereken minimum Ornek sayist: 2
o Bir yaprak diiglimde bulunmasi gereken minimum 6rnek sayisi: 1

Lojistik Regresyon:

o Cok smifli durumlar i¢in siniflandirma stratejisi: 'multinomial'
o Optimizasyon algoritmasi (¢oziicii): Ibfgs

o Diizenleme parametresi (C): 1.0

o Maksimum iterasyon sayisi: 100

Naive Bayes:

o Varyans diizeltme katsayis1 (sayisal kararlilik i¢in): 1e-9

K-En Yakin Komsu:

o Komsu sayisi: 5
o Agrliklandirma yontemi: uniform (her komsu esit agirlikta)
o Mesafe metrigi: minkowski

o p=2 (Oklid uzaklig1)

Destek Vektor Makineleri:
o Cekirdek (kernel) fonksiyonu: rbf (radial basis function)
o C parametresi (hata toleransi/diizenleme katsayisi): 1.0

o Gamma (¢ekirdek fonksiyonu parametresi): scale (veriye gore otomatik

hesaplanir)
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e Yapay Sinir Aglar1: Katmanlar tizerinden 6grenme saglayan, dogrusal olmayan

iligkileri modelleyebilen esnek bir algoritmadir.
o Gizli katman yapist: (100,) (tek gizli katman, 100 ndron)
o Aktivasyon fonksiyonu: relu
o Optimizasyon algoritmasi (¢6ziicii): adam
o L2 diizenleme katsayis1 (alpha): 0.0001
o Maksimum iterasyon sayisi: 200

Tim modeller Python programlama dili ile, agirlikli olarak scikit-learn kiitiiphanesi
kullanilarak uygulanmigtir. Egitim siireci tamamlandiktan sonra, test kiimesi iizerinde

tahminlemeler yapilmis ve model performanslar1 degerlendirilmistir.

4.4.2 Performans degerlendirme ve sonuclar

Model karsilastirmalarinda yalnizca dogruluk orani degil, aynt zamanda siif
dengesini gozeten dogruluk (accuracy), kesinlik (precision), duyarlilik (recall) ve F1-
skoru gibi metrikler de hesaplanmigtir. Bu metrikler, siniflar arasindaki
dengesizliklerin etkisini minimize etmek amaciyla agirlikli ortalama yontemiyle
degerlendirilmistir. Ayrica her bir model i¢in karisiklik matrisi (confusion matrix)
olusturulmus ve bu matrisler gorsellestirilerek siniflandirma basarisinin  hangi
siniflarda yogunlastig1 analiz edilmistir. Tiim bu modellere ait metriklerin tamam
Cizelge 4.5’te Ozetlenmistir. Ek olarak, her modelin test veri kiimesine yaptig
tahminler ayrt siitunlar halinde test kiimesine eklenmistir. Bu sayede modellerin

ciktilar1 sonraki analiz veya gorsellestirme adimlar i¢in tekrar kullanilabilir hale

getirilmistir.
Cizelge 4.5: Performans metrikleri.
Model Dogruluk Kesinlik  Duyarhlhik F1-Skoru
Karar Agaci 0.932 0.935 0.932 0.932
Lojistik Regresyon 0.955 0.959 0.955 0.955
Naive Bayes 0.852 0.853 0.852 0.851
K-En Yakin Komsu  0.898 0.898 0.898 0.898
DVM 0.932 0.933 0.932 0.931
YSA 0.966 0.966 0.966 0.966

Toplamda 439 elektrikli arag verisiyle ¢alisiimis olup, bu veri kiimesi %80-%20

oraninda egitim ve test verileri olmak iizere ikiye ayrilmistir. Bu kapsamda, 351 araglik
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egitim verisi ile modeller egitilmis, 88 araclik test verisi ile ise degerlendirme
yapilmistir. Verinin gorece kiiciik olmasi bazi algoritmalar icin sinirlayict olmus
olabilecegi diisiiniilmektedir. Ozellikle yapay sinir ag1 gibi daha yiiksek veri hacmiyle
daha iyi performans sergileyebilen modellerin, buna ragmen diger yontemlerin
tamamindan daha yiliksek performans gostermesi dikkat cekicidir. YSA modeli,
yalnizca F1-skoru degil, ayni zamanda dogruluk, kesinlik ve duyarlilik metriklerinde
de en yiiksek degere ulagsmistir. Bu sonug, YSA modelinin bu veri setinde en giiglii

siniflandirma basarisina sahip oldugunu gostermektedir.

Ote yandan, Naive Bayes algoritmasi, tiim metrikler agisindan en diisiik performansi
sergilemis ve bu baglamda en zayif model olarak degerlendirilmistir. Bu durum, Naive
Bayes’in temel varsayimlariin (6zelliklerin birbirinden bagimsiz olmasi gibi) bu veri
kiimesi {izerinde yeterince saglanamamasindan kaynaklaniyor olabilir. Ornek olmasi
acisindan, en basarili model olan YSA ve en zayif kalan Naive Bayes algoritmalarina

ait karigiklik matrisleri sirasiyla Sekil 4.5 ve Sekil 4.6'da sunulmustur.
Karisiklik Matrisi - YSA
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Sekil 4.5: Yapay sinir ag1 modelinin karigiklik matrisi.
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Karisiklik Matrisi — Naive Bayes

25

20

g- 15

-10

| -0
0 1 2

Tahmin Edilen
Sekil 4.6: Nalve Bayes modelinin karisiklik matrisi.

Tiim modellerin %85’in iizerinde bir basar1 sergilemis olmasi, yalnizca kullanilan
makine dgrenmesi algoritmalarinin degil, ayn1 zamanda sirali siniflandirma siirecinde
uygulanan etiketleme stratejisinin de etkili oldugunu gostermektedir. Ozellikle
TOPSIS-Sort-B yontemiyle yapilan sinif etiketlemesinin, gézlemler arasindaki yapisal
ortintiileri anlaml bir sekilde yansittigi ve bu nedenle siniflandirma algoritmalarina
uygun bir 0grenme zemini sundugu sOylenebilir. Etiketleme siireci hatali veya
anlamsiz olsaydi, bu durum dogrudan siniflandirma performansina da yansiyacak ve
genel basar1 oranlar1 daha diisiik seviyelerde kalacakti. Dolayisiyla, elde edilen yiiksek

performans degerleri, etiketleme yaklasiminin da dogrulugunu desteklemektedir.

Sonug olarak, her bir modelin farkli o6zelliklerinden kaynaklanan avantaj ve
dezavantajlar1 g6z oniine alindiginda, YSA modelinin bu baglamda en uygun yontem
oldugu sdylenebilir. Ancak veri hacminin daha biiyiik oldugu durumlarda modeller

aras1 performans farklarinin daha belirgin ve giivenilir olacagi da unutulmamalidir.

4.5 CKKYV ve Makina Ogrenmesi Sonuclarinin Karsilastirmasi

Bu boliimde, CKKV yontemi olarak kullanilan TOPSIS-Sort-B algoritmasi ile
denetimli makine Ogrenmesi modellerinden elde edilen siniflandirma sonuglari
karsilastirilmistir. Amag, makine 6grenmesi modellerinin CKKV temelli tercih
edilebilirlik  siiflarm1  ne Olglide dogru sekilde yeniden iiretebildigini

degerlendirmektir. Bu baglamda, her bir siniflandirma modelinin hangi araglar1 dogru
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ya da yanlis siniflandirdig1 detayli olarak incelenmis ve 6zellikle yiiksek, orta ve diisiik
tercih edilebilirlik diizeylerinde gdzlemlenen yanlis siniflamalar analiz edilmistir. Elde
edilen bulgular, modellerin karar verme tutarliligina dair derinlemesine bir perspektif
sunmakta ve veri temelli otomatik siniflandirma yaklasimlarinin CKKYV tabanh

yontemlerle olan uyumunu tartismaya agmaktadir.

TOPSIS-Sort-B algoritmas1 sonuglarina gore yiiksek tercih edilebilirlik diizeyinde
siniflandirilan aracglar arasinda, bazi denetimli 68renme modellerinin hatali
tahminlerde bulundugu gézlemlenmistir. Bu grupta yer alan Lucid Air Grand Touring,
Nio Et7 Long Range, Tesla Model 3 Performance, BMW iX M60, Volkswagen ID.7
GTX, Zeekr 001 Performance AWD ve Volkswagen I1D.7 Pro modelleri, en az bir
makine 6grenmesi modeli tarafindan yanlis siniflandirilmistir. Bu durum, modellerin
yiiksek tercih edilen araglarin 6zelliklerini her zaman dogru sekilde 6grenemedigine

isaret etmektedir.

Denetimli 6grenme modelleri bazinda degerlendirildiginde, yapay sinir aglar1 modeli
yiiksek tercih edilebilirlik sinifindaki araclarin tamamini dogru bir sekilde tahmin
etmeyi basarmistir. Karar agact modeli, Nio Et7 Long Range, Tesla Model 3
Performance ve Volkswagen ID.7 Pro araclarini hatali sekilde orta tercih edilebilirlik
diizeyine yerlestirmistir. Lojistik regresyon yalnizca Volkswagen ID.7 Pro modelini
orta seviyede tahminleyerek hata yapmistir. Diger yandan, Naive Bayes ve DVM, hem
Lucid Air Grand Touring hem de Volkswagen ID.7 Pro araglarini yanlis
tahminlemistir. K-En Yakin Komsu modeli ise BMW 1X M60, Volkswagen ID.7 GTX

ve Zeekr 001 Performance AWD araglarini hatali sekilde siniflandirmustir.

Bu analizde 6zellikle Volkswagen ID.7 Pro modeli dikkat ¢ekmektedir; ¢iinkii alt1
modelden dordii bu aract yanls siniflandirmistir. Modelin maksimum siirat, batarya
mimarisi, V2L destegi eksikligi, toplam bagaj hacmi ve koltuk sayist gibi kriterlerde
bazi iist diizey modellere kiyasla nispeten zayif kalmasi, modellerin bu araci orta tercih
edilebilirlik diizeyine kaydirmasima sebep olmus olabilir. Bu durum, makine
ogrenmesi modellerinin bazi teknik ya da donanimsal farkliliklara kars1 duyarliligini

gostermesi acisindan anlamlidir.

Orta tercih edilebilirlik diizeyinde smiflandirilan araglar incelendiginde, BMW 17
eDrive50, BMW i5 M60 xDrive Sedan, Nio ET5 Standard Range, KGM Torres EVX,
Kia EV6 Standard Range 2WD, BYD Dolphin 44.9 kwWh Active, Opel Zafira-e Life
L2 75 kWh, Toyota Proace Verso M 75 kWh ve Renault Kangoo Grand E-Tech

63



Electric modellerinin en az bir denetimli 6grenme modeli tarafindan yanlis
smiflandirildigr goriilmektedir. Bu durum, orta smif araglarin siniflandirilmasinin

diger gruplara kiyasla daha fazla model tarafindan zorlandigini1 géstermektedir.

Bu gruptaki araglarin tamamini dogru sekilde tahmin edebilen tek model lojistik
regresyon olmustur. Karar agact modeli, KGM Torres EVX ve Renault Kangoo Grand
E-Tech Electric modellerini yanlis sekilde diisiik tercih edilebilirlik diizeyine
yerlestirmistir. En fazla hata yapan model ise Naive Bayes olmus; BMW 17 eDrive50,
BMW i5 M60 xDrive Sedan, Nio ET5 Standard Range, KGM Torres EVX araglarini
yiiksek, BYD Dolphin 44.9 kWh Active, Opel Zafira-e Life L2 75 kWh, Toyota Proace
Verso M 75 kWh ve Renault Kangoo Grand E-Tech Electric araglarini ise diisiik tercih
edilebilirlik seviyesine yerlestirerek oldukca fazla hata yapmistir. K-En Yakin Komsu
algoritmas1 da benzer sekilde, KGM Torres EVX ve Kia EV6 Standard Range 2WD
modellerini yiiksek seviyede, BYD Dolphin 44.9 kWh Active ve Renault Kangoo
Grand E-Tech Electric modellerini diisiik seviyede tahminlemistir. Destek vektor
makineleri, BMW 17 eDrive50 modelini yiiksek seviyede, KGM Torres EVX, BYD
Dolphin 44.9 kWh Active ve Renault Kangoo Grand E-Tech Electric modellerini
diisiik seviyede tahminlemistir. Son olarak, Yapay sinir ag1 ise BMW i7 eDrive50’yi
yiiksek, Renault Kangoo Grand E-Tech Electric modelini ise disiik tercih
edilebilirlikte siniflandirarak hata yapmistir.

Bu araglar arasinda Renault Kangoo Grand E-Tech Electric modeli 6zellikle dikkat
cekmektedir; zira lojistik regresyon disinda tiim modeller bu araci diisiik tercih
edilebilir siifa yerlestirmistir. Aracin maksimum stirat degerinin diisiik olmasi ve
elektrikli araglara 6zel bir platform yerine geleneksel igten yanmali platform tizerinden
gelistirilmis olmasi, bu tiir bir siniflandirma egilimini tetiklemis olabilir. Bu durum,
orta siniftaki bazi araglarin teknik 6zellikleri nedeniyle diisiik sinifa kaydirildigini ve

modellerin bu niianslara kars1 olduk¢a duyarl oldugunu gostermektedir.

Disiik tercih edilebilirlik sinifina TOPSIS-Sort-B yontemine gore dahil edilen araglar
incelendiginde, GWM Ora 07 GT, Lynkco 02, Lexus UX 300e ve Skoda Elrog 50
modellerinin en az bir denetimli 6grenme modeli tarafindan hatali sekilde farkli bir
sinifa atandigr goriilmektedir. Bu durum, her ne kadar distik tercih edilebilirlik
seviyesi teknik agidan daha ayirt edici gibi goriinse de, bazi modellerin bu gruptaki

araglari farkli siniflara yonlendirme egilimi gosterdigini ortaya koymaktadir.
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Bu gruptaki tiim araglari dogru tahmin eden tek yontem destek vektdr makineleri
olmustur. Diger yandan karar agacit yalnizca GWM Ora 07 GT aracin1 hatali
smiflandirarak orta seviyeye tasimistir. Lojistik regresyon, GWM Ora 07 GT, Lynkco
02 ve Lexus UX 300e modellerini orta tercih edilebilirlik diizeyine koyarak {i¢ aragta
hata yapmustir. Naive Bayes, Lynkco 02 ve Skoda Elroq 50 modellerini orta seviyeye,
Lexus UX 300e’yi ise yiiksek seviyeye yerlestirmistir. KNN algoritmasi da benzer
sekilde Lexus UX 300e’yi yiiksek seviyede, Skoda Elroq 50’yi ise orta seviyede
tahminlemistir. Yapay sinir ag1 ise yalnizca Lexus UX 300e aracimi orta tercih

edilebilir olarak etiketlemistir.

Bu araglar arasinda 6zellikle Lexus UX 300e modeli 6ne ¢ikmaktadir. Ciinkii bu arag
iki model tarafindan diisiik, iki model tarafindan orta ve iki model tarafindan da yiiksek
tercih edilebilirlikte olarak tahmin edilmistir. Bu kadar genis bir yelpazede
tahminlenen nadir araglardan biri olmasi, modelin siniflandirma agisindan ne denli
siirda bir profil ¢izdigini gostermektedir. Aracin elektrikli araclara 6zgii platforma
sahip olmamasi, 151 pompasi, ¢ekici 6zelligi ve V2L destegi gibi unsurlarin eksikligi,
diisiik tercih edilebilirlige isaret eden unsurlar arasindayken; buna karsin batarya
garanti siiresi ve garanti mesafesinin uzun olmasi, ayrica tatmin edici sarj hizi, bazi
modellerin bu araci yiiksek tercih edilebilirlik sinifina almasina neden olmus olabilir.
Bu durum, ¢ok boyutlu 6zelliklerin siniflandirma modelleri {izerindeki etkisini agikca

ortaya koymaktadir.

Tim araglarin sirali siniflandirmaya iliskin etiket verileri ve test verisinde yer alan
araclarin makine 6grenmesi metotlar1 ¢ercevesinde tahmin edilen sinif degerleri ekte

verilmistir.

Tiim bu bulgular, TOPSIS-Sort-B gibi ¢ok kriterli karar verme yontemleri ile makine
Ogrenmesi tabanli siniflandirma modelleri arasinda karar mekanizmasi bakimindan
temel farklar olabilecegini gostermektedir. CKKV yontemleri, onceden belirlenmis
kriter agirliklart ve yapisal tercih kurallar1 ¢ergevesinde tutarli sonuglar iiretirken;
makine 6grenmesi modelleri verideki Oriintiilere dayanarak 6grenme yapar ve bu
nedenle oOzellikle sinirda yer alan orneklerde farkli smiflandirma egilimleri
sergileyebilir. Bu durum, her iki yaklasimin birbirini tamamlayic1 sekilde
degerlendirilmesi gerektigini ortaya koymaktadir. Ayrica, kullanilan veri setindeki
gbézlem sayisinin gorece siirli olmasi da, 6zellikle sinirda yer alan araglarin

tahmininde model hatalarinin artmasina neden olmus olabilir.
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5. TARTISMA VE SONUC

Son yillarda siirdiiriilebilirlik hedeflerinin kiiresel 6lgekte oncelik kazanmasi, ulagim
sektoriinii de ciddi bicimde doniistirmeye baslamistir. Bu doniisiimiin en somut
yansimalarindan biri ise i¢cten yanmali motorlu araglardan elektrikli araglara gecis
stirecidir. Karbon emisyonlarini azaltma, enerji verimliligini artirma ve uzun vadede
ekonomik siirdiiriilebilirlik saglama gibi nedenlerle, elektrikli araglarin bireysel ve
kamusal ulasimda giderek daha fazla tercih edildigi gozlemlenmektedir. Bu
gelismelere paralel olarak, pazarda yer alan ¢ok sayida elektrikli arac alternatifi
arasindan se¢im yapmak da giderek daha karmasik bir hal almistir. Bu karmagikligin
temelinde ise, her bir aracin farkli teknik, ekonomik ve donanimsal 6zelliklere sahip
olmasi ve kullanicilarin bu kriterler dogrultusunda farkli tercih onceliklerine sahip
olmasi yatmaktadir (Hawkins vd., 2013; Sonar ve Kulkarni, 2021; Higueras-Castillo
vd., 2021). Bir kullanict i¢in menzil kritik 6nemdeyken, digeri i¢in hizlanma
performansi veya sarj altyapisiyla uyumluluk daha belirleyici olabilmektedir. Bunun
yani sira, elektrikli araclarin satis fiyatlari, isletim maliyetleri, bakim-onarim
gereksinimleri ve yeniden satis degerleri gibi ekonomik faktorler de karar verme
stireglerini  dogrudan etkilemektedir. Bu c¢ok boyutlu degerlendirme ihtiyaci,
tiikketicilerin optimal se¢im yapabilmeleri i¢in sistematik yaklasimlara duyulan talebi

artirmistir.

Bu tez ¢aligsmasi, s6z konusu karmasikligi anlamlandirmak ve elektrikli araglarin tercih
edilebilirlik agisindan nasil smiflandirilabilecegini  ortaya koymak amaciyla
gergeklestirilmistir. Bu dogrultuda, ¢ok kriterli karar verme yontemlerinden biri olan
TOPSIS-Sort-B  algoritmast kullanilarak araglar iic ayr1 tercih diizeyine gore
siniflandirilmistir. TOPSIS-Sort-B'nin se¢imindeki temel neden, siniflandirma temelli
karar problemlerine uygunlugu ve belirli esik degerler araciligiyla alternatiflerin
kategorilere atanmasina olanak saglamasidir. Geleneksel TOPSIS yonteminden farkli
olarak, TOPSIS-Sort-B alternatifleri 6nceden tanimlanmis sirali siniflara atar ve
boylelikle karsilagtirmali siralama yerine degerlendirme yapilmasina imkan tanir.

Ayrica, sirali siniflandirma yontemleri uzman goriislerinden faydalanarak ¢ok sayida
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alternatif i¢in dahi kabul edilebilir bir cabayla siniflarin (etiketlerin) elde edilmesini
miimkiin kilmakta, bu siniflar da tercih edilebilirlik agisindan kendi aralarinda
siralanarak makine 6grenmesine dayali siniflandirma algoritmalarina gore ek bilgi

sunmaktadir.

Elde edilen siniflandirma etiketleri, ¢calismanin ikinci asamasinda birer denetimli
O0grenme verisi olarak kullanilmis ve boylelikle ¢esitli makine 6grenmesi algoritmalari
ile siniflandirma yapilmast miimkiin hale gelmistir. Bu yoniiyle ¢alisma, bir yandan
CKKYV ve makine 6grenmesi yaklasimlarini birlestiren hibrit bir yap1 6nermekte; diger
yandan da her iki yaklagimin siniflama ¢iktilarindaki 6rtiisme diizeyini irdelemektedir.
Bu baglamda, CKKV temelli sirali siniflandirma yontemleri, makine &grenmesi
algoritmalarinin ihtiya¢ duydugu etiketli veriyi saglayarak etiketleme siirecinin daha

etkin ve verimli yiiriitiilmesine katki sunmaktadir.

Makine Ogrenmesi agamasinda veriler, egitim ve test olmak iizere ikiye ayrilmuis;
etiketli egitim verisiyle modeller egitilmis ve test verisi iizerinden dogruluk ile F1-
skoru bazli performans degerlendirmesi yapilmistir. Bu baglamda Yapay Sinir Ag1
modeli, hem dogruluk oram1 hem de FIl-skoru acisindan en yiiksek basariyi
gostermistir. Karar agaci, destek vektor makinesi ve lojistik regresyon gibi diger
siiflandirict modellerin de genel anlamda ytiksek performans sergiledigi ve test veri
setindeki araglarin biiyiikk bir kisminin tiim modeller tarafindan dogru sekilde
tahminlendigi goriilmistiir. Bu sonug, TOPSIS-Sort-B algoritmasi ile olusturulan
etiketlerin makine Ogrenmesi acisindan tutarli ve genellenebilir oldugunu
gostermektedir. Ayrica sorting tabanli geleneksel CKKV yontemlerinin, uygun bir
etiketleme araci olarak denetimli Ogrenme modelleriyle bagarili bicimde
biitiinlesebilecegini ortaya koymaktadir. Ote yandan, makine 6grenmesi algoritmalari
ile yeni gozlemlerin siniflandirilmasi kolaylasmakta; ongoriilen siniflar yalnizca
teknik bir ¢ikti olmanin Gtesine gegerek tercih edilebilirlik agisindan da anlam

tasimaktadir.

Normal sartlarda sirali siniflandirma i¢in makine &grenmesi kapsaminda daha
karmagik model ve algoritmalarin kullanilmasi gerekirken, bu hibrit yaklasim hem
etiketleme hem de Ongorii siireglerinin etkinligini ve verimliligini artirmakta; daha

basit yontemlerle de yiiksek dogruluk oranlar1 elde edilebilecegini gostermektedir.

Genel olarak bu c¢alisma, elektrikli araclarin tercih edilebilirligine iligkin siniflama

sorununu hem karar verme kurami hem de veri bilimi perspektifiyle ele almis; bu iki
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yaklasimin bir arada nasil ¢aligabilecegine dair ampirik bir 6rnek sunmustur. Bulgular,
yalnizca akademik anlamda degil; aynm1 zamanda tiiketici odakli karar destek
sistemlerinin gelistirilmesi, otomotiv endiistrisinin pazar segmentasyonu stratejileri ve
politika yapicilarin elektrikli ara¢ tesvik programlarinin tasarlanmasi agisindan da
potansiyel uygulama alanlari tasimaktadir. Bu hibrit yaklasim, gelecekte diger
sektorlerdeki karmasik siniflandirma problemlerine de uyarlanabilir ve boylelikle

interdisipliner arastirma alanlar1 i¢in metodolojik katki saglayabilir.

5.1 Cikarimlar ve Teorik Katkilar

Bu tez kapsaminda elde edilen bulgular, hem akademik literatiire katki saglamakta,
hem de sektorel anlamda iireticiler, pazarlamacilar ve nihai kullanicilar agisindan da
cesitli pratik cikarimlar sunmaktadir. Oncelikle, elektrikli ara¢ pazarmin giderek
genislemesi ve teknik 6zelliklerin ¢esitlenmesi, iiriinlerin karsilastirilmasini ve uygun
hedef kitleye sunulmasini zorlastirmaktadir. Farkli menzil, batarya kapasitesi, sarj
sliresi, azami hiz, giivenlik donanimi gibi ¢ok sayida Ozelligin ayni anda
degerlendirilmesi gerektiginde, hangi aracin hangi kullanic1 profiline uygun oldugu
sorusu daha karmasik bir hal almaktadir. Bu noktada tezde 6nerilen yaklasim, araglari
cok kriterli karar verme mantigiyla anlamli gruplara (yiiksek, orta, diisiik tercih
edilebilirlik) ayirarak hem analiz kolaylig1 saglamakta hem de bu ayrimi makine

ogrenmesi modelleriyle genisletilebilir hale getirmektedir.

Ureticiler ve pazarlamacilar agisindan, bu siniflama sistematigi belirli arag
modellerinin hangi tercih sinifinda konumlandigini gérmelerine imkan tanimaktadir.
Ornegin, diisiik tercih edilebilirlik smifina diisen araglarin hangi kriterlerde zayif
kaldig1 analiz edilerek iirlin gelistirme stratejileri yeniden sekillendirilebilir. Ayni
sekilde, tiliketicilerin farkli ihtiya¢ ve beklentilerine gore tasarlanmis filtreleme
sistemleri, bu tiir stniflamalardan beslenerek daha kullanici dostu héle getirilebilir.
Boylelikle, iiriin ile kullanici arasindaki eslesme siireci daha rasyonel bir zemine
oturtulabilir. Ek olarak, bu siniflama sistematigi {izerinden fiyatlandirma
politikalarinin da optimize edilmesi miimkiindiir. Ozellikle benzer segmentte yer alan
araclar arasinda rekabet avantaji saglanmasi adina, fiyat-performans iliskisi ¢cok daha

saglikli bicimde degerlendirilebilir.

Teorik baglamda bu calisma, elektrikli araclarin ¢ok sayida teknik ve performans

0zelligi dogrultusunda sirali siniflandirma esash bir segmentasyona tabi tutulmasina
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yonelik literatiirdeki siirli 6rneklerden biri olma niteligindedir. Ozellikle TOPSIS-
Sort-B algoritmasinin bu baglamda kullanilmasi, mevcut siiflandirma temelli karar
verme yoOntemlerinin elektrikli araglar pazarina uygulanabilirligine dair énemli bir
katki sunmaktadir. Literatiirde genellikle bireysel alternatiflerin siralanmasi veya ikili
kargilastirmalar yapilirken, bu c¢alismada belirli esik degerler c¢ercevesinde
gruplandirma yapilmasi, elektrikli araclar segmentasyonu agisindan 0Ozgiin bir
yaklasim ortaya koymaktadir. Dahasi, sirali siniflandirma yonteminin ¢iktilarinin
makine O0grenmesi ile iliskilendirilmesi, CKKV yontemlerinin denetimli 6grenme
cergevesinde nasil yeniden islevsellestirilebilecegine dair énemli bir metodolojik

tartisma zemini sunmaktadir.

Bu yoniiyle tez, yalnizca elektrikli ara¢ pazariyla sinirli kalmamakta, ayn1 zamanda
cok kriterli karar verme ile yapay zeka temelli yaklagimlar arasinda koprii kuran hibrit
bir metodolojinin uygulanabilirligini gostermektedir. Bu metodoloji, farkli
sektorlerdeki {irtin segmentasyonu, miisteri siniflamasit veya Oneri sistemleri gibi
baglamlara da uyarlanabilir olup, gelecekte c¢ok yonlii akademik ve sektorel

uygulamalara ilham verebilecek potansiyele sahiptir.

5.2 Kisitlar ve Sonraki Calismalara Oneriler

Bu calisma, elektrikli araglarin tercih edilebilirlik agisindan siniflandirilmasina
yonelik olarak kapsamli ve sistematik bir yaklagim sunmakla birlikte, baz1 sinirliliklar
da beraberinde tasimaktadir. Ilk olarak, analizde kullanilan veriler, halihazirda
internetteki en kapsamli elektrikli arag veritabanlarindan biri olan EVDatabase
platformundan temin edilmistir (EVDatabase, 2025). Ancak elektrikli ara¢ sektoriiniin
oldukca hizli gelistigi ve iretici firmalarin siirekli olarak yeni modeller piyasaya
stirdiigii géz oniine alindiginda, kullanilan veri setinin tam anlamiyla giincel tiim
araglart kapsadigim sdylemek miimkiin degildir. Ustelik bu veriler galismanin
baslangicinda, yaklagik dort ay once derlenmis olup, bu siirecte EVDatabase
veritabanina yeni modellerin eklenmis olabilecegi ihtimali de dikkate alinmalidir. Bu
nedenle, analiz kapsamindaki 439 arag lizerinden elde edilen bulgular, veri kiimesinin

temsili giliciine bagl olarak degerlendirilmelidir.

Bir diger smirhilik, tercih edilebilirlik segmentlerinin belirlenmesinde kullanilan
TOPSIS-Sort-B  algoritmasinin belirli varsayimlar altinda ¢alisiyor olmasidir.

Ozellikle esik degerlerin belirlenmesi istatistiksel olarak anlamli olsa da, bu degerlerin

69



farkli yontemlerle tiiretilmesi durumunda segmentasyon ¢iktilar1 degisebilir. Ayrica,
makine O6grenmesi modelleri i¢in kullanilan train-test ayrimi, veri kiimesinin
homojenligi varsayimina dayanmaktadir. Ger¢ek diinyada ise kullanici tercihlerinin
bolgesel, kiiltiirel veya sosyoekonomik faktorlere gore degisiklik gosterebilecegi goz

oninde bulundurulmalidir.

Bu calismada dikkate alinan 6zellikler daha ¢ok teknik, donanimsal ve performans
odaklidir. Ancak gelecek c¢alismalarda, fren mesafesi, ¢arpisma testlerinden elde
edilen giivenlik puanlari, yol tutus, servis ag1 genisligi, garanti kapsami gibi baska
Ozniteliklerin de dahil edilmesi, tercih edilebilirlik analizlerini daha biitiinciil bir
perspektife tasiyabilir. Ayrica, ¢alismada agirlikli olarak sayisal nitelikler ele alinmig
olsa da, kategorik verilerle daha esnek calisabilecek yaklagimlarin kullanilmasi,

modellerin farkli veri tiirleri karsisindaki basarisini artirabilir.

Gelecek calismalarda, daha dinamik ve giincel veri kaynaklarinin kullanilmasi,
analizlerin dogrulugunu ve genellenebilirligini artiracaktir. Ayrica kullanict temelli
verilerin (6rnegin kullanici puanlari, yorumlar, satis rakamlar1 gibi) entegre edilmesi,
tercih edilebilirlik siniflandirmasinin daha zengin bir baglamda yapilmasina olanak
taniyabilir. Diger yandan, bu ¢alismada kullanilan hibrit yaklasim farklit CKKV ve
denetimli 6grenme yontemleriyle karsilastirmali olarak yeniden denenebilir. Farkli
segmentasyon teknikleriyle sonuclarin ne Olgiide tutarli oldugu incelenebilir. Son
olarak, onerilen modelin gergek diinyada bir Oneri sistemine entegre edilmesi, hem

akademik hem de endiistriyel anlamda 6nemli katkilar saglayacaktir.
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EK A: Araglarin etiket verileri.

Cizelge A.1: Elektrikli araglarin sirali siniflandirma etiketleri ve makine 6grenmesi

metotlarinin tahmin ettigi test verileri.

TOPSIS- Karar  Lojistik Naive
ID Ara¢ Modeli Sort-B Agaci Regresyon Bayes KEYK DVM YSA
0 Lucid Air Grand Touring 0 0 0 1 0 1 0
1 Mercedes Benz Eqs 500 4Matic 0 0 0 0 0 0 0
Audi A6 Avant E Tron
2 Performance 0 0 0 0 0 0 0
3 Porsche Taycan Turbo 0 0 0 0 0 0 0
Mercedes Benz Egs Suv 580
4 4Matic 0 0 0 0 0 0 0
Tesla Model 3 Long Range Dual
5 Motor 0 0 0 0 0 0 0
6 Bmw 17 Edrive50 1 1 1 0 1 0 0
7 Mercedes Benz Eqe 350 4Matic 0 0 0 0 0 0 0
Audi Q6 E Tron Sportback
8 Performance 0 0 0 0 0 0 0
9 Nio Et7 Long Range 0 1 0 0 0 0 0
Audi Q6 E Tron Sportback
10 Quattro 0 0 0 0 0 0 0
11 Porsche Taycan 0 0 0 0 0 0 0
12 Audi Sg6 E Tron Sportback 0 0 0 0 0 0 0
13 Tesla Model 3 Performance 0 1 0 0 0 0 0
14 Bmw Ix M60 0 0 0 0 1 0 0
15 Volkswagen 1d7 Gtx 0 0 0 0 1 0 0
16 Audi A6 Sportback E Tron 0 0 0 0 0 0 0
17 Zeekr 001 Performance Awd 0 0 0 0 1 0 0
18 Volkswagen 1d7 Pro 0 1 1 1 0 1 0
19 Skoda Enyaq Coupe 85X 1 1 1 1 1 1 1
20 Mercedes Benz Ege Suv 350Plus 0 0 0 0 0 0 0
21 Hyundai lonig 9 Performance 0 0 0 0 0 0 0
Awd
22 Porsche Taycan Sport Turismo 0 0 0 0 0 0 0
23 Cupra Born 170 Kw 77 Kwh 1 1 1 1 1 1 1
24 Xpeng P7 Wing Edition 0 0 0 0 0 0 0
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Cizelge A.1 (devam): Elektrikli araglarin sirali siniflandirma etiketleri ve makine

ogrenmesi metotlarinin tahmin ettigi test verileri.

TOPSIS- Karar  Lojistik Naive
ID Ara¢ Modeli Sort-B Agaci Regresyon  Bayes KEYK DVM YSA
25 Volkswagen 1d5 Pro 1 1 1 1 1 1 1
Mercedes Benz Ege Amg 53
26 4Maticplus 0 0 0 0 0 0 0
27 Skoda Elroq 85 1 1 1 1 1 1 1
28 Mercedes Benz Eqge Suv 300 0 0 0 0 0 0 0
29 Hyundai lonig 5 84 Kwh Awd 0 0 0 0 0 0 0
30 Skoda Enyaq 85X 1 1 1 1 1 1 1
31 Volkswagen 1d4 Pro 4Motion 1 1 1 1 1 1 1
Mercedes Benz Ege Suv 350
32 4Matic 0 0 0 0 0 0 0
33 Bmw 14 Edrive35 1 1 1 i’ 1 1 1
34 Gwm Ora 07 Gt 2 1 1 2 2 2 2
Mercedes Benz Eqe Suv Amg 43
35 4Matic 0 0 0 0 0 0 0
36 Bmw I5 M60 Xdrive Sedan 1 1 1 0 1 1 1
37 Mercedes Benz Eqgb 250Plus 1 1 1 1 1 1 1
38 Nio Et5 Standard Range 1 1 1 0 1 1 1
39 Volvo Ec40 Twin Motor 1 1 1 1 1 1 1
40 Audi Q4 E Tron 55 Quattro 1 1 1 1 1 1 1
41 Audi Q6 E Tron 0 0 0 0 0 0 0
Nissan Ariya E 4Orce 87Kwh
42 320 Kw Nismo 1 1 1 1 1 1 1
Volvo Ex40 Twin Motor
43 Performance 1 1 1 1 1 1 1
Renault Megane E Tech Ev60
44 220Hp 1 1 1 1 1 1 1
45 Lynkco 02 2 2 1 1 2 2 2
46 Kgm Torres Evx 1 2 1 0 0 2 1
47 Opel Grandland 73 Kwh 1 1 1 1 1 1 1
Peugeot E 5008 73 Kwh Dual
48 Motor 1 1 1 1 1 1 1
49 Mg Mg4 Electric 64 Kwh 1 1 1 1 1 1 1
50 Smart 3 Premium 1 1 1 1 1 1 1
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Cizelge A.1 (devam): Elektrikli araglarin sirali siniflandirma etiketleri ve makine

ogrenmesi metotlarinin tahmin ettigi test verileri.

TOPSIS- Karar  Lojistik Naive

ID Ara¢ Modeli Sort-B Agaci Regresyon  Bayes KEYK DVM YSA
51 Kia Ev6 Standard Range 2Wd 1 1 1 1 0 1 1
52 Lexus Rz 450E 2 2 2 2 2 2 2
53 Mercedes Benz Eqga 300 4Matic 1 1 1 1 1 1 1
54 Volvo Ex40 Single Motor 1 1 1 1 1 1 1
55 Hyundai lonig 5 63 Kwh Rwd 0 0 0 0 0 0 0
56 Mercedes Benz Eqgb 350 4Matic 1 1 1 1 1 1 1
57 Omoda E5 2 2 2 2 2 2 2
58 Lexus Ux 300E 2 2 1 0 0 2 1

Volvo Ex30 Twin Motor
59 Performance 1 1 1 1 1 1 1
60 Skywell Bell Standard Range 2 2 2 2 2 2 2
61 Smart 1 Brabus 1 1 1 1 1 1 1

Mercedes Benz Evito Tourer
62 Long 90 Kwh 2 2 2 2 2 2 2
63 Mg Mg4 Electric Xpower 1 1 1 1 1 1 1
64 Mercedes Benz Eqv 300 Long 2 2 2 2 2 2 2
65 Skoda Elroq 50 2 2 2 1 1 2 2
66 Fiat 600E 2 2 2 2 2 2 2
67 Peugeot E 2008 54 Kwh 2 2 2 2 2 2 2
68 Audi Q4 Sportback E Tron 35 1 1 1 1 1 1 1
69 Hyundai Inster Long Range 2 2 2 2 2 2 2
70 Mini Aceman Se 2 2 2 2 2 2 2
71 Abarth 600E Turismo 2 2 2 2 2 2 2
72 Mg Zs Ev Standard Range 2 2 2 2 2 2 2

Mg Mg5 Electric Standard
73 Range 2 2 2 2 2 2 2
74 Byd Dolphin 449 Kwh Active 1 1 1 2 2 2 1
75 Opel Zafira E Life L2 75 Kwh 1 1 1 2 1 1 1
76 Toyota Proace Verso M 75 Kwh 1 1 1 2 1 1 1
77 Dongfeng Box 423 Kwh 2 2 2 2 2 2 2
78 Citroen E C3 Aircross 2 2 2 2 2 2 2
79 Fiat 500E 3Plusl 42 Kwh 2 2 2 2 2 2 2
80 Nissan Leaf 2 2 2 2 2 2 2
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Cizelge A.1 (devam): Elektrikli araglarin sirali siniflandirma etiketleri ve makine

ogrenmesi metotlarinin tahmin ettigi test verileri.

TOPSIS- Karar  Lojistik Naive
ID Ara¢ Modeli Sort-B Agaci Regresyon  Bayes KEYK DVM YSA
81 Renault Kangoo E Tech Electric 2 2 2 2 2 2 2
82 Mercedes Benz Eqt 200 Standard 2 2 2 2 2 2 2
83 Mercedes Benz Eqt 200 Long 2 2 2 2 2 2 2
Renault Kangoo Grand E Tech
84 Electric 1 2 1 2 2 2 2
85 Citroen E Spacetourer M50 Kwh 2 2 2 2 2 2 2
86 Toyota Proace Verso M 50 Kwh 2 2 2 2 2 2 2
87 Fiat 500E 3Plus1 24 Kwh 2 2 2 2 2 2 2
88 Mercedes Benz Eqs 450Plus 0 - - - - - -

89 Mercedes Benz Eqgs 450 4Matic 0 - - . - - -

90 Mercedes Benz Eqs 580 4Matic 0 - - 5 - - -
Audi A6 Sportback E Tron

91 Performance 0 - - - - - -
Mercedes Benz Egs Amg 53

92 4Maticplus 0 - - = - - -

Audi A6 Sportback E Tron

93 Quattro 0 - - - - - -
94 Lucid Air Touring 1 - - - - - -
95 Porsche Taycan Plus 0 - - - - - -
96 Tesla Model S Dual Motor 0 - - - - - -
97 Porsche Taycan 4S Plus 0 - - - - - -
98 Lucid Air Pure Rwd 1 - - - - - -
99 Porsche Taycan 4 Plus 0 - - - - - -
100  Tesla Model S Plaid 0 - - - - - -
101  Ds N8 Fwd Long Range 1 - - - - - -
102  Mercedes Benz Eqe 350Plus 0 - - - - - -
103  Audi S6 Sportback E Tron 0 - - - - - -

104  Tesla Model 3 Long Range Rwd 0 - - - - - -
105  Mercedes Benz Egs Suv 450Plus 0 - - - - - -
106  AudiE Tron Gt S 0 - - - - - -
107  Ds N8 Awd Long Range 1 - - - - - -
108  Audi A6 Avant E Tron Quattro 0 - - - - - -

109  Porsche Taycan Gts 0 - - - - - -
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Cizelge A.1 (devam): Elektrikli araglarin sirali siniflandirma etiketleri ve makine

ogrenmesi metotlarinin tahmin ettigi test verileri.

TOPSIS- Karar  Lojistik Naive
ID Ara¢ Modeli Sort-B Agaci Regresyon  Bayes KEYK DVM YSA
Mercedes Benz Egs Suv 450
110 4Matic 0 - - - - - -
Mercedes Benz Egs Suv 500
111 4Matic 0 - - - - - -
Porsche Taycan Plus Sport
112 Turismo 0 - - - - - -
113 Volkswagen Id7 Pro S 0 - - - - - -
114  Porsche Taycan Turbo S 0 - - - - - -
115  Mercedes Benz Eqe 300 0 - - - 3 - -
116 Audi E Tron Gt Rs 0 - - = - - -

117  Audi E Tron Gt Rs Performance 0 - - - - - -
118 Audi S6 Avant E Tron 0 - - - - - -

119  Volkswagen Id7 Tourer Pro S 0 - - = - - -

120  Lotus Emeya 0 - - - - - -
121 Lotus Emeya S 0 - - - = - -
122 Vinfast Vf 9 Extended Range 2 - - - - - =
123 Bmw 14 Edrive40 1 - - - - - -
124 Porsche Macan Electric 0 - - - - - -

Porsche Taycan 4S Plus Sport
125  Turismo 0 - - - - - -
126 Porsche Taycan 4 Cross Turismo 0 - - - - - -
Porsche Taycan 4S Cross
127 Turismo 0 - - - - - -
128 Bmw 17 Xdrive60 0 - - - - - -
Porsche Taycan Turbo Sport
129  Turismo 0 - - - - - -
Porsche Taycan Turbo S Sport
130  Turismo 0 - - - - - -
131 Zeekr 001 Long Range Rwd 0 - - - - - -
132 Mercedes Benz Eqe 500 4Matic 0 - - - - - -
133 Bmw Ix Xdrive50 1 - - - - - -
Porsche Taycan Gts Sport

134 Turismo 0 - - - - - -
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Cizelge A.1 (devam): Elektrikli araglarin sirali siniflandirma etiketleri ve makine

ogrenmesi metotlarinin tahmin ettigi test verileri.

TOPSIS- Karar  Lojistik Naive

ID Ara¢ Modeli Sort-B Agaci Regresyon  Bayes KEYK DVM YSA
Polestar 3 Long Range Single

135 Motor 0 - - - - - -
Peugeot E 3008 97 Kwh Long

136  Range 0 - - - - - -

137  Nio Et5 Long Range 0 - - - - - -

138  Xpeng P7 Rwd Long Range 0 - - - - - -
Polestar 4 Long Range Single

139 Motor 0 - - - - - -
Porsche Taycan Turbo Cross

140  Turismo 0 = - F - - -
Hyundai loniq 6 Long Range

141 2wd 0 = - o - - -

142 Lotus Eletre 0 - - - - - -
Hyundai loniqg 9 Long Range

143 Rwd 0 = - o - - -
Mercedes Benz Egs  Suv

144 Maybach 680 0 - - - - - -

145 Bmw 17 M70 Xdrive 0 - - - - - -

146  Porsche Taycan 4S 0 - - - - - -

147 Bmw 14 Xdrive40 1 - - - - - -

148  Audi Q6 E Tron Performance 0 - - - - - -

149  Porsche Taycan 4 0 - - - - - -

150  Porsche Macan 4 Electric 0 - - - - - -
Polestar 4 Long Range Dual

151 Motor 0 - - - - - -
Porsche Taycan Turbo S Cross

152 Turismo 0 - - - - - -

Peugeot E 5008 97 Kwh Long

153  Range 0 - - - - - -
154 Nio Et5 Touring Long Range 0 - - - - - -
155  Tesla Model X Dual Motor 0 - - - - - -
156  Porsche Macan 4S Electric 0 - - - - - -

Polestar 3 Long Range Dual

157 Motor 0 - - - - - -
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Cizelge A.1 (devam): Elektrikli araglarin sirali siniflandirma etiketleri ve makine

ogrenmesi metotlarinin tahmin ettigi test verileri.

TOPSIS- Karar  Lojistik Naive
ID Ara¢ Modeli Sort-B Agaci Regresyon  Bayes KEYK DVM YSA
158  Voyah Free 106 Kwh 2 - - - - - -
159  Lotus Eletre S 0 - - - - - -
Renault Scenic E Tech Ev87
160 220Hp 0 - - - - - -
161  Xpeng G9 Rwd Long Range 0 - - - - - -
162  Audi Q6 E Tron Quattro 0 - - - - - -
163  Volkswagen Id7 Tourer Gtx 0 - - - - - -
164  Xpeng G6 Rwd Long Range 0 - - - - - -
165  Zeekr 001 Privilege Awd 0 - - - 3 - -

166  Byd Seal 825 Kwh Rwd Design 0 - - = - - -

167  Ford Mustang Mach E Er Rwd 2 - - - = - -

168  Skoda Enyaq Coupe 85 1 - - - o - -
Hyundai lonig 9 Long Range

169 Awd 0 - - - - - -

170  Porsche Taycan Turbo Gt 0 - - - o - -
Porsche Taycan Turbo Gt

171 Weissach 0 - - - - - -

172 Xpeng G6 Awd Performance 0 - - - - - -

Polestar 2 Long Range Single

173 Motor 1 - - - - - -
174 Audi A6 Avant E Tron 0 - - - - - -
175 Byd Han 1 - - - - - -

176 Porsche Macan Turbo Electric 0 - - - - - -

177 Volkswagen Id7 Tourer Pro 0 - - - - - -
178  Audi Sg6 E Tron 0 - - - - - -
179 Bmw I5 Edrive40 Sedan 1 - - - - - -

Polestar 3 Long Range

180  Performance 0 - - - - - -
181  Xpeng G9 Awd Performance 0 - - - - - -
182  CupraBorn Vz 1 - - - - - -
183  Lotus Emeya R 0 - - - - - -
184  Tesla Model X Plaid 0 - - - - - -
185  Rolls Royce Spectre 0 - - - - - -
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Cizelge A.1 (devam): Elektrikli araglarin sirali siniflandirma etiketleri ve makine

ogrenmesi metotlarinin tahmin ettigi test verileri.

TOPSIS- Karar  Lojistik Naive
ID Ara¢ Modeli Sort-B Agaci Regresyon  Bayes KEYK DVM YSA
186  Volvo Ex90 Twin Motor 0 - - - - - -
187  Hongqi E Hs9 120 Kwh 2 - - - - - -
188  Xpeng P7 Awd Performance 0 - - - - - -
189  Byd Tang Flagship 1 - - - - - -
190  Volkswagen Id3 Gtx 1 - - - - - -
Volkswagen 1d3 Gtx
191  Performance 1 - - - - - -
192 Volvo Ex90 Single Motor 0 - - - - - -
193  Cadillac Lyrig 600 E4 0 - - - 5 - -
194 Kia Ev6 Long Range 2Wd 0 - - o - - -
195  Skoda Enyaq Coupe Rs 1 - - 5 - - -
Mercedes Benz Ege Suv 500
196  4Matic 0 - - - - - -
197  Bmw I5 Xdrive40 Sedan 1 - - - = - -
198  Bmw I5 Edrive40 Touring 1 - - = - - -

199  TeslaModel Y Long Range Rwd 0 - - - - - -
200  Kia Ev3 Long Range 2 - - - - - -

Polestar 2 Long Range Dual

201  Motor 1 - - - - - -
202 LotusEletre R 0 - - - - - -
203  Nissan Ariya 87Kwh 1 - - - - - -
204 Kia Ev9 998 Kwh Rwd 0 - - - - - -
205 Bmw 14 M50 1 - - - - - -

Mercedes Benz Ege Amg 43
206  4Matic 0 - - - - - -
207  Volkswagen Id3 Pro S 1 - - - - - -
Polestar 2 Long Range
208  Performance 1 - - - - - -
209  Hyundai lonig 5 84 Kwh Rwd 0 - - - - - -
210  Ford Capri Extended RangeRwd 1 - - - - - -
211  Kia Ev6 Long Range Awd 0 - - - - - -
212 Skoda Enyaq 85 1 - - - - - -
Volvo Ex90 Twin Motor

213 Performance 0 - - - - - -
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Cizelge A.1 (devam): Elektrikli araglarin sirali siniflandirma etiketleri ve makine

ogrenmesi metotlarinin tahmin ettigi test verileri.

TOPSIS- Karar  Lojistik Naive
ID Ara¢ Modeli Sort-B Agaci Regresyon  Bayes KEYK DVM YSA
Tesla Model Y Long Range Dual
214 Motor 0 - - - - - -
215 Cupra Tavascan Endurance 1 - - - - - -

216  Ford Capri Extended Range Awd 1 - - - - - -
Byd Seal 825 Kwh Awd

217  Excellence 1 - - - - - -

218  Volkswagen ld4 Pro 1 - - - - - -
Porsche Taycan 4S  Sport

219  Turismo 0 - - - - - -

220  Genesis G80 Electrified Luxury 1 - - = - - -

221 Nio EI8 Long Range 0 - - - = - -
Hyundai loniq 6 Long Range

222 Awd 0 - - = - - -

223  Ford Mustang Mach E Er Awd 2 - - - - - -

Byd Sealion 7 913 Kwh Awd

224 Excellence 0 - - - - - -
225  Kia Ev9 998 Kwh Awd 0 - - - - - -
226 Nio EI6 Long Range 1 - - - - - -

227 Audi Q4 Sportback E Tron 45 1 - - - - - -

228  Skoda Enyaq Rs 1 - - - - - -
Ford Explorer Extended Range

229 Rwd 1 - - - - - -

Ford Explorer Extended Range

230  Awd 1 - - - - - -
231 Mg Cyberster Trophy 2 - - - - - -
232 Tesla Model Y Performance 0 - - - - - -
233 Volkswagen Id5 Gtx 1 - - - - - -
234 Nio EI7 Long Range 0 - - - - - -
235  Ds N8 Fwd 1 - - - - - -
236  Byd Seal U 87 Kwh Design 1 - - - - - -
237 Cupra Tavascan Vz 1 - - - - - -
238 Mg Mg4 Electric 77 Kwh 1 - - - - - -

239  KiaEv9998 Kwh Awd Gt Line 0 - - - - - -

240  Ford Mustang Mach E Gt 2 - - - - - -
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Cizelge A.1 (devam): Elektrikli araglarin sirali siniflandirma etiketleri ve makine

ogrenmesi metotlarinin tahmin ettigi test verileri.

TOPSIS- Karar  Lojistik Naive
ID Ara¢ Modeli Sort-B Agaci Regresyon  Bayes KEYK DVM YSA
Byd Sealion 7 825 Kwh Rwd
241  Comfort 0 - - - - - -
242 Maserati Granturismo Folgore 0 - - - - - -
243 Volvo Ec40 Single Motor Er 1 - - - - - -
244 Mercedes Benz Eqga 250Plus 1 - - - - - -
245  Tesla Model 3 1 - - - - - -
246 Audi Q4 E Tron 45 1 - - - - - -
Mercedes Benz Eqe Suv Amg 53
247  4Maticplus 0 - - - = - -
248  Volkswagen ld4 Gtx 1 - - = - - -

249  Bmw I5 M60 Xdrive Touring 1 - - = - - -
Polestar 2 Standard Range Single

250  Motor 1 - - - - - -

251  Nio Et7 Standard Range 1 - - - = - -
Audi Q4 Sportback E Tron 55

252 Quattro 1 - - - - - -

253  Opel Grandland 82 Kwh 1 - - - - - -

Audi Q4 Sportback E Tron 45

254 Quattro 1 - - - - - -
255  Audi Q6 E Tron Sportback 0 - - - - - -
256  Ford Mustang Mach E Rally 2 - - - - - -

Vinfast Vf 8 Eco Extended

257 Range 2 - - - - - -
Nissan Ariya E 4Orce 87Kwh

258 225 Kw 1 - - - - - -
Byd Sealion 7 825 Kwh Awd

259  Design 1 - - - - - -

Vinfast Vf 8 Plus Extended

260  Range 2 - - - - - -
261  Maserati Grecale Folgore 2 - - - - - -
262  Volvo Ex40 Single Motor Er 1 - - - - - -

Volvo Ec40 Twin Motor
263 Performance 1 - - - - - -

264 Nio Et5 Touring Standard Range 1 - - - - - -
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Cizelge A.1 (devam): Elektrikli araglarin sirali siniflandirma etiketleri ve makine

ogrenmesi metotlarinin tahmin ettigi test verileri.

TOPSIS- Karar  Lojistik Naive
ID Ara¢ Modeli Sort-B Agaci Regresyon  Bayes KEYK DVM YSA
265 Mg Cyberster Gt 2 - - - - - -

266  Xpeng G9 Rwd Standard Range 0 - - - - - -

267  Bmw Ix2 Edrive20 1 - - - - - -
268  Maserati Grancabrio Folgore 0 - - - - - -
269  Mercedes Benz Eqga 250 1 - - - - - -
270  Audi Q4 E Tron 45 Quattro 1 - - - - - -
271 Kia Ev6 Gt 0 - - - - - -

272 Hyundai Kona Electric 65 Kwh 1 - - - - - -

273 Genesis Gv60 Premium 1 - - - - - -
274 Elaris Beo 86 Kwh 2 - - = - - -
275  Bmw Ix1 Edrive20 1 - - - = - -
276 Skywell Bell Long Range 2 - - - = - -
277  Hyundai lonig 5 N 0 - - = - - -
278  Volvo Ex40 Twin Motor 1 - - - - - -
279  Kia Niro Ev 1 - - - = - -

280  Ford Mustang Mach E Sr Rwd 2 - - - - - =
281 Bmw Ix2 Xdrive30 1 - - - - - -
282  Jaguar | Pace Ev400 1 - - - - - -

Renault Megane E Tech Ev60

283 130Hp 1 - - - - . .
284  Genesis Gv60 Sport 1 - - - - - -
285 Bmw Ix1 Xdrive30 1 - - - - - -
286  Mini Countryman E 1 - - - - - -
287 Peugeot E 3008 73 Kwh 1 - - - - - -

Peugeot E 3008 73 Kwh Dual

288  Motor 1 - - - - - -
289 Peugeot E 408 58 Kwh 2 - - - - - -
290 Mg Zs Ev Long Range 2 - - - - - -
291 Peugeot E 5008 73 Kwh 1 - - - - - -

292 Volkswagen Id Buzz Lwb Pro 1 - - - - - -
293  Xpeng G6 Rwd Standard Range 0 - - - - - -
294 Hongqi E Hs9 99 Kwh 2 - - - - - -

295  KiaE Soul 64 Kwh 2 - - - - - -
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Cizelge A.1 (devam): Elektrikli araglarin sirali siniflandirma etiketleri ve makine

ogrenmesi metotlarinin tahmin ettigi test verileri.

TOPSIS- Karar  Lojistik Naive
ID Ara¢ Modeli Sort-B Agaci Regresyon  Bayes KEYK DVM YSA
296  Maxus Mifa 9 1 - - - - - -
297  Genesis Gv60 Sport Plus 1 - - - - - -
298  Nio EI6 Standard Range 1 - - - - - -
299  Nio EI8 Standard Range 1 - - - - - -
300  Mini Countryman Se All4 1 - - - - - -
301 Lexus Rz 300E 2 - - - - - -
302 Mg Marvel R 1 - - - - - -

303  Byd Seal U 718 Kwh Comfort 1 - - - - - -

304  Volvo Ec40 Single Motor 1 - - - 5 - -
305  Volvo Ex30 Single Motor Er 1 - - . - - -
306  Mercedes Benz G 580 1 - - 5 - - -
307  Volkswagen Id3 Pro 1 - - = - - -

308  Volkswagen Id Buzz Nwb Pro 1 - - - - - -
309 Cupra Born 170 Kw 59 Kwh 1 - - - = - -
310 Bmw Ix Xdrive40 1 - - = - - -
311 Kia Ev9 761 Kwh Rwd 0 - - - - - -

312 Volkswagen Id Buzz Lwb Gtx 1 - - - - - -

313 Zeekr X Long Range Rwd 1 - - - - - -
314  Smart 3 Proplus 1 - - - - - -
315 Leapmotor C10 1 - - - - - -
316  Nio EI7 Standard Range 1 - - - - - -
317  Toyota Bz4X Fwd 1 - - - - - -
318  Byd Dolphin 604 Kwh 1 - - - - - -
319  Tesla Model Y 1 - - - - - -

320  Genesis Gv70 Electrified Sport 2 - - - - - -
321 Mg Marvel R Performance 1 - - - - - -
322  Mercedes Benz Eqa 350 4Matic 1 - - - - - -
323  Gwm Ora 07 Pure 2 - - - - - -
324  Gwm Ora 07 Pro 2 - - - - - -

325  Ford Mustang Mach E Sr Awd 2 - - - - - -

326  Aiways U6 2 - - - - - -
327  Toyota Bz4X Awd 1 - - - - - -
328  Zeekr X Privilege Awd 1 - - - - - -

329  Mercedes Benz Egb 300 4Matic 1 - - - - - -
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Cizelge A.1 (devam): Elektrikli araglarin sirali siniflandirma etiketleri ve makine

ogrenmesi metotlarinin tahmin ettigi test verileri.

TOPSIS- Karar  Lojistik Naive
ID Ara¢ Modeli Sort-B Agaci Regresyon  Bayes KEYK DVM YSA
330  Skoda Elroq 60 1 - - - - - -
Renault Scenic E Tech Ev60
331 170Hp 1 - - - - - -
332  Gwm Ora 03 63 Kwh 2 - - - - - -
333  Nissan Leaf Eplus 2 - - - - - -
334 Citroen E C4 X 54 Kwh 2 - - - - - -
335  Smart 1 Premium 1 - - - - - -
336  Nissan Ariya 63Kwh 1 - - - - - -

337  Volkswagen Id Buzz Nwb Gtx 1 - - - r - -

338  Smart 1 Proplus 1 - - = - - -
339  Honda Enyl 2 - - - o - -
340  Smart 1 Pureplus 1 - - - = - -

Hyundai loniq 6 Standard Range
341 2wd 0 - - - - - -

342 Mg Mg5 Electric Long Range 2 - - - - - -

343 Smart 3 Brabus 1 - - - - - =
344 Citroen E C4 54 Kwh 2 - - - - - -
345  Mini Cooper Se 2 - - - - - -
346  Byd Atto 3 1 - - - - . .
347  Gwm Ora 03 Gt 2 - - - - - -
348  Smart 1 Pulse 1 - - - - - -
349  Kia Ev3 Standard Range 2 - - - - - -
350  Opel Astra Electric 2 - - - - - -
351  Volkswagen Id5 Pure 1 - - - - - -
352  Subaru Solterra Awd 1 - - - - - -

353  Renault5 E Tech 52Kwh 150Hp 1 - - - - - -

Alfa Romeo Junior Elettrica 54

354 Kwh 2 - - - - - -
355  Volkswagen Id3 Pure 1 - - - - - -
356  Hongqi E Hs9 84 Kwh 2 - - - - - -
357  Aiways U5 2 - - - - - -
358  Opel Corsa Electric 51 Kwh 2 - - - - - -

Mercedes Benz Eqv 300 Extra

359 Long 2 - - - - - -
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Cizelge A.1 (devam): Elektrikli araglarin sirali siniflandirma etiketleri ve makine

ogrenmesi metotlarinin tahmin ettigi test verileri.

TOPSIS- Karar  Lojistik Naive
ID Ara¢ Modeli Sort-B Agaci Regresyon  Bayes KEYK DVM YSA
Opel Astra Sports Tourer
360  Electric 2 - - - - - -
361  Jeep Avenger Electric 2 - - - - - -
362  Lancia Ypsilon 2 - - - - - -
Alfa Romeo Junior Elettrica 54
363  Kwh Veloce 2 - - - - - -
364 Peugeot E 208 51 Kwh 2 - - - - - -

365  Ford Capri Standard Range Rwd 1 - - - - - -
366  Skoda Enyaq 50 2 - - - 5 - -
367  Alpine A290 Electric 180 Hp 1 - - 2 - - -
368  Alpine A290 Electric 220 Hp 1 - - - - - -

Ford Explorer Standard Range

369 Rwd 1 - - - - - -
370 Mg Mg4 Electric 51 Kwh 2 - - - = - -
371 Peugeot E 308 2 - - = - - -
372 Peugeot E 308 Sw 2 - - - - - -
373  Ds3E Tense 2 - - - - - -

374 Hyundai Kona Electric 48 Kwh 2 - - - - - -

375  Opel Corsa Electric 50 Kwh 2 - - - - - -
376  Citroen E C4 X 2 - - - - - -
377 Citroen E C4 2 - - - - - -

378 Ssangyong Korando E Motion 2 - - - - - -

379 Peugeot E 208 50 Kwh 2 - - - - - -
380  Mini Cooper Jew 2 - - - - - -
381  Audi Q4 E Tron 35 1 - - - - - -
382  Volkswagen Id4 Pure 1 - - - - - -
383  Opel Mokka Electric 2 - - - - - -
384  Abarth 600E Scorpionissima 2 - - - - - -
385  Mini Aceman Jew 2 - - - - - -
386  Ford Puma Gen E 2 - - - - - -
387  Volvo Ex30 Single Motor 2 - - - - - -
388  Peugeot E 2008 50 Kwh 2 - - - - - -
389  Smart 3 Pro 2 - - - - - -
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Cizelge A.1 (devam): Elektrikli araglarin sirali siniflandirma etiketleri ve makine

ogrenmesi metotlarinin tahmin ettigi test verileri.

TOPSIS- Karar  Lojistik Naive
ID Ara¢ Modeli Sort-B Agaci Regresyon  Bayes KEYK DVM YSA
Renault Megane E Tech Ev40
390 130Hp 1 - - - - - -
391  Gwm Ora 03 48 Kwh 2 - - - - - -
392  Byd Dolphin 449 Kwh Boost 1 - - - - - -
393  Fiat Grande Panda 2 - - - - - -

394  Citroen E Spacetourer M 75 Kwh 1 - - - - - -
Citroen E Spacetourer Xl 75
395  Kwh 1 - - - - - -
396 Peugeot E Traveller L2 75 Kwh 1 - - - 4 - -
397 Peugeot E Traveller L3 75 Kwh 1 - - = - - -
398  Opel Zafira E Life L3 75 Kwh 1 - - - - - -
399  Toyota Proace Verso L 75 Kwh 1 - - - = - -
400  Citroen E C3 2 - - = - - -
401  Renault 5 E Tech 40Kwh 95Hp 1 - - - - S -
402  Renault5 E Tech 40Kwh 120Hp 1 - - - = - -
403  Smart 1 Pure 2 - - - - - =

404  Hyundai Inster Standard Range 2 - - - - - -

405  Opel Frontera 44 Kwh 2 - - - - - -
406  Mini Cooper E 2 - - - - - -
407 Smart 1 Pro 2 - - - - - -

408  Fiat 500E Hatchback 42 Kwh 2 - - - - - -
409  Citroen E Berlingo M 50 Kwh 2 - - - - - -
410  Opel Combo E Life 50 Kwh 2 - - - - - -
411 Peugeot E Rifter M 50 Kwh 2 - - - - - -
Toyota Proace City Verso
412 Electric L1 50 Kwh 2 - - - - - -
413  Citroen E Berlingo X1 50 Kwh 2 - - - - - -
414 Opel Combo E Life XI 50 Kwh 2 - - - - - -
415 Peugeot E Rifter XI 50 Kwh 2 - - - - - -

Toyota Proace City Verso

416  Electric L2 50 Kwh 2 - - - - - -
417 Mini Aceman E 2 - - - - - -
418  Leapmotor T03 2 - - - - - -
419  Fiat 500E Cabrio 42 Kwh 2 - - - - - -
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Cizelge A.1 (devam): Elektrikli araglarin sirali siniflandirma etiketleri ve makine

ogrenmesi metotlarinin tahmin ettigi test verileri.

TOPSIS- Karar  Lojistik Naive
ID Ara¢ Modeli Sort-B Agaci Regresyon  Bayes KEYK DVM YSA
420  Abarth 500E Hatchback 2 - - - - - -
421  Abarth 500E Convertible 2 - - - - - -

422 Nissan Townstar Ev Passenger 2 - - - - - -
Nissan Townstar Ev Passenger

423 L2 2 - - - - - -
Mercedes Benz Evito Tourer

424 Long 60 Kwh 2 - - - - - -

425  Mercedes Benz Eqv 250 Long 2 - - - - - -
Mercedes Benz Evito Tourer

426  Extra Long 60 Kwh 2 - - = - - -
Mercedes Benz Eqv 250 Extra

427 Long 2 - - - - - -

428  Dongfeng Box 314 Kwh 2 - - - - - -
Citroen E Spacetourer Xl 50

429 Kwh 2 - - = - - -

430 Peugeot E Traveller L2 50 Kwh 2 - - - - - -

431 Peugeot E Traveller L3 50 Kwh 2 - - - - - -

432 Opel Zafira E Life L2 50 Kwh 2 - - - - - -

433 Opel Zafira E Life L3 50 Kwh 2 - - - - - -

434 Mazda Mx 30 2 - - - - - -
435  Dacia Spring Electric 45 2 - - - - - -
436  Dacia Spring Electric 65 2 - - - - - -

437  Fiat 500E Hatchback 24 Kwh 2 - - - - - -

438  Fiat 500E Cabrio 24 Kwh 2 - - - - - -
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