T.C.
KARA HARP OKULU
SAVUNMA BILIMLERI ENSTITUSU
HAREKAT ARASTIRMASI ANA BiLiM DALI

BUTUNLESIK TEDARIK ZINCIRI AGINDA TESIS YERI
SECIMI PROBLEMI ICiN BULANIK COK AMACLI
PROGRAMLAMA MODELINE SEZGISEL BiR YAKLASIM:
TAVLAMA BENZETiMIi ALGORITMASI

DOKTORA TEZi

Hazirlayan

Hiiseyin Ali SARIKAYA

Tez Danismani

Prof.Dr. Orhan TURKBEY

ANKARA - 2014






TEZ TANITIM FORMU

TEZIN TARIHi: 27.03.2014

TEZIN TiPi  : Doktora Tezi

TEZIN BASLIGI: Biitiinlesik Tedarik Zinciri Aginda Tesis Yeri Secimi Problemi
icin Bulanik Cok Amacli Programlama Modeline Sezgisel Bir Yaklagim: Tavlama

Benzetimi Algoritmasi.

TEZIN YAPILDIGI BiRIM: Kara Harp Okulu Savunma Bilimleri Enstitiisii
Harekat Arastirmasi Ana Bilim Dali

SPONSOR KURULUS: -

DAGITIM LISTESI: Kara Harp Okulu Savunma Bilimleri Enstitiisi Tez

Hazirlama, Onay, Dagitim ve Muhafaza Esaslar1 Kilavuzunda Belirtilen Yerlere

TEZIN OZETi:

Geleneksel tedarik zinciri ag1 tasarim problemleri genellikle tek amacl
olarak ele alinmistir. Ancak, tedarik zincirleri gercek hayatta birbirleri ile g¢elisen
amaglar1 olan organizasyonlarin meydana getirdigi karmasik aglardir. Bu ¢aligmada,
piyasa taleplerinin belirsiz oldugu biitiinlesik bir tedarik zinciri agindaki birden fazla
Olciilemeyen amaci gergeklestirmek i¢in c¢ok iirlinlii, cok asamali ve ¢ok donemli
planlama modeli Onerilmistir. Tedarik zinciri planlama modeli, birbiriyle celisen
birka¢ amaci doyurmak i¢in karisik tamsayili dogrusal olmayan programlama
problemi olarak bina edilmistir. Onerilen model iki amag¢ fonksiyonundan
olugmaktadir. Birincisi, tedarik zincirindeki sabit tesis agma ve isletme maliyetleri ile
mesafelere bagh olarak belirlenen tasima maliyetlerinin en azlanmasidir. Ikincisi,
Ekonomik Uretim Miktar1 (EUM) modeline gore satin alma, siparis verme, stokta

tutma ve yok satma maliyetlerinin en azlanmasidir.



Karar vericilerin kesin olmayan hedef degerlerini Onerilen modele dahil
edebilmek icin bulanik hedef programlama yaklasimi kullanilmis, model,
GAMS/DICOPT optimizasyon programi kullanilarak ¢6ziilmiistiir. Biitiinlesik
tedarik zinciri agmda tesis yeri secimi problemlerinin karmasikligi NP-Zor
problemler smnifina girmektedir. Modelin karmasik yapisindan dolayi, problem
boyutu biiylidilkce ¢oziim zorlasmakta ve hatta imkansiz hale gelmektedir. Bu
nedenle, biiylik boyutlu problemlere de kabul edilebilir ¢éziimler iiretebilmek igin
Tavlama Benzetimi Algoritmasi tabanli bir sezgisel yontem gelistirilmis ve Borland
C++ Builder programlama dili ile kodlanmistir. Bu yazilimdan elde edilen sonuglar
ile GAMS/DICOPT optimizasyon programindan elde edilen sonuclar karsilastirilmas,
onerilen Tavlama Benzetimi Algoritmas: tabanli sezgisel yontemin etkinligi test
edilmistir. Calismada sunulan uygulama sonuglari, bulanik modelleme ve ¢6ziim
yaklagimlarmm daha gercek¢i tedarik zinciri modelleri  olusturulmasinda

kullanilabilecegini gostermistir.

ANAHTAR KELIMELER: Tedarik Zinciri Ag1, Tesis Yeri Se¢imi, Bulanik Hedef

Programlama, Tavlama Benzetimi Algoritmasi.

SAYFA SAYISI : 118

GIZLILIK DERECESI : Tasnif Dist



T.C.
KARA HARP OKULU
SAVUNMA BILIMLERI ENSTITUSU
HAREKAT ARASTIRMASI ANA BiLiM DALI

BUTUNLESIK TEDARIK ZINCIRI AGINDA TESIS YERI
SECIMI PROBLEMI ICiN BULANIK COK AMACLI
PROGRAMLAMA MODELINE SEZGISEL BIR YAKLASIM:
TAVLAMA BENZETiMIi ALGORITMASI

DOKTORA TEZi

Hazirlayan

Hiiseyin Ali SARIKAYA

Tez Danismani

Prof.Dr. Orhan TURKBEY

ANKARA - 2014



KARA HARP OKULU

SAVUNMA BILIMLERI ENSTITUSU MUDURLUGUNE

Hiiseyin Ali SARIKAY A’nin, Biitiinlesik Tedarik Zinciri Aginda Tesis
Yeri Secimi Problemi I¢cin Bulanik Cok Amach Programlama Modeline Sezgisel
Bir Yaklasim: Tavlama Benzetimi Algoritmasi konulu tez ¢aligmasi, jiirimiz
tarafindan HAREKAT ARASTIRMASI Ana Bilim Dalinda DOKTORA tezi

olarak kabul edilmistir.

Prof.Dr. Orhan TURKBEY
(Danigman)

Uye ; Q\LCL =

Yrd.Dog.Dr. Ramazan SAHIN

C/@1(]309.[)1‘. Ozkan BALI

ONAY

Yukaridaki imzalarin, ad1 ge¢en 6gretim tyelerine ait oldugunu onaylarim.

2%/ 03 /2014

Hebitpobner

Onder Haluk TEKBAS
Prof.Dr.
Enstiti Miudiiri



TESEKKUR

Caligmalarim boyunca degerli yardim ve katkilariyla beni ydnlendiren
damigmanim ProfDr. Orhan TURKBEY’e, Tez izleme Komitesi toplantilarindaki
oneri ve yonlendirmeleri ile katki saglayan Prof.Dr. Hadi GOKCEN ve Prof.Dr.
Cevriye GENCER’e, bana zaman ayiran, bilgi ve tecriibesi ile destek olan, C++ kodu

yaziminda yardimci olan Ars.Gor. Emre CALISKAN’a tesekkiirlerimi sunarim.

Bu zorlu siiregte manevi destekleri ve sabirlariyla beni hi¢cbir zaman yalniz
birakmayan annem, esim Firdevs ve canim ¢ocuklarim Kagan Efe ve Anday Ege’ye

cok tesekkiir ederim.

Bu tezi, biitiin egitim ve Ogrenim hayatim boyunca beni her zaman

destekleyen ve hicbir yardimi esirgemeyen giizel babama ithaf ediyorum.



T.C.

KARA HARP OKULU
SAVUNMA BILIMLERI ENSTITUSU
HAREKAT ARASTIRMASI ANA BiLiM DALI
ANKARA 2014

BUTUNLESIK TEDARIK ZINCIRI AGINDA TESIS YERI
SECIMI PROBLEMI ICiN BULANIK COK AMACLI
PROGRAMLAMA MODELINE SEZGISEL BiR YAKLASIM:
TAVLAMA BENZETiMIi ALGORITMASI

DOKTORA TEZi
Hiiseyin Ali SARIKAYA

OZET

Geleneksel tedarik zinciri ag1 tasarim problemleri genellikle tek amach
olarak ele alinmistir. Ancak, tedarik zincirleri gercek hayatta birbirleri ile g¢elisen
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piyasa taleplerinin belirsiz oldugu biitiinlesik bir tedarik zinciri agindaki birden fazla
Olciilemeyen amaci gergeklestirmek i¢in c¢ok iirlinlii, cok asamali ve ¢ok donemli
planlama modeli Onerilmistir. Tedarik zinciri planlama modeli, birbiriyle celisen
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problemi olarak bina edilmistir. Onerilen model iki amag¢ fonksiyonundan
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mesafelere bagh olarak belirlenen tasima maliyetlerinin en azlanmasidir. Ikincisi,
Ekonomik Uretim Miktar1 (EUM) modeline gére satin alma, siparis verme, stok
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A HEURISTIC APPROACH TO FUZZY MULTI-OBJECTIVE
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ALGORITHM
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ABSTRACT

Traditional supply chain network design problems are often taken as a
single objective. However, supply chains are complex networks formed by
organizations having conflicting objectives with each other in real life. In this study,
a multi-product, multi-stage and multi-period planning model is proposed to achieve
multiple incommensurable goals in an integrated supply chain network with
uncertain market demands. The supply chain planning model is constructed as a
mixed-integer nonlinear programming problem to satisfy several conflicting
objectives with each other. The proposed model consists of two objective functions.
The first one is minimizing the fixed opening and operating costs with transportation
costs determined depending on distances. Second one is minimizing the purchasing,
ordering, inventory and backlogging costs according to Economic Production

Quantity (EPQ) model.

Fuzzy goal programming approach is used in order to include decision
maker's imprecise goal values in proposed model. The model is solved using
GAMS/DICOPT optimization program. Complexity of facility location problems in

an integrated supply chain network falls into NP-Hard class problems. Due to the
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complexity of the model, the problem size grows, the solution is becoming difficult
and even impossible. Therefore, in order to achieve acceptable solutions to large-
scale problems, Simulated Annealing Algorithm based heuristic methods have been
developed and Borland C ++ Builder programming language is coded. The results
obtained from this approach and GAMS/DICOPT obtained from optimization
software problems have been compared and the effectiveness of the Simulated
Annealing algorithm based heuristic has been tested. The application results
presented in this study, demonstrates that fuzzy modeling and solution approaches

could be used in the creation of more realistic models of the supply chain.

Keywords : Supply Chain Network, Facility Location, Fuzzy Goal

Programming, Simulated Annealing.
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ONSOZ

Gilintimiiz  kosullar1, kiiresellesme ve rekabetin artmast nedeniyle
isletmelerin iirlin fiyatlarmi, dolayisiyla maliyetlerini ve verimliliklerini daha 1yi
kontrol etmelerini zorunlu kilmaktadir. Birden fazla isletmeyi kapsayan tedarik
zinciri yapisi, tek bir isletme gibi davranarak kaynaklarin ortak kullanimi sonucu bir
sinerji yaratmay1 hedeflemektedir. Sonu¢ ise yiiksek kalitede, diisiik maliyette,
piyasaya hizl1 bir sekilde sunulan ve miisteri memnuniyeti saglayan hizmet ya da

urtinler olmaktadir.

Tedarik zincirlerinde ag yapis1 sadece birgok firmanm, tesisin,
organizasyonun ve bunlar arasindaki iliskilerin bir arada gosterildigi bir yap1
degildir. Giinlimiiz kiiresel sistemlerinde firmalarin rekabet avantaji elde etmek i¢in
isbirligi yapmalarin1 saglayan bir yonetim seklidir. Artik rekabet firmalar arasinda
degil tedarik aglar1 arasinda yasanmaktadir. Firmalarin rekabet avantaji elde etmeleri,

icinde bulunduklar1 aglarin rekabet giicline baglhdir.

Geleneksel tedarik zinciri ag1 tasarim problemleri genellikle tek amach
olarak ele alinmistir. Ancak, gercek hayatta tedarik zincirleri birbirleri ile ¢elisen
amaclara sahip organizasyonlarin meydana getirdigi karmasik aglardir. Bu durum,
nicel ve nitel amaclar arasindaki etkilesimi acik¢a dikkate alan, biitiinlesik tedarik,
iretim, dagitim planlama kararlarinda ¢ok amagli bir yap1 kullanilmasini gerekli

kilmaktadir.

Tedarik zincirleri ayn1 zamanda gercek hayatta belirsiz bir ortamda faaliyet
gostermektedirler. Bu belirsizlik amaclara ait hedef degerlerinde, iirlin fiyatlarinda ve
miisteri taleplerinde olabilmektedir. Ancak bugiine kadar gelistirilen modellerde ya
belirsizlik dikkate alinmamis veya olasilik metotlar1 kullanilarak yaklasik ¢oziimler
bulunmaya g¢alisilmistir. Olasilik dagilimlarinin olusturuldugu verilerin ¢cogunlukla
yetersiz olmasi veya kesin olmamasi karar vericileri subjektif degerlendirmeler
yapmak zorunda birakmaktadir. Bulanik matematiksel programlamada belirsiz

parametrelerin, bilinen egilim o6zelliklerine sahip herhangi bir olasilik dagilimina

xiil



uymak zorunda olmamasi nedeniyle, bulanik kiime teorisi bu anlamda belirsizliklerin

tanimlanmasinda uygun bir yap1 olusturmaktadir.

Bu tez calismasinda, belirsizlik altinda, malzeme ihtiya¢ kisitli, ¢ok iiriinlii,
cok asamali ve ¢cok donemli bir tedarik zinciri agindaki birden fazla 6lciilemeyen
amac1 gerceklestirmek i¢in biitlinlesik tedarik zinciri planlama modeli onerilmistir.
Onerilen modelde, karar vericilerin kesin olmayan hedef degerleri ile belirsiz miisteri
taleplerini temsil etmek lizere bulanik hedef programlama yaklasimi kullanilmastir.
Ayrica, tedarik zinciri literatiirlindeki benzer ¢alismalardan farkli olarak Ekonomik
Uretim Miktar1 (EUM) modeline gore siparis verme, stokta tutma ve yok satma
maliyetlerine yer verilmis, model, GAMS/DICOPT optimizasyon programi
kullanilarak c¢oziilmiistiir. NP-Zor problemler smifina giren modelin karmasik
yapisindan dolayi, problem boyutu biiylidiikce ¢6ziim zorlagsmakta ve hatta imkansiz
hale gelmektedir. Bu nedenle, biiyilkk boyutlu problemlere de kabul edilebilir
coziimler iretebilmek icin Tavlama Benzetimi Algoritmasi tabanli bir sezgisel
yontem gelistirilmis ve Borland C++ Builder programlama dili ile kodlanmistir. Bu
yazilimdan elde edilen sonuclar, GAMS/DICOPT optimizasyon yazilimindan elde
edilen problemler ile karsilastirilarak gelistirilen sezgisel yontemin etkinligi test
edilmistir. Calismada sunulan uygulama sonuglari, bulanik modelleme ve ¢oziim
yaklagimlarmm daha gercek¢i tedarik zinciri modelleri  olusturulmasinda

kullanilabilecegini gostermistir.

Bu tez ¢alismasinda gelistirilen matematiksel model, herhangi bir isletmede
oldugu gibi, ayn1 zamanda TSK’nin tedarik, {iretim, ulastrma (tasima), ikmal
(dagitim), bakim vb. faaliyetlerinin de daha etkin bir tedarik zinciri ag yapisinin
olusturulmasinda kullanilabilir. Béylece, TSK’da da yiiksek kalitede, diisiik
maliyette, muharebe sahasina hizli bir sekilde sunulan ve her seviyedeki asker i¢in

miisteri memnuniyeti saglayan hizmet ya da {iriinler elde edilebilir.
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GIRIS

Gliniimiiz kosullarinda hizli gelisen teknoloji ile ortaya ¢ikan yogun rekabet,
isletmeleri diisilk maliyet ve yiiksek miisteri memnuniyeti dogrultusunda ¢alismaya
zorlamaktadir.  Sirketlerin  glinlimiiziin  rekabet¢i i3  ortaminda  Grgiitsel
performanslarmi artirmak i¢in uygulayacaklari stratejilerinin basarisi; yliksek miisteri
memnuniyetini saglamaya yonelik olarak, tedarik¢iler ve miisteriler ile karsilikli
giiven ve isbirligine dayali calismalarm gelistirilmesine baghdir. Ozellikle yiiksek
miisteri memnuniyetini saglamak “Tedarik Zinciri Yonetimi (TZY)’ni ve buna
paralel olarak “Lojistik” kavramini on plana ¢ikarmistir. Burada tedarik zinciri ve
lojistik konulari; hangi tesislerin hangi iriinleri lretecegi, bu tesislerin nerelerde
kurulacagy, tiretilen iirlinlerin en az maliyet ve buna paralel olarak en yiiksek miisteri
memnuniyetini  saglayacak sekilde hangi kanallardan ulastirilacagi alaninda
yogunlagsmistir. TZY icinde de bu bahsedilen nedenlerden dolay1 tesis yeri se¢imi
problemleri ayr1 bir 6énem tasimaktadir. Ciinkii tesislerin nereye kurulacagi bir

isletme i¢in stratejik bir karardir.

En genel anlamiyla diisiiniildiigiinde bir isletmenin amaci, tirettigi bir {iriin
veya hizmeti tliketicisine ulastirip hizmet verdigi alanda gelir saglamaktir. Bu alanda
sayilar1 siirekli artan rakipler ile artan rekabet kosullarinda ayakta kalma ve rekabet
istlinliigliniin saglanabilmesi i¢in isletmelerin ellerindeki kaynaklar1 en yiiksek
verimlilikte, en yiiksek kalitede, en diisiik maliyetle saglamasi gerekmektedir.
Isletmeler rekabet sartlarinda de@isen miisteri taleplerine uygun esnek bir iiretimi
gerceklestirmek ve {iretimden son miisteriye kadar uzanan tedarik zinciri i¢indeki

aksakliklar1 gidermek zorundadir.

Tedarik zinciri, hammaddenin kabul edilmesinden, ara ve bitmis iirlinlere
dontistiiriilmesine, bitmis {iriinlerin miisterilere dagitilmasma kadar islemler
kiimesinin ytriitiildiigii bir tesisler (liretim tesisleri, dagitim merkezleri, depolar vb.)

agidir (Bramel ve Simchi-Levi, 1997).

Tedarik zinciri agmin tasarlanmasi, bu aglarin ana alt sistemlerinin

karmasikligi, bu alt sistemler arasindaki etkilesimler ve c¢ok sayida amag



fonksiyonunun varligi gibi dis faktorlerin etkileri nedeniyle gii¢ bir gérevdir (Glimiis
ve dig., 2009). Bu karmasiklik, gecmiste bu alandaki arastirmalarin ¢ogunu tedarik
zinciri agmin sadece bir pargasina odaklanmay1 zorunlu kilmistir. Bununla birlikte,
son zamanlarda dikkatler artan bir sekilde tedarik zinciri agmin performans, tasarim

ve analizinin bir biitiin olarak ele alinmasma yogunlastirilmaktadir.

Yatirimcilar, ulagtirma, hammadde ve dagitim maliyetlerinin yiiksek oldugu
glinlimiizde, yiiksek hizmet seviyesi ile miisterileri tatmin etmek zorundadirlar.
Gilintimiizde tedarik zincirinin farkli amaglari olmasma karsin, geleneksel tedarik
zincirinde satin alma, iiretim, dagitim, planlama ve diger fonksiyonlar karar vericiler
tarafindan birbirinden bagimsiz olarak ele alinmistir. Pazarlardaki kiiresel risklerin
iistesinden gelebilmek icin karar vericiler, farkli amaclarin (liretim/dagitim, tesis yeri
secimi, satin alma, siparis verme, stokta tutma ve yok satma maliyetlerinin en

azlanmasi1 vb.) birbirleri ile entegre edildigi bir mekanizma gelistirmek zorundadirlar.

Gergek diinya ortamindaki kararlar, ¢oklu, birbiriyle ¢atisan ve yetersiz
kriterlerin bulundugu durumda verilir. Tedarik zincirleri birbirleri ile c¢atisan
amaclara sahip organizasyonlarin meydana getirdigi karmasik aglardir. Bu durum,
nicel ve nitel amaglar arasindaki etkilesimi gbz Oniine alan, biitlinlesik tedarik, tiretim
ve dagitim planlama kararlarinda ¢ok amach bir yapr kullanilmasini gerekli
kilmaktadir (Selim ve dig., 2004). Ozellikle, taktik ve stratejik seviyedeki bir¢ok
karar problemi, ornegin stratejik planlama problemi bir¢ok catisan amag ve Ol¢iitii

iceren modelleri agik¢a goz dniine almak zorundadir.

TZY, hammadde tedariki agsamasindan baslayarak kendi icerisinde diger
baska islemler ve depolama faaliyetleri yoluyla ¢ok sayida bitmis iirlinlerin
miisterilere dogru hareketinin yonetildigi islevsel bir yaklasimi gerektirir. Bir tedarik
zinciri yoneticisi, boylece, tedarik zincirindeki bir grup sirket tarafindan iistlenilen
temel i siireclerinin etkili bir entegrasyonu ve senkronizasyonunu basarmayi
amagclar. Gelismis altyap1 ve bilgi teknolojisindeki devrim sayesinde daha duyarl
tedarik zinciri agma sahip olan sirketler miisteri memnuniyetini daha iyi seviyeye
getirmeye basladilar. Bu nedenle, planlama ve tedarik zincirinden en iy1 sekilde

yararlanmak bir¢ok sirket i¢in 6ncelikli hedef haline gelmistir (Shapiro, 2007).



Biitiin tedarik zincirinin optimizasyonu etkili planlama kararlar1 ile
basarilabilir. Stratejik seviyede verilen tipik kararlar, iiretim ve/veya depolama
tesislerinin yerlestirilmesi ile ilgilidir. Uretim/dagitim aglarmin yerlestirilmesi ve
yapilandirilmasi uzun yillardir ¢alisiliyor olsa da, cok sayida onemli gergek diinya
problemleri heniiz yeterince ele alinmamustir. Ayrica, son birkag yil 6ncesine kadar,
tedarik zinciri ag1 genellikle en fazla iki kademeye kadar olan tesisler, bu
kademelerle talep noktalar1 arasinda bir dagitim kanallar1 sistemi ve goreceli olarak
basit maliyet yapist olan tipik bir agac¢ yapisindan olusmaktadir. Her ne kadar bu
konular literatiirde ayr1 ayr1 ele alimmissa da, tedarik zinciri planlamasindaki cesitli
endiistriyel projelerden elde edilen tecriibeler, sirketlerin biitiin yukarida belirtilen

konularin tedarik zinciri aginda hep birlikte incelenmesi gerektigini gostermektedir.

Tedarik zinciri ile ilgili yapilan bir¢ok calismada olusturulan deterministik
modeller belirsiz parametrelerin kesin olarak bilindigini varsayar ve belirsizligin
bulundugu ortamda bir¢ok maliyet ve talep tatmini arasindaki 6diinlesmeyi gergekci
olarak yakalayamaz. Belirsizlik altinda tedarik zinciri ile ilgili yapilan g¢aligmalar
smirli ve hala gergek hayat problemlerini yeterince yansitmaktan uzaktir. Bununla
birlikte; birden fazla amacin c¢atisan dogasi ile c¢evresel katsayilar ve
parametrelerdeki bilginin belirsizligi nedeniyle, tedarik zincirindeki bir¢ok
iretim/dagitim planlama karar problemleri i¢in geleneksel deterministik yontemler,

etken ¢oziimler elde edebilmek i¢in uygun degildir.

Bu tez calismasinda, belirsizlik altinda, malzeme ihtiya¢ kisith, ¢ok iiriinlii,
cok asamali ve ¢ok donemli bir tedarik zinciri agindaki birden fazla dl¢iilemeyen
amac1 gerceklestirmek icin tedarik zinciri planlama modeli Onerilmistir. Ayrica,
tedarik zinciri literatiiriindeki benzer ¢alismalardan farkli olarak Ekonomik Uretim
Miktar1 (EUM) modeline gore siparis verme, stokta tutma ve yok satma maliyetlerine

yer verilmistir.

Karar vericilerin kesin olmayan hedef degerleri ile belirsiz miisteri
taleplerini modele dahil edebilmek i¢in bulanik hedef programlama yaklasimi
kullanilmis, model, GAMS/DICOPT optimizasyon programi kullanilarak
coOziilmiistiir. Biitiinlesik tedarik zinciri aginda tesis yeri se¢imi problemlerinin

karmagiklig1 NP-Zor problemler sinifina girmektedir. Modelin karmasik yapisindan



dolayi, problem boyutu biiyiidilkce ¢6ziim zorlagsmakta ve hatta imkansiz hale
gelmektedir. Bu nedenle, biiyiik boyutlu problemlere de kabul edilebilir ¢oziimler
iretebilmek i¢cin Tavlama Benzetimi Algoritmasi tabanli bir sezgisel yontem
gelistirilmis ve Borland C++ Builder programlama dili ile kodlanmistir. Bu
yazilimdan elde edilen sonuglar, GAMS/DICOPT optimizasyon programindan elde
edilen sonuglar ile karsilastirilmig, gelistirilen sezgisel yontemin etkinligi test
edilmistir. Calismada sunulan uygulama sonuglari, bulanik modelleme ve ¢oziim
yaklagimlarmm daha gercek¢i tedarik zinciri modelleri  olusturulmasinda

kullanilabilecegini gostermistir.

Calismanin giris boliimiinde, ¢alismanin biitiiniine temel teskil edecek ve
okuyucuya TZY ’ne iligkin terminolojiyi agiklayici kisa tanimlara yer verilmis, ikinci
boliimde tedarik zinciri aginda tesis yeri seg¢imi problemi incelenmistir. Ugiincii
bolimde tedarik zinciri iiretim/dagitim planlamasinda karsilasilan belirsizlikler ve
modelleme yaklagimlar1 incelenmistir. Dordiincii boliimde Onerilen biitiinlesik
tedarik zinciri agida tesis yeri se¢imi problemi i¢in bulanik ¢ok amacgh karisik
tamsayil1 dogrusal olmayan programlama modeli sunulmus, modelin bulanik hedef
programlama formiilasyonu, ¢6ziim yontemi ve asamalar1 agiklanmis, 6rnek bir
problem iizerinde uygulama ve sayisal analiz yapilmistir. Bu bdliimde ayrica,
onerilen sezgisel yaklasim ve deneysel calisma sunulmustur. Besinci boliimde, sonug

ve ileride yapilabilecek caligmalar anlatilmastir.



BIiRINCIi BOLUM

TEDARIK ZINCIRi YONETIMIi

1. TEDARIK ZINCIRi KAVRAMI

a. Tammlar

Bir iiretim isletmesinde tedarik zinciri, mal ve hizmetlerin tedarik
asamasindan, Uretimine ve tiiketiciye ulasincaya kadar birbirini izleyen tiim
faaliyetlerin ve fonksiyonlarin biitiiniidiir. Basit bir tedarik zinciri, ara iiriin tedarik¢i,

iretici, dagitic1 ve miisteri olmak iizere dort bilesenden meydana gelir.

Tedarik zinciri kavrami son iirliniin Uretilmesi ve dagitimi (tedarik¢inin
tedarikcisinden miisterinin miisterisine kadar) ile ilgili biitliin ¢abalar1 kapsar. Bu
cabalar planlama, (tedarik ve talebin yonetimi), kaynak (hammadde ve yar1 iiriinler)
temini, iretim (imalat ve montaj), teslimat (depolama ve stok takibi, siparis alimi1 ve
yonetimi, biitiin kanal boyunca dagitim ve miisteriye teslim) olmak {izere dort temel
siirecten olusur. Bir bagka tanima gore tedarik zinciri;

- Hammadde ve malzemeler ile yar1 tirtinleri tedarik etmek,

- Hammadde ve malzemeler ile yari1 dirlinleri bitmis tirlinlere
doniistliirmek,

- Bu iiriinlere deger kazandirmak,

- Bu irlinleri perakendecilere veya miisterilere dagitmak ve
tutundurmak,

- Farkl siireclerde faaliyet gosteren birimler (tedarikgiler, iireticiler,
toptancilar, lojistik hizmet saglayicilar ve perakendeciler) arasindaki bilgi aliverigini
kolaylastirmak i¢in faaliyet gdsteren birbiriyle iligkili bir dizi is siirecini senkronize

eden biitilinlesik bir sistemdir (Min ve Zhou, 2002).

Tedarik Zinciri Yonetimi (TZY) kavrami 1990’lardan giiniimiize kadar
giderek artan bir ilgi gérmektedir. Bunun en biiyiikk nedenlerinden biri TZY nin
sundugu biitlinlesik yOnetim sisteminin tiim zincirdeki ortaklarin ihtiyaclarmi

karsilamada ve memnuniyetlerini artirmada etkin bir yaklagim sunmasidir. Ayrica



genis kapsamindan dolay1, TZY nin amaglarina ulagsmak i¢in tek bir donemlik veya
tek bir projelik ¢aligmalar yeterli degildir (Kabak, 2008). Bir tedarik zinciri, Sekil-
1’de gosterildigi gibi malzemenin ileriye dogru ve bilginin geriye dogru akisi olarak

karakterize edilebilir.

— Mal akisi

Uclinci Parti Lojistik Saglayicilar ----» Bilgi akis!

v v v v L v v L v v L v
Tedarikciler || Ureticiler » Daditicilar p| Perakendeciler{ | Musteriler
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Malzeme Yodnetimi Fiziksel Dagitim

Sekil-1: Tedarik Zinciri Siireci (Min ve Zhou, 2002)

Tipik bir tedarik zincirinde yar1 iriin ve/veya hammaddeler iiretim
tesislerinde bitmis {iriinlere doniistiiriiliir, Giriinler depolanir ve/veya dagiticilar veya
perakendeciler araciligi ile veya dogrudan son kullaniciya (miisteri) ulastirilir.
Tedarik zinciri genel olarak; tedarikgiler, iiretim tesisleri, depolar, dagitim
merkezleri, satis noktalar1 (miisteri merkezleri) ile bu birimler arasinda akan
hammadde, i¢ stoklar ve bitmis iiriinlerden olusan bir ag yapis1 olusturur. Bu yapida
organizasyonlarin odaklandiklar1 iki 6nemli performans 6l¢iitii mevcuttur; maliyetler
ve hizmet diizeyi. Firmalar maliyetlerini azaltarak ve hizmet diizeylerini gelistirerek
kalic1 rekabet iistlinliigii elde etmek i¢in tedarik zincirinin etkin yonetilmesine ihtiyag

duyarlar. Burada devreye TZY girer (Simchi-Levi ve dig., 2003).

Literatiir incelendiginde, TZY ile ilgili birbirinden farkli ¢ok sayida tanimin
yapilmis oldugu goriilmektedir. Burada tedarik zinciri konusu ile ilgilenen hemen
herkesin iizerinde hemfikir oldugu iki tanim verilerek TZY denildiginde temel olarak
ne anlagilmasi gerektigi ortaya konacaktir. TZY, Simchi-Levi ve dig. (2003)
tarafindan su sekilde tanimlanmistir: TZY; hedeflenen miisteri hizmet diizeyini en
disiik maliyette karsilamak, dogru zamanda dogru miktarda ve dogru yerde mal

iretimi ve dagitimini1 saglamak {zere tedarikgiler, {ireticiler, dagiticilar ve



perakendecileri en verimli sekilde entegre eden bir yaklasimdir. Tedarik zinciri ag1
etkin bir sekilde biitlinlestirilirse sistem maliyetini en kii¢liklemek ve hizmet diizeyi
gereklerini saglamak i¢cin mallar dogru miktarlarda, dogru yerlerde ve dogru

zamanda iiretilebilir ve dagitilabilir.

Yukaridaki tanim TZY ile ilgili temel 6zellikleri ortaya koymaktadr. Ik
olarak TZY nde maliyete ve miisteri hizmet diizeyine etki eden her tesis dikkate
alinir. Ikincisi TZY *nin amaci tiim sistem agisindan etkinligi ve en diisiik maliyeti
saglamaktir. Son olarak da TZY de zincirdeki tiim noktalarin en iyi sekilde
biitiinlestirilmesi amaglandigindan stratejik, taktik ve operasyonel tiim faaliyetler

TZY kapsamina girer (Melo ve dig., 2005).

Stock ve Lambert (2001), TZY ’ni ilk tedarik¢iden son tiiketiciye kadar kilit
1§ siire¢lerinin biitiinlesmesi olarak tanimlamis ve bu biitiinlesmenin 6zellikle miisteri
ve paydaglar i¢in de8er yaratan iirlinleri, hizmetleri ve bilgileri saglamasi lizerinde

durmustur. Tanimda s6zii edilen kilit is stirecleri sunlardir:

(1) Musteri iliskileri yonetimi

(2) Misteri hizmetleri yonetimi

(3) Talep yonetimi

(4) Siparis yonetimi

(5) Uretim akis ydnetimi

(6) Temin, tedarik

(7) Uriin gelistirme ve ticarilestirme

(8) Geri dontisler

Sekil-2’de sekiz kilit i siireciyle birlikte iiriin akislar1 ve bilgi baglantilari
gosterilmistir. Bilgi akis1 bir siireg olmamasina ragmen tedarik zinciri i¢in kilit
kavramlardan biridir. Unutulmamalidir ki iirtin akiglar1 ancak bilgi akislar1 ile

baslatilabilir.
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Sekil-2: Tedarik Zinciri Yapisi (Stock ve Lambert, 2001)

Yukarida yapilan tanimlardan; tedarik¢i, tretici, dagitim merkezi ve
miisteriden olusan tedarik zincirinde bir¢ok firma, tesis ve organizasyonun yer aldigi
anlagilmaktadir. Bunlar arasindaki iligkiler ve akislar (liriin ve bilgi) ise TZY
konusuna girmektedir. Bu sekilde diisiiniildiiglinde tiim tedarik zincirinin bir ag

yapisi olusturdugu sonucuna varilabilir.

b. Tedarik Zinciri Ag Yapisi

Tedarik zinciri, ilk tedarik¢iden hammadde alimindan iiriiniin son
miisteriye ulastirilmasia kadar tiim iliskileri ve akislar1 dikkate aldig1 i¢in oldukga
karmagik bir yapiya sahiptir. Eger tedarik zincirindeki her birim bir diigiim, bu
birimlerin birbirleriyle iliskileri yay olarak diisiiniiliir ve birimler aras1 akislar yaylar
ile ifade edilirse; tedarik zinciri, bir ag yapisi olarak goriilebilir. Sekil-3’te genel bir
tedarik zinciri ag yapisi verilmistir. Bu ag yapisi incelendiginde ilk tedarik¢iden son
kullanictya kadar olan tiim siirecin yOnetiminin ne kadar karmasik oldugu

goriilmektedir.
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Sekil-3: Tedarik Zinciri Ag Yapis1 (Stock ve Lambert, 2001)

Isletmelerin ag yapilar1 lojistik islemlerin etkinliginin ve verimliliginin
artmasma ilave olarak firmaya piyasada aymt edici dstiinliikler saglamaktadir.
Tedarik zincirinin iyi yonetilebilmesi i¢in ag yapisinin nasil olustugunu anlamak ve
bununla ilgili agik bilgiye sahip olmak gerekir. Bir firmanm ag olusturma
asamasinda ii¢ yapisal yonde inceleme yapilmalidir. Bunlar; tedarik zinciri iiyelerinin
belirlenmesi, tedarik zinciri {iyeleri veya faaliyetler arasindaki is siirecleri
baglantilarinin ortaya konulmasi ve agin yapisal boyutunun (Dikey yapisi, yatay
yapis1 ve merkezi firmanin zincirin u¢ noktalarma gore yeri.) analiz edilmesi gerekir

(Kabak, 2008).

Tedarik zincirlerinde ag yapisi sadece bircok firmanin, tesisin,
organizasyonun ve bunlar arasindaki iliskilerin bir arada gosterildigi bir yap1
degildir. Giinlimiiz kiiresel sistemlerinde firmalarin rekabet avantaji elde etmek i¢in
isbirligi yapmalarin1 saglayan bir yonetim seklidir. Artik rekabet firmalar arasinda
degil tedarik aglar1 arasinda yasanmaktadir. Firmalarin rekabet avantaj1 elde etmeleri,
icinde bulunduklar1 aglarin rekabet giiciine baghdir (Kulmala ve dig., 2004; Lakhal
ve dig., 1999).



C. Tedarik Zincirinin Amaci

Tedarik zincirindeki her bir oyuncunun amaci, en yeni bilgiyi
zincirdeki diger isletmelere sunarak daha miikemmel bir arz ve talep dengesinin
saglanmasina ve {iriiniin liretim noktasindan tiiketim noktasina en kisa zamanda ve en
disik maliyetle ulagsmasina katkida bulunmaktir. Tedarik zincirinin kisa vadeli
amacl1, gereksiz stoklar1 ortadan kaldirmak ve iliretim ile miisteriye yanit verebilme
hizin1 artirmak iken uzun vadeli amaci, miisteri beklentilerini dogru yerde teslim
edilmis dogru iiriinle karsilamak, bu sekilde pazar payini ve karlar1 artirmaktir. Bagka
bir ifadeyle tedarik zincirinde, zincirden gecen iiriinlere deger katmak ve bu
iirlinlerin istenilen miktarlarda, uygun nitelikte ve istenilen zamanda rekabetci bir

maliyet anlayisiyla dagitilmasini saglamak amag¢lanmaktadir.

2. TEDARIK ZINCiRi YONETIMINDE KARAR SURECLERI
a. Tedarik Zincirinde Karar Seviyeleri

TZY stratejik, taktik ve operasyonel olmak iizere ii¢c hiyerarsik
seviyeden olusur (Chopra ve Meindl, 2001). Genel bir yaklasimla, dagitim sisteminin
ve lretim planlama siireglerinin tasarimma iliskin konularin stratejik diizeyde ele
alindigi, mevcut bir liretim-dagitim sistemine ydnelik optimizasyon problemlerinin

ise taktik seviyede ilgilenilen sorunlar oldugu sdylenebilir.

Stratejik dilizeyde karsilagilan tedarik zinciri problemleri arasinda, yer
secimi kararlari, talep planlama, dagitim kanali planlamasi, stratejik anlagmalar, yeni
irlin gelistirme, dis kaynak kullanimi, tedarik¢i se¢imi, bilgi teknolojisi se¢imi,
fiyatlandirma ve agin yeniden yapilandirilmasi gibi kararlar sayilabilir. Her ne kadar
tedarik zinciri problemlerinin c¢ogu, yapisi geregi stratejik olsa da bir tedarik
zincirinde bir¢ok taktik diizeyde problemle de karsilasimaktadir. Stok kontrolii,
iretim-dagitim  siireclerinin  koordinasyonu, sipariglerle tasima siireclerinin
biitlinlestirilmesi, malzeme isleme tarzi, makine/techizat se¢imi ve yerlesim
diizeninin belirlenmesi gibi problemler, bir tedarik zincirinde taktik diizeyde
incelenen karar alanlaridir. Operasyonel diizeyde ise taktik planlar temel almarak,
ara¢ rotalama/gizelgeleme, isgiicii cizelgeleme, malzeme hareketleri, kayit tutma

sekli ve paketleme gibi daha alt diizeydeki kararlar ele alinmaktadir. Baz1 tedarik
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zinciri problemleri, farkli karar seviyelerini kapsayan hiyerarsik, ¢cok kademeli bir
planlama gerektirdiginden, karsilagilan sorunlarin, yukarida adi gecen karar

seviyeleri bazinda ayristirilmasi her zaman miimkiin degildir (Min ve Zhou, 2002).

N Kurumsal Kurumsal Kurumsal
Stratejik Yillik »|  Dagitun »  Uretim »  Malzeme
SEV1ye Tahminler Planlama Planlama Planlama

| | | |
. Dagitim Ana Malzeme

Talqlk Aylik P Ihtivaglar »  Uretim > Ihtivae

Seviye Tahminler Planlama Cizelgesi Planlama

| | | |
Proses Malzeme

Operasyonel | Siparisler > Stok P Seviyesi > Elden
Seviye Dagitinun Cizelge Cikarma
Talep Dagitim Uretim Malzemeler
Yonetimi

Sekil-4: Tedarik Zinciri Yonetiminde Karar Seviyeleri

Stratejik seviyede yapilan bir hatanin, operatif seviyedeki gosterilen ¢abalar
ile diizeltilmeyecegi bir gergektir. Lojistikten beklenilen faydanin saglanabilmesi i¢in
alt fonksiyon sahalarmin kesin olarak anlasilmasi, stratejik, taktik ve operatif
seviyede gerceklestirilecek olan planlamalarda dikkat edilmesi gereken kriterlerin

bilinmesi gerekmektedir.

b. Tedarik Zincirinde Karar Alanlari

TZY’nde bir¢ok karar verme problemi séz konusudur. Yukarida karar

seviyelerine gore deginilen bu alanlardan en 6nemlileri, asagida aciklanmastir.

1) Yer Secimi Kararlan

Uretim tesislerinin ve depolarin sayilarmin ve cografi
konumlarinin belirlenmesi, tedarik zinciri olusturmada ilk karar adimidir. Tesislerin
konumlarinin belirlenmesi, uzun dénem planlarinda kaynaklara baghdir. Bu kararlar
firmalarin rekabet giliclerini onemli Ol¢iide etkilemektedir. Yer se¢cimi kararlari,

iiretim ve tagima maliyetleri, vergiler, bolgesel bilesenler gibi etkenlere bagl olarak

11



tanimlanir. Ayrica secilen konumun, firma, tedarik¢iler ve miisteriler arasindaki

optimum ag1 olusturmas1 amaclanir.

2) Uretim Kararlan

Hangi iirlinden hangi {retim tesisinde ne kadar
iiretileceginin, hangi tedarik¢ilerden ne kadar malzeme/ara {iriin temin edileceginin
ve Uretim tesisleri ile depo/dagitim merkezlerinin kapasitelerinin belirlenmesi gibi
kararlar1 i¢erir. Bu kararlarin gelir, maliyet, finansman ve miisteri hizmetleri tizerinde
onemli etkileri vardir. Bu kararlar verilirken, tesislerin konumlar1 veri olarak alinir.
Operasyonel seviyedeki iiretim kararlar1 ise detayli liretim ¢izelgelemesine dayanir.
Taktik diizeyde belirlenen ana iiretim ¢izelgesine uygun bir sekilde, makineler
bazinda iiretim ¢izelgelerinin olusturulmasi ve ara¢ gerecin bakimi gibi siireclere

iligkin kararlar1 igerir.

A3) Stok Kararlar

Isletmelerin stok ve tasima maliyetlerinin dagitim
aglarinin genislemesiyle artis gdstermesi nedeniyle basta ¢ok kademeli stok yonetimi
olmak tiizere yeni nesil stok yonetim usulleri gelistirilmektedir. Cok kademeli stok
teorisi, sayisal analiz ve optimizasyon yOntemleri ile ¢esitli kademelerden olusan
entegre lojistik sistemlerin modellenmesine olanak saglar. Cok kademeli stok
yonetimi stok politikalarm1 biitiinsel olarak optimize eder, talep ve ikmal
degiskenligine stokastik ve deterministik yoneylem tekniklerinden istifade ile agiklik
getirir. Cok kademeli stok sistemi tasariminda en Oonemli konu, her kademede
bulundurulmasma ihtiya¢ duyulan {iriin miktarmin belirlenmesidir. Dinamik
programlama, c¢ok kademeli stok optimizasyonunda yararlanilabilecek en uygun

yoneylem tekniklerindendir.
“4) Tasima Kararlan
Tedarik zinciri boyunca iirlinlerin nasil taginacagina iliskin

verilmesi gereken kararlar, stok kararlariyla ¢ok yakindan baglantilidir. Uriinlerin

tasinmasinda hangi tasima tipinin kullanilacaginin belirlenmesi, bu alanda ele
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alinabilecek kararlardan birisidir. Hava yollarint kullanmak, hizli, glivenilir ve daha
az giivenlik stogu tutulmasimi gerektiren bir yol olmakla birlikte pahali bir yoldur.
Deniz yoluyla veya demiryoluyla tasima daha ucuz olabilir, ancak bu durumda
nakliye sirasinda karsilasilabilecek belirsizliklere karst tampon gorevi gorecek
yliksek miktarda stok tutulmasi gerekir. Ayrica hedeflenen miisteri memnuniyeti
diizeyi ile tesislerin, depolarin ve miisterilerin cografi yerlesimleri, bu kararlarin
alimmasinda 6nemli rol oynar. Uriinlerin tasinmasmda kullanilacak arag¢ filosunun
biliytikligliniin tespiti, bu araclarin rotalarinin belirlenmesi ve ¢izelgelenmesi,
araclarda tasimacak kargo biiyiikliigiiniin ve {iriin bilesiminin belirlenmesi, kilit 6nem

tastyan tagima kararlarindandir.

5) Dagitim Ag Kararlan

Dagitim ag1 tasarimi, stratejik planlamanin uygulandigi
ana alanlardan biridir. Bir stratejik dagitim agi plani, verilen bir planlama ufku
boyunca belirli bir ihtiyaclar setini karsilamak icin gelistirilir. Iyi bir plan; dogru
mallari, dogru miktarda, dogru yerde, dogru zamanda miisteriye saglamali ve toplam
dagitim maliyetini en az yapan uygun bir dagitim agini tanimlamalidir. Dagitim ag1
plani, kar1 ve miisteriye sunulan hizmeti de optimum yaparken acgilacak dagitim
merkezlerinin  sayisi, yerleri ve hangi miisterilere hizmet vereceklerinin
belirlenmesinin yami sira kullanilacak tasima yontemlerinin se¢imi gibi teknik
detaylar1 da icermelidir. Depo sayis1 arttikca, teslim maliyeti azalir ve depo maliyeti
artar. Bu ifadenin tersi de dogrudur; yani depo sayis1 azaldikca, teslim maliyeti artar.
Dolayisiyla, toplam dagitim maliyetini en az yapmak i¢in depo ve tasima maliyeti

arasinda en 1yi dengenin bulunmasi 6nemlidir.

3. TEDARIK ZINCIRINDE STOK KONTROLU

Son yillarda TZY, yoneylem arastirmasi uygulayicilar1 arasinda 6nemli bir
arastirma alani olarak ortaya ¢ikmistir. Yoneylem arastirmacilar: tarafindan, tedarik
zincirinin daha verimli ve ekonomik olmasini saglamak i¢in birgok arastirma
gerceklestirilmistir. Islerin diizgiin ve verimli yiiriitiilmesi, tedarik zincirinin ana
alanlarmin diizgiin ve verimli ¢alistirilmasini gerektirir. Bu ana alanlardan birisi de

stok kontroliidiir. Ister hammade, ister proses igi, kismen veya tamamen bitmis
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irlinler olsun, tedarik zincirinin her asamasinda stoklar vardir. Tedarik zinciri
yoneticisi, elde stok bulundurmanin maliyetleri artirmasi ile karsi karsiya

kaldigindan, tedarik zincirinde stok kontrolii etkin yonetim icin kritik 6neme sahiptir.

Isletmelerde stok temel olarak arz talep dengesizligini karsilamak iizere
bulundurulur. Stoklarmn, isletmenin miisteri isteklerine tepki verme hizina biiyiik
etkisi vardir. Ayni zamanda stok, liretim sistemindeki malzeme akis hizin1 da etkiler.
Istenilen stok tiiriinii istenilen zamanda ve istenilen miktarda hazir bulundurma ve
bunu en ekonomik bicimde ger¢eklestirme faaliyeti stok kontrolii olarak adlandirilir

(Behret, 2011).

a. Stok Kontrolii ile Tlgili Tanimlar

Stok, olabilecek talebi karsilamak {izere beklenmeyen gecikmeler
ve aksamalar durumunda talebin karsilanmasini garanti altina almak amaciyla elde
bulundurulan atil kaynaklardir. Bir iiretim sisteminde, iiretilen iiriine dogrudan veya
dolayli olarak katilan biitiin fiziksel varliklar ve iirliiniin kendisi stoku olusturur.
Stoklar; tedarikgiler, treticiler, ¢esitli depolar, toptanci ve parekende magazalari ve

hatta tiiketicilerde olusur. Stoklar genel olarak dort smnifa ayrilirlar.

€)) Hammadde Stoklari: Hammaddeler disaridan alinip
iretimde dogrudan kullanilarak son {riinii elde etmede yararlanilan malzemelerdir.
Hammadde ile ifade edilen genelde metaller, boya, 6zel ¢elikler, kimyasal maddeler
vb.dir. Ayrica motorlar, 6zel devreler, silindirler gibi organizasyon disindan alinan

satin alma pargalar1 da organizasyonun hammadde stoklar1 i¢cinde yer alir.

2) Yan Uriin Stoklari: Uretimdeki stok, fabrikanin sistemi
icerisinde islem goren veya islem gormeyi bekleyen her ¢esit malzeme, parga veya

montaj parcasindan olusmaktadir.
A3) Uriin Stoklari: Biitiin iiretim asamalarindan gegerek

tamamlanmis {rtinlerdir. Bu f{irtinler; toptanci, parekendeci veya diger satig

noktalarina gonderilmek tizere stokta bekletilirler.
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“4) Isletme Malzemeleri: Bakim-onarim malzemeleri, yedek

parcalar, temizlik malzemeleri ve kirtasiye malzemelerinden olusur.

b. Stok Kontroliiniin Amaci

Stok kontroliiniin amaci; isletme biinyesinde, iiretim siirecinde
kullanilan hammadde ve malzeme girdi ve ¢iktilarinin kayitlarini, ayrmntil bir sekilde
tutmak, siparis verilen malzemelerin kayitlarmi tutarak, istenen anda, malzeme
saymmlarin1 gergeklestirmek ve sonuglar1 kontrol ederek, aksakliklar1 ortaya
cikarmak, uygun bir stok politikas1 belirleyerek birbiriyle iligkili olan masraflari en
az diizeyde tutmaktir. Uretim sistemi biiyiidiikce ve iiriin ¢esidi arttik¢a, tedarik,
talep ve dretime iliskin faktorlerdeki belirsizlik ve aralarindaki iliskilerin
karmagikligi, stokta tutmay1 zorunlu kilar. Stok kontrolii, malzemelerin ve iirlinlerin
gerektigi zaman yeterli miktarda saglanmasmi giivence altina almali ve asir1 stok

maliyetlerine engel olmalidir.

c. Stok Maliyetleri

Stok maliyetleri, stok yOnetimi sistemlerinin se¢imi veya siparis
verme politikalarinin belirlenmesi amaciyla yapilacak degerlendirmelerde ve
modellerde, sistemin ¢aligmasmi belirleyecek degiskenlerin hesabi i¢in kullanilan

parametrelerdir. Bu amagla baslica {i¢ ¢esit stok maliyeti tanimlanir.

1) Siparis Verme veya Uretim Hazirhk Maliyeti

(a) Siparis Verme Maliyeti (Ordering Cost): Satin
alman her cesit malzemenin siparisinin gerektirdigi tedarik islemleri giderleridir.

Ornegin; telefon edilmesi, piyasa arastirmasi yapilmasi vb.

(b) Uretim Hazirhk Maliyeti (Setup Cost):
Malzeme akis siireci igindeki akis1 baglatmak icin verilen “is emri” seklindeki atolye
sipariglerinin gergeklestirilmesi sirasinda ortaya ¢ikan maliyetlerdir. Ornegin; iiretim
hattinin ve makinanin ise hazirlanmasi sirasinda gegen zamanin firsat maliyeti, bu

amagla kullanilan personelin maliyeti, takim/kalip degistirme maliyeti vb.
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2) Stokta Tutma Maliyeti: Uriin veya hammadde olarak
stoklarda bekleyen her cesit malzemenin getirecegi mali yiikii 6lgmek amaciyla
kullanilir. Bes c¢esit bileseni vardir: Sermaye maliyeti (finansman getiri orani),
depolama ve ellegleme maliyeti, stok riski (yipranma, raf dmrii dolma, kayip ve
demode olma) maliyeti, stok hizmet (sigorta, bakim, 6zel hizmet-soguk ortam,

malzeme karistirma vd.) maliyeti ve vergi.

A3 Elde Bulundurmama Maliyeti: Talep oldugu halde {iriin
bulunmamasmin getirdigi maliyet bir firsat maliyeti olarak degerlendirilebilir. Elde

bulundurmama maliyeti ii¢ tiirlii olusabilir.

(a) Bekleyen Siparis (Backorder) Maliyeti:
Miisterinin talebinin Ongoriilen zamandan daha ge¢ karsilanma durumudur. Bu

durumda miisteriden yapilacak tahsilat da gecikebilecektir.

(b) Kayip Satis (Lost Sales, Backlogging Cost)
Maliyeti: Miisteri talebinin, Ongoriilen zamanda karsilanamamasi nedeniyle
miisterinin siparisini iptal etmesi veya bir daha hi¢ siparis vermemesi durumuna

karsilik gelen maliyettir. Bu durumda s6z konusu miisteri kaybedilecektir.

(©) Uretim Kayb1 Maliyeti (UKM): Uriin ve yari
iirlin stoklarinin bulunmamasi nedeniyle {iriin talebinin karsilanamamasi1 durumunda

ortaya ¢ikan maliyettir.

c. Stok Kontrol Politikalan

Her isletmenin kendine 6zgii stok kontrol sistemine ve stok
politikalarina ihtiyaci vardir. Isletmelerin biiyiikliigii, iist yoneticilerinin politikalari,
iretim tipi, mali olanaklar1 vb. etkenlere gore farkli stok kontrol sistemlerine sahip

olan igletmeler i¢in temel stok politikalar1 incelenmistir.
1) Cevrim Stoku Bulundurma Politikasi: Uriinler ve

malzemeler, partiler halinde siparis edilirler. Dolayisiyla tiikketim siirerken bir kisim

stokta bekler. Bir satin alma veya lretim partisine karsilik gelen ve her parti icin
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biitlinlenen stok miktari, ¢gevrim stoku olarak diisiiniiliir. Cevrim stoku, isletmelerde

Olgek ekonomilerinden ve maliyet indiriminden faydalanmak amaciyla tutulur.

Cevrim stoku bulundurma politikasinin temel amaci birim satin alma,
siparis ve stokta tutma maliyetlerini en azlayarak 6l¢ek ekonomisinden faydalanacak
kadar stokta tutmaktir. Cevrim stoku ile parti biiyiikligii arasinda dogrudan bir iliski
vardir. Cevrim stoku bulundurma politikasmin karar problemi en ekonomik siparis

miktarinin belirlenmesi problemidir.

2) Giivenlik Stoku Bulundurma Politikasi: Giivenlik
stoku, talepteki belirsizlik ve talebin tahmin edileni asmas1 durumunda iiriin yoklugu
ile karsilasilmamasi i¢in elde tutulan bir stoktur. Eger, bir iiriiniin ortalama kullanim
miktar1 ve standart sapmasi hesaplanabiliyorsa, giivenlik stoku bulunabilir. Glivenlik
stoku, yok satma durumuna kars1 ekstra bir emniyet valfi gibidir. Giivenlik stoklari,
yeniden siparis zamanindaki talebin, beklenen talebi veya gerceklesen teslim
zamaninin, beklenen teslim zamanmi asmasi durumunda talebi karsilamak ig¢in
ihtiya¢ duyulan miktardir. Giivenlik stokunun, firmanin maliyetleri {izerine iki etkisi

vardir; yok satma maliyetini diisiiriir ve stokta tutma maliyetini artirir.

Q) Mevsimlik Stok Bulundurma Politikasi: Bir mevsim
baslamadan ©Once mevsim boyunca olusacak tiikketimi karsilamak iizere tutulan

stoktur. Ornegin, kirtasiye sektdriinde okul dncesi dénemde fazla stok bulundurulur.

“) En Uygun Miisteri Hizmet Diizeyini Yakalama
Politikas1: Miisteri hizmet diizeyi, elde bulundurmama maliyetinin tam olarak
belirlenemedigi durumlarda, miisteri talebini karsilama orani olarak da kullanilabilir.
Ornegin, 100 miisteri talebinin 95°i karsilanmigsa, miisteri hizmet diizeyi %95dir.
Yiiksek giivenlik stogu, yiiksek hizmet diizeyi saglar. Giivenlik stoku ozellikle
belirsiz tedarik siirelerine yanit verebilmek amaciyla tutulur. Tedarik siirelerinin
yiiksek oldugu durumlarda % 100 hizmet diizeyi i¢in sonsuz stok tutmak uygun bir
yaklasim degildir. Bir isletme, farkli malzeme stoklar1 i¢in farkli hizmet diizeylerini
hedefleyebilir. Bitmis iirlinler i¢in % 90 hizmet diizeyinin yeterli olup olmadig1 veya
hammadde yetersizligi nedeniyle bosa gecen liretim stirelerinin hangi diizeyde kabul

edilebilir oldugu gibi yanitlanmasi zor sorular, hedefleri ortaya koyar. Hizmet
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diizeyinin artirilmasi i¢in stok yatirimlarmin artirilmast gereklidir. Degisik tiplerde
stoklar1 olan biiyiik bir sirkette gergeklesen toplam miisteri hizmet diizeyi ile toplam

stok yatirimi arasinda {iissel bir iligki oldugu soylenebilir.

d. Stok Kontrol Modelleri

Stok kontrol modelleri, stoka olan talebin bagimli ya da bagimsiz
olmasina gore tamamen farkli sekilde ele alinir. Bagimli talep yapisina sahip stok
modelleri i¢in malzeme ihtiya¢ planlamasi sistemleri gelistirilmis ve giiniimiize kadar
bircok yazilim bu sistemler i¢in tasarlanmistir (Behret, 2011). Bagimli talep yapisina

sahip sistemler bu tez ¢alismasinin konusu olmadigi i¢in burada incelenmemistir.

Bagimsiz talep iceren stok modellerinin incelenmesinde talep tahmini
onemlidir, ¢iinkii stok yenileme sipariginin miktar1 ve zaman talep tahminine bagh
olarak hesaplanmaktadir. Son {iriin talebinin birgok dis etkene gore degiskenlik
gostermesi ve belirsizlik icermesi nedeniyle dogru tahminin yapilarak modele girdi

olusturacak talep degerinin belirlenmesi stok kontrolii i¢in hayati 6nem tasir.

Bagimsiz talep igeren stok modelleri stok yenileme politikalarina gore iki
gruba ayrilabilir. Bunlardan ilki stoklarin siirekli olarak izlendigi ve stok yeniden
siparis noktasma geldiginde yeni bir siparisin verildigi siirekli gézden gecirmeli
modeldir. Bu modelde eldeki stok siirekli olarak izlenir ve ne zaman stok belli
seviyenin altina diiserse siparis o zaman verilir. Stirekli gozden gecirmeli modellerde
siparis miktar1 sabittir ancak siparis araligi talep degiskenligine bagl olarak degisir.
Bu modeller literatiirde sabit siparis miktar1 modeli, ESM modeli ya da (Q,r) modeli
olarak da bilinmektedir. Diger model ise stok durumunun belirli zaman araliklar1 ile
kontrol edildigi ve stok seviyesini belirli bir esige yiikseltmek icin siparisin verildigi
donemsel gozden gecirmeli stok kontrol modelidir. Bu modelde, siparis araligi
sabittir ancak siparis miktari talebin degigskenligine bagh olarak degisir. Bu modeller
ise literatiirde donemsel gozden gec¢irmeli model, sabit siparis araligi sistemi ya da

(R,r) modeli olarak bilinmektedir (Behret, 2011).
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Stok kontrol modelleri ayrica, donem sayisina gore statik-dinamik, iiriin
cesidine gore tek lirlinlii-¢cok tiriinlii, hiyerarsik olarak tek asamali-¢cok asamali olmak

iizere degisik sekillerde siniflandirmalara ayrilabilir.

Ik olarak Harris tarafindan 1913 yilinda tanitilan ESM modeli ile baslayan
matematiksel stok modelleri, talep ve/veya tedarik (temin) siiresi bilgilerinin kesin
olarak bilindigi ve belirsiz oldugu duruma gore deterministik modeller ve olasilikli

modeller olarak iki grupta incelenebilir.

1) Deterministik Stok Kontrol Modelleri: Stok kontroli
literatiirinde bulunan ilk modellerdir. Deterministik stok kontrol modelleri,

genellikle ¢cok az parametre icerir ve bunlarin kesin olarak bilindikleri varsayilir.

(a) Ekonomik Siparis Miktarn (ESM) Modeli:

Maliyetler arasi iligkileri incelemek amaciyla olusturulan en temel modeldir. Amag;
ekonomik siparis miktarmmn bulunmasi, buna bagl olarak siparisler arasi siirenin
hesaplanmasi, donem icinde verilecek siparis sayisinin ve dénem boyu toplam
maliyetin bulunmasidir (Sekil-5). Bu model asagidaki varsayimlari igerir:

- Talep belirli ve hiz1 sabittir.

- Siparisler esit araliklarla verilir.

- Fiyat sabittir.

- Siparis edilen mallar bir anda karsilanmaktadir (Tedarik siiresi
sifirdir.)

- Yok satmaya izin verilmemektedir.

A

Stok
Birikimi

max

Q A

N

»

B""]"""’C Zaman

Sekil-5: Ekonomik Siparis Modeli (Yok Satmasiz)
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T: Siparisler arasi siiredir ve Tz%, N: Siparis sayis1 ise, N=—

formiilleri kullanilarak hesaplanir.

Stokta tutma maliyeti, stokta tutulan miktar ile birim stokta tutma

maliyetinin ¢arpilmasi sonucu elde edilir. Stokta tutulan miktar, Sekil 5’te tarali ABC

.. T .- .. T
iicgeninin alanina (%) esittir. Stokta Tutma Maliyeti= C, QT olarak bulunur.

Tek donem i¢in olusan toplam maliyet; donem i¢inde sadece bir kere siparis
verileceginden bir siparis maliyeti, siparis verilen parti i¢in satmn alma maliyeti ve

donem boyunca elde tutulan stoklar i¢in stokta tutma maliyetinin toplamidir.
TM(Q):C0+CQ+C,1% (1.1)

Yillik toplam maliyet ise, tek donemlik toplam maliyetin yil icerisinde
verilecek siparis sayisi (N) ile ¢arpilmasi sonucu bulunur. N yerine D/Q ve T yerine

Q/D vyazilarak sadelestirme yapildiginda asagidaki maliyet fonksiyonu elde edilir.

TM(Q)=CQ"2D+CD+C,Z% (1.2)

Yukarida verilen toplam maliyet fonksiyonunun siparis miktarina gore
tirevi almir sifira esitlenirse toplam maliyeti en diisiik yapan ekonomik siparis

miktar1 (O*) bulunmus olur.

TM(Q)=CO—?+O+&=O:>Q*= /2C°D (1.3)
o 0 2 C,

(b) Siparislerin Gecikmeli Olarak Karsilandig:

(Yok Satmali)) Model: Baz1 durumlarda, iireticiler ellerinde hig iiriin kalmadiginda,
malzeme tedarik edilinceye kadar liretimlerini geciktirir ya da miisteri taleplerini geri

cevirirler. Burada siparislerin gecikmeli olarak karsilandigi model (Sekil-6) icin
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Ekonomik Siparis Miktar1 (Q*) ve maksimum yok satma diizeyi (b*) bulunacaktir.
Bu model agagidaki varsayimlari igerir:

- Talep belirli ve her periyotta sabittir.

- Tedarik stiresi kesin olarak bilinmekte ve sifirdir.

- Fiyat sabittir.

- Miisteri talepleri geciktirilebilir.

A

Stok I
Birikimi

v

D {1
Ys “—————>< 1 Zaman
________________ DU A S

B C

Sekil-6: Siparislerin Gecikmeli Olarak Karsilandigi ESM Modeli

Ort. Stokta Tutulan Miktar = %(Q —b)t, Ort. Yok Satilan Miktar = gtz BEC

iicgeni ile AFC iicgeni benzerdir. Buna gore;

|5¢| _|5z] 9070 4, O Dy e cdilir
|AC|  |A4F| 0
T yerine g yazilirsa, ¢, = 0-b olarak bulunur.

D D

EGF iiggeni ile CDF ii¢cgeni benzerdir. Buna gore;

PG _[6F] 6 b\ D p e edilir

= = =
|cD| | DF| T 0

Y

T yerine o yazilirsa, ¢, =% olarak bulunur. Bir donemlik toplam maliyet;
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TM(Q,b):CO+CQ+Cht‘(QT_b)+ﬂ% (1.4)

Yillik Toplam Maliyet; bir donemlik toplam maliyetin siparis sayisi (N) ile

carpilmasi sonucu asagidaki denklem elde edilir.

TM(Q,b)= 20 20

+CD+C,

elde edilir. Yukaridaki fonksiyonun Q ve b’ye gore tiirevi alinir ve sifira esitlenirse

bu fonksiyonu minimum yapan Q ve b degerleri bulunur.

OTMQ.b) __ GD G b(C+m)_, (1.6)
aQ Q2 2 4Q2 .
OTM(Q.0) ., __GQ (1.7)

ob C, +m

olarak bulunur. Esitlik (1.6), (1.7)’de yerine konulursa esitlik (1.8) elde edilir.
Bulunan Q* degeri, esitlik (1.7)’de Q yerine yazilip sadelestirme yapildiginda esitlik
(1.9) bulunur.

. 2C,D
Q :\/ CO \/Ch+7l' (18)
C, T
b*:\/zcoD\/ C, (1.9)
r \C,+7m

(c) Ekonomik Uretim Miktar1 (Yoksatmasiz)
Modeli: Ekonomik Uretim Miktar1 (EUM) modeli, ESM modelinin genisletilmis bir
versiyonudur. Bu modelin varsayimlar1t ESM modelinin varsayimlariyla aynidir.

Sadece donem basina siparis edilen {riinlerin ulagimi bir anda olmamakta ve
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siparigler gilinlik tretim hizi (P) ile ulagsmaktadir. Bu giinlik tretim hizini
karsilayacak talep hizi (D) ise, yillik talep miktarmin, yil icerisindeki toplam caligma
glinli sayisma bolinmesi ile elde edilir. Burada 6nemli nokta, stok tiikenmesi
durumunun olmamasi i¢in giinliik tretim hiznin her zaman i¢in gilinliik talep

hizindan biiyiik olmas1 gerekliligidir (P>D ).

Sekil-7 incelendiginde; siparislerin tam parti halinde karsilanamadigi, 7
stiresince ihtiyaglarin Uretilerek temin edildigi, iiretim hizinin (P), talep hizindan (D)
biiylik olmasi sebebiyle stoklarda liretim miktar1 ile talep arasindaki fark kadar (P-D)
artis oldugu, 7 siiresinin sonunda siparis miktarinin tamamlanmasiyla iiretimin
durdugu, stok seviyesinin en yiiksek diizeye ulastig1 ve bu zamandan sonra gelen
taleplerin 7 siiresince stoklardan karsilandigi goriilmektedir. Bu model asagidaki
varsayimlari igerir:

- Talep belirli ve her periyotta sabittir.

- Uretim hiz1 belirli ve her periyotta sabittir.

- Verilen siparigler periyot i¢ginde alinmaktadir.
- Yok satmaya miisaade edilmemektedir.

- Uretim hiz1 talepten biiyiiktiir.

A
Stok
Birikimi
[max A
P-D | D
B T L .
<____z___f---2-—->c Zaman

Sekil-7: Ekonomik Uretim Miktar1 Modeli (Yok Satmasiz)

Bu modelde toplam maliyetin ii¢ unsuru bulunmaktadir. Bunlar; hazirlik
(siparis) maliyeti, {iiretim (satinalma) maliyeti, stokta tutma maliyeti EUM

(Yoksatmasiz) modeline gore toplam maliyet asagidaki gibi hesaplanabilir.

Hig tiiketim olmadiginda; Q=T,P, T, :% ve I =T (P-D) olacaktr.

23



Imax = Q
P

D
(P—D)zQ(l——] (1.10)
P
Tek donem i¢in olusan toplam maliyet; donem i¢inde tezgahlarin sadece bir
defa hazirlanmas1 nedeniyle bir hazirlik maliyeti, iiretilen parti i¢in liretim maliyeti

ve donem boyunca elde tutulan stoklar i¢in stokta tutma maliyetinin toplamidir.

TM(Q)=C,+CO+C, I (1.11)
_ 2512
TM(Q)=C,+CO+C, 2DQ(1 P] (1.12)

Yillik Toplam Maliyet ise, tek donemlik toplam maliyetin yil igindeki

donem sayisi ile ¢arpilmasi sonucu bulunur ve asagidaki denklem elde edilir:

TM(Q) = COQD +CD+%Q(1—%] (1.13)

Yukarida verilen toplam maliyet fonksiyonunun iiretim miktarina gore

tiirevi almnir, sifira esitlenirse toplam maliyeti en az yapan nokta (Ekonomik Uretim

Miktar1) bulunmus olur.

(1.14)

1-=
00

aTM(Q):0:>_COD+0+ﬂ( D]ZO
P

(1.15)

(¢) Ekonomik Uretim Miktar1 (Yoksatmah)
Modeli: Sipariglerin belirli bir {iretim kapasitesine bagli olarak sonradan
karsilandig1, ayn1 zamanda yoksatmanim da bulundugu bir modeldir. Dogal olarak
modelin ¢aligabilmesi i¢in {iretim hizinin talep hizindan biiyiik olmas1 gerekmektedir.

Yoksatmadan kasit, stok bulunmamasi durumunda miisteri taleplerinin

24



ertelenmesidir. Stok bulunmamasi nedeniyle miisteri taleplerinde olusacak kayip s6z

konusu degildir.

Asagidaki sekil incelendiginde; 7, siiresince stoklarda P-D hizinda artigin
devam ettigi, 7 siiresinin sonunda verilen siparis miktarinin karsilanmasindan dolay1
iiretimin durdugu, bundan sonra gelen taleplerin mevcut stoklardan karsilandigi, 7>
siiresi sonunda stok seviyesinin sifira diistiigli, 75 siiresinin sonuna kadar gelen
taleplerin karsilanamadigi, gelen miisteri taleplerinin borca alindigi, 7 siiresi basinda
iiretime gecilerek borca alinan ihtiyaclarin karsilanmaya calisildigi goriiliir. Modelde
kullanilan varsayimlar asagidaki gibidir:

- Talep hiz1 belirli ve her periyotta sabittir.

- Uretim hiz1 belirli ve her periyotta sabittir.

- Verilen siparisler periyot icinde almmaktadir.

- Yok satmaya miisaade edilmektedir.

- Uretim hiz1 talep hizindan biiyiiktiir.

Stok 7
Birikimi

P(O—-D(1)

Sekil-8: Ekonomik Uretim Miktar1 Modeli (Yok Satmali)
Bu modelde toplam maliyetin dort unsuru bulunmaktadir. Bunlar; hazirlik
(siparig) maliyeti, iiretim (satinalma) maliyeti, stokta tutma maliyeti ve yoksatma

maliyeti. EUM modeline gdre toplam maliyet asagidaki gibi hesaplanabilir.

Sekil-8 incelendiginde maksimum stok seviyesi [, =71 (P—-D) ve

1. =T,D olur. Dolayisiyla asagidaki denklem elde edilir.

25



T(P-D)=T,D (1.16)

Yoksatma seviyesi ise, b =T,(P—D) ve b=T,D olur. Dolayisiyla asagidaki

denklem elde edilir.
IL,D=T,(P-D) (1.17)
T, ve T; donemlerinde iretim ve tiiketim, 7, ve 73 donemlerinde sadece
tilketim vardwr. Tiketilen miktar ancak tretilen miktar kadar olacagindan asagidaki
denklem elde edilir.

(I,+T,)(P-D)=(T,+T;) D (1.18)

Ayrica siparis miktari, tiretimin oldugu donem ve iiretimin olmadigi donem

stireleri sOyledir;

Q:(TI+E)P:>(TI+T4):% (1.19)
I +b=(T,+T,)D= (T, +T,)= o *? (1.20)
Esitlikler yerine konuldugunda;

%(P—D) - Ima;;bD (1.21)

Bir 6nceki denklemden maksimum stok seviyesi asagidaki gibi elde edilir.
L o =Q(1——]—b (1.22)

T; ve T, donemlerinde talep stoklardan karsilanmaktadir. Dolayisiyla;
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T1+T2=I +— = + (1.23)
P-D D P-D D
D 1 1
T+T,=|0|1-=-b +— 1.24
L {Q( P H(P—D Dj (429

T; ve Ty donemlerinde talep stoklardan karsilanamamaktadir. Dolayisiyla;

b
P-D

b
T3+T4:B+ (1.25)

elde edilir. Bir donem i¢in toplam maliyet asagida ifade edildigi gibi olacaktir.

TM(Q,b)=C,+CQ+Ch(T, +T2)I“;le +7(T, +T4)g (1.26)

Bulunan T7,+7, ve T3+T, degerleri esitlikte yerine konur ve esitlik

diizenlenirse bir donemlik maliyet asagidaki gibi olacaktur.

_ Chl oDy (1 L) m( 1 1
TM(Q,b)_CO+CQ+7{Q(1 P] b} (P—D+Dj+ > (P—D+DJ (1.27)

Bir donemlik maliyet yil igerisindeki donem sayisi ile g¢arpilarak yillik

toplam maliyet asagidaki gibi bulunur.

D  ChD p\ ,T( 1 1\ a*D( 1 1
_ 2l ol 1= 2 p| | ——+ 2 = ——+— (.28
TM (Q,b) CD+C0Q+ 20 {Q[l P] b} [P_D+Dj+ : Q(P_D+Dj( )

Yukaridaki diizenlenmis esitlikte verilen yillik toplam maliyet fonksiyonunu
en diisiik yapan liretim ve yoksatma miktarlarin1 bulmak amaciyla denklem sirasiyla

siparis ve yok satma miktarina gore tiirevi alinir ve sifira esitlenir. Buna gore;
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oTM . |2¢,D(Ch+)

Q Ch-ﬂ'(l—]
P
D
zcoD(l_]
OM oy | — P (1.30)
ob Ch(Ch+n)

Yukarida tanitilan deterministik ESM modellerine ilave olarak modelin
genisletilmis versiyonlari literatiirde yerini almigtir. Bunlardan bazilar1 agagidadir:
- Miktar esasli indirimleri g6z 6niinde bulunduran modeller,
- QGeriye siparise izin veren modeller,
- Cok {iriin i¢in ekonomik siparis miktar1 modelleri,

- Cok asamali ekonomik siparig miktar1 modeli.

2) Olasihkh Stok Kontrol Modelleri: Bu modeller,
deterministik modellerden farkli olarak, gercek hayatta karsilagilan stok kontrol
problemlerinde mevcut olan belirsizlik ve degiskenlik faktorlerini modelleyebilmek
iizere formiile edilmislerdir. Talep ve temin siiresindeki belirsizliklerin model ile
iliskilendirilmesi nedeniyle olasilikli stok modelleri, deterministik modellerden daha
fazla model parametresine ihtiya¢ duyarlar ve bazi girdi parametrelerinin olasilikl
ifadeler ile tanimlanmasmi gerektirirler. Olasilikli stok kontrol modelinin optimum
sonucu, beklenen toplam maliyet fonksiyonunu en kiiclikleyen bir dizi degisken
kiimesini olusturur. Olasilikl1 stok modelleri, talebin, tedarik siiresinin veya her iki
faktoriin de rassal sayilar ile tanimlandigini varsayarlar. Olasilikli bir stok kontrol
modelinin altinda yatan matematiksel yapi, deterministik modelinkinden ¢ok daha
karmagiktir ve hizmet diizeyi veya dolum orani gibi performans Olgiimleri i¢in

yonetimin bir karar politikasi benimsemesini gerektirir.

Olasilikl1 stok kontrol modelleri bu tez ¢alismasinin konusu olmadigi i¢in

burada incelenmemistir. Ayrmtili bilgi icin Behret (2011)’in ¢alismasi incelenebilir.
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IKiNCi BOLUM

TEDARIK ZINCiRi AGINDA TESIiS YERi SECiMi PROBLEMI

1. GENEL

Stratejik planlama bakimindan tedarik zinciri yonetimi i¢in tesis yeri se¢imi
kararlar1 6nemlidir. Bu kararlar dagitim agmin yapilandirilmasinda birer aragtir ve
tesis yeri kiimeleri (Or.; iiretim tesisleri, dagitim merkezleri, depolar vb.), tesislerin

kapasiteleri ve tiplerinin belirlenmesini igerir.

Tesislerin yerlestirilmesi, tedarik zincirinin diizenlenmesi, tedarikg¢ilerin
secilmesi, tedarik zinciri boyunca fiziksel ve bilgi akiginin tanimlanmasi ortak
stratejik planlamanm kritik bolimleridir. Bu uzun donem kararlar sirketin
faaliyetlerini etkiler, sirket ve ¢evresi hakkinda derin bilgi sahibi olmay1 gerektirir.
Sirketler farkli durumlarda tesis yeri se¢imi ve tedarik zinciri planlamasi problemleri

ile karsilasabilirler. Birka¢ 6rnekten bahsedelim:

- Yeni cografi alanlara faaliyetlerini genisleten bir sirket yeni tesisler
yerlestirmek zorunda kalabilir ve tedarik zincirinin bir pargasi olarak dizayn edebilir.

- Faaliyetler iretim kapasitesinin smirlarina yaklastiginda yeni
tesislerin acilmast veya mevcut tesislerin genisletilmesi gergek bir stratejik
problemdir.

- Bir eski bina olmasi durumunda onu yenilestirmek mi, kapatmak
m1 yoksa yenisi ile degistirmenin mi iyi olacaginin karar1 verilmelidir.

- Talep azalirken tedarik zincirini yeniden yapilandirmak, neredeki
faaliyetlerin azaltilmasi gerektiginin se¢imini igerir.

- Sirketlerin birlestirilmesi tedarik zincirlerinin de birlestirilmesini

gerektirir.

Biitiin bu ornekler uzun siireli tedarik zinciri tasariminda tesis yerlesimini

planlamanin 6neminin altini ¢izmektedir.



Tesis Yeri Secimi Problemi (TYSP), iizerinde ¢ok calisilan kombinatoryal
en iyileme problemlerindendir (Mirchandani ve Francis, 1990). TYSP, tesislerin
kurulacag1 alternatif yerlerin bir kiimesi ve kurulacak tesislerden ihtiyaglar
karsilanacak miisterilerin bir kiimesi verildiginde, en az maliyet ile miisteri

ihtiyaclarini karsilayacak sekilde tesislerin kurulacagi yerlerin se¢imi problemidir.

TYSP ile ilgili literatiirdeki ilk ¢alisma 1909 yilinda Alfred Weber (1909)
tarafindan yapilmistir. Weber, bir¢ok miisteriye hizmet verecek bir tesis yerinin talep
noktalar1 ile arasindaki toplam mesafeyi en azlayacak sekilde belirlenmesi i¢in bir
model Onermistir. Tesis yeri se¢imi teorisi, Hakimi’nin 1964’teki yaymiyla biiyiik
ivme kazanmistir. Hakimi bu c¢aligmasini haberlesme agmin ve otoyol sistemindeki
polis noktalarinin yerlerinin degistirilmesi iizerine yapmis, olay yerleri ve en yakin
hizmet merkezleri arasindaki toplam mesafeyi en az yapmayr amaglamistir. Yer
secimi analizleri Densham ve Rushton (1992) tarafindan Cografi Bilgi Sistemleri
(GIS) i¢in uygulanmistir. Drezner ve Wesolowsky (1995) kentsel alanda tek yonlii
yollardan veya caddelerden olusan diizgiin bir grid ag1 iizerinde iki temel yer se¢imi
problemi olan “Weber” ve “Minimaks” problem tekniklerini kullanarak hizmet
merkezlerinin yerlestirilmesi iizerine calismalar yapmiglardir. ReVelle ve dig.
(2002), kesikli yer se¢imi problemleri i¢in 5 ¢esit (0/1) tamsayili programlama
modelini ele almislar ve c¢alisma yaptiklar1 bdlgede bu modelleri birbirleri ile
karsilagtrmiglardir. Modellerde tam ve sezgisel ¢oziim teknikleri tartisilmis, ¢ok

amagclilik ve ekonomik faktorler de dikkate alinmistir.

2. TESIS YERI SECIMi PROBLEMLERININ SINIFLANDIRILMASI

TYSP icin amag¢ fonksiyonlari, kisitlar, miisteri sayilar1 ve tipleri, tesis
sayilar1 ve tipleri, ¢6ziim metotlar1 ve problemin sahip oldugu diger niteliklere gore
cesitli smiflandrmalar yapilabilir. Literatiirde, Klose ve Drexel (2005)’in
siniflandirilmast dikkate alinarak tesis yeri se¢cimi modelleri asagidaki gibi

siniflandirilabilir:
Problemin yer aldigi uzaya gore yapilan smiflandirmalarda TYSP, siirekli

yer se¢imi (continuous location) modelleri, sebeke yer se¢imi (network location)

modelleri ve kesikli yer se¢cimi (discrete location) ya da karma tamsayili
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programlama modelleri olmak iizere 3 smif altinda toplanmaktadir. Siirekli uzayda
yer alan problemlerde tesisler, herhangi bir yere yerlestirilebilir. Sebeke uzaymnda
tesisler, sadece diigiimler ve bu diigiimleri birbirine baglayan yollardan olusan
sebeke lizerine yerlestirilebilir. Kesikli uzaydaki problemlerde tesisler sadece aday

noktalar iizerine yerlestirilebilir.

TYSP amag¢ fonksiyonuna gore toplamin en azlanmasi (minsum) ya da en
biiyliglin en azlanmasi (minmax) olmak tiizere ikiye ayrilmaktadwr. Toplamin en
azlanmasma calisan modeller, ortalama uzakligin ya da maliyetin en azlanmasimni
saglamak amaciyla tasarlanmiglardir. En biiyiigiin en azlanmasina calisan modeller
ise en biiyiik uzakligin en azlanmasi i¢in sunulan modellerdir. Birinci tip modeller
genellikle ticari amacgh isletmelerde karsilasilan yer se¢imi problemini ¢6zmek i¢in
kullanilirken, ikinci tip modeller kar amaci giitmeyen isletmelerdeki (hastane, okul,

ambulans vb.) yer se¢imi problemini ¢ozmek amaciyla kullanilmaktadir.

Tesislerde kapasite kisitinin olup olmadigia gore modeller kapasitesiz tesis
yer se¢imi modelleri ve kapasite kisith tesis yer se¢cimi modelleri olarak ikiye
ayrilmaktadir. Kapasiteli tesis yer secimi modelleri ise kendi arasinda miisteri
talebinin bir tesisten ya da birden fazla tesisten karsilanmasma dayali olarak tek-
kaynakli (single-source) ve ¢ok-kaynakli (multi-source) modeller olmak {izere iki

siifa ayrilmaktadir.

TYSP’ni, tedarik zinciri yapisina gore tek asamali ve ¢cok asamali olmak
iizere iki smifta incelemek miimkiindiir. Tek asamali tedarik zincirine sahip TYSP
hizmet dagitimi i¢in sadece miisteriler ve talep edilen iirlinii saglayan tedarikciler
arasi Uriin dagitimin1 incelemektedir. Cok asamali1 tedarik zincirine sahip TYSP ise
irlin akisinda fabrikalar, saticilar, depolar, miisteriler gibi degisik hiyerarsik

kademeler arasi iiriin akisini ele almaktadir.

Talep tiiriine gore yapilan TYSP’nin smiflandirmasi, taleplerin tek tiriin
veya ¢ok Uriinlii olmas1 seklinde yapilmaktadir. Yine talep tiiriine gére yapilan diger
bir smiflandirma da ise taleplerin boliinebilir olup olmamasi problemin smifini

belirlemektedir. Boliinebilir talepli problemlerde miisterinin iirtin talebi farkli
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tesislerden karsilanabilirken, bdliinemez talepli problemlerde miisteri talebinin

tamami sadece tek bir tesisten karsilanmaktadir.

Talep esnekligine gore: Literatiirdeki cogu tesis yer se¢imi modelinde talep
esnekligi olmadigi, yani talebin uzakliga bagl olarak degismedigi kabul edilir. Talep
uzakliktan etkileniyorsa, model igerisinde bu durum dikkate almarak amag
fonksiyonu maliyetin en azlanmasi yerine karn en ¢oklanmasi olarak

degistirilmektedir.

Donem sayisma gore modeller statik ve dinamik modeller olarak ikiye
ayrilmaktadir. Statik modeller sistemin performansini en iyilemeye calisirken tiim
degiskenleri ayn1 anda ele almaktadir. Dinamik modeller ise bunun tersine aralarinda
veri degisiklikleri olan degisik donemleri araliklarini ele alip, her donem icin degisen

kosullara uygun ¢oziimler 6nerilmektedir (Erlenkotter, 1981).

TYSP icin diger bir smiflandirma da problemin girdi parametrelerinin
ozellikleri agisindan yapilmaktadir. Deterministik modellerde parametre degerleri
kesin olup, bu problemlerin ¢6ziim yaklasimlar: ve ¢dziim zamanlar1 nispeten daha
kolay ve hizlidir. Bunun yaninda ¢ogu gercek yasam problemlerinde oldugu gibi,
stokastik tesis yeri se¢imi modellerinde girdi parametreleri kesin olmayan, olasilikl
degerlerdir. Bu tiir modeller gercek-yasam problemlerinin degiskenligini, rastgele
sayilarin olasilik dagilimlar1 ya da kesin olmayan parametreler ile olasit gelecek

senaryolar1 kullanarak gidermeye ¢alismaktadir (Owen ve Daskin, 1998).

Miisterilere hizmet sekline gore siniflandirmada; klasik tesis yer secimi
modellerinde her bir miisterinin talebinin bir ya da birden fazla tesisten dogrudan
karsilandig1 kabul edilmektedir. Ancak, miisteri talebinin aracin kapasitesinden
kiiciik oldugu ve bir aragla birden fazla hizmet vermenin séz konusu oldugu
durumlarda miisteri talepleri bir rota ile karsilanmaktadir. Bu durumda model,

yerlesim-rotalama modeli olarak adlandirilir.

TYSP’nde ilk ¢aligmalar genellikle tek tesisi sisteme yerlestirme konusu ile

ilgilenmistir. Sonraki calismalar p adet (p>1) tesisin sisteme yerlestirilmesi veya
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kisitlar ve amag¢ fonksiyonu sayesinde modelin tesis sayisini kendi belirlemesini

saglayan ¢alismalar seklinde yapilmaistir.

Sektor tipini esas alarak TYSP iki smifa ayrilmaktadir. Ozel sektdrde
yapilan c¢aligmalarda amag¢ fonksiyonu genellikle karin en coklanmasi ya da
maliyetin en azlanmasi olurken, kamu sektorii modellerinin amaci tiim vatandaslarin

idare etkinliginden en 1yi sekilde faydalanabilmesini saglamaktur.

3. TESIS YERI SECIMi PROBLEM TiPLERIi

Literatiirde gecen TYSP’nin c¢ogunlugu sebeke uzaymda yer almaktadir.
Tesislerin aday noktalar icerisinden hangilerine yerlestirilecegi ve miisterilerin bu
tesislerin hangisinden hizmet alacagi problemin temelini olusturmaktadir. Eger bir
TYSP noktalar ve bu noktalar1 birlestiren baglantilar seklinde yapilandirilmissa,
miisteri talepleri noktalarda olabilecegi gibi bu noktalar arasindaki baglantilarda da
olusabilir. Sebeke tesis yeri problemleri bes sekilde smiflandirilabilir. Bu
siniflandirma ayn1 zamanda TYSP’nin amag¢ fonksiyonlarina gore yapilan
siniflandirmasina da benzemektedir. Bunlar p-medyan problemleri, kaplama
problemleri, merkez problemleri, ana dagitim {issii tesis yeri se¢imi problemleri ve

hiyerarsik tesis yeri se¢imi problemleridir (Arabani ve Farahani, 2012).

4, COZUM TEKNIKLERIi

TYSP tipleri NP-Zor (karar problemleri i¢in NP-Tam) problemler
oldugundan problemin boyutu biiylidiikce optimal ¢6zimii bulmakta zorluk
cekilebilir. NP-Zor, optimizasyon problemlerini siniflandirmak i¢in kullanilan bir
terimdir. Bugiline kadar bu tip problemler i¢cin polinom zamanli bir algoritma
gelistirilememistir. NP-Zor problemlerin optimal ¢oziimiinii bulmak, {issel zamanli
(dolayis1 ile ¢ok uzun siirebilecek) bir algoritma yoluyla miimkiindiir (Garey ve

Johnson, 1979).
TYSP’ni ¢6zmek icin tam (optimal) ¢oziim teknikleri veya sezgisel

teknikler kullanilabilir. Tam c¢oziim teknikleri, optimizasyon tekniklerinden en

onemlisi olan karisik tamsayili programlamayi igerir. Burada amag, hizmet kisitlarma
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bagl olarak dogrusal maliyet fonksiyonunu optimum yapmaktir. Bugiin tamsayili
programlama ¢oziimii i¢in kullanilan temel algoritma, gevsetilmis tamsayili
programlamaya uygulanan Dal-Sinir teknigi ile Simpleks algoritmasidir. Bu tiir
tamsayil1 problemleri ¢ozebilen ¢ok sayida ticari yazilim mevcuttur. Diger taraftan,
optimal ¢oziime yakin olur ¢6ziimleri daha ¢abuk elde etmek i¢in sezgisel teknikler
gelistirilmistir. Sezgisel teknikler, optimal ¢6ziimii bulmak i¢in izlenecek metotlarin
cok zaman alacagi durumlarda kullanilmaktadir. Sezgisel tekniklerden en 6nemlisi
ise Lagrange optimizasyonudur. Bu metodun sonuglar1 tamsayili programlamadan
daha az matematik formiilasyon gerektirmesine ragmen c¢oziim ¢ok daha zor
olabilmektedir. Yer secimi problemlerini ¢dzmek i¢in kullanilabilecek sezgisel
tekniklerden bazilar1 ise, degisim sezgiselleri, diisme sezgiselleri, sirali yer se¢im

problemleri, tavlama benzetimi, tabu arama ve genetik algoritmalardir.

5. TEDARIK ZINCiRi AGINDA TESiS YERiIi SECiMi
PROBLEMLERI iLE iLGIiLi LITERATUR

Tesis yeri se¢imi ve stratejik planlama, yonetim bilimi ve yoneylem
arastirmasi alaninda c¢ok sayida yaymin konusu olmaktadir. Ilk arastirmalar tekli
tesislere ve sonra c¢oklu tesislere odaklanmistir. Daha gergek¢i problemler i¢in

mevcut modellere yeni kisitlar eklenmistir.

Gegmis yillarda, birgok ¢alisma dinamik TYSP’ne yonelmistir. Bu problem
smifinda, kararlar uzun donemli planlama ufkuna yayilmis ve karar degiskenleri
zamana bagli olmustur. Amag, bu planlama utku boyunca ama¢ fonksiyonunun en
azlanmasi ve en c¢oklanmasi olmustur. Ornegin, talep ve lojistik kisitlarm en az
maliyetle doyurulmasimi saglamak i¢in biiyiiyen bir sirket dnlimiizdeki bes yil i¢inde

lojistik sistemini nasil gelistirsin.

O kadar cok sayida sirketin lojistik aglar1 var ki, herhangi bir organizasyona
uyarlanabilecek tamamen genel bir model kurmak gercekci goriinmemektedir. En
son modeller, baz1 gercek durumlar1 yansitma veya TYSP’nin bazi belirgin yonlerine
odaklanma diisiincesi ile bir¢ok ilave oOzelligi i¢inde barindirmaktadir. Son

modellerin temel karakteristikleri arasinda asagidakiler gosterilebilir:
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- Cok asamali tedarik zinciri: Tedarikgiler, iiretim tesisleri, depolar,
miisteriler vb.

- Coklu iirtinler ve iiriin aileleri,

- Karmasik iiriin akist: Uretim tesisleri ve depolarin birka¢ katmani,
iiretim tesisi ve depolar arasinda tirlin degisimi, bazi1 miisterilere dogrudan dagitim,
tersine lojistik, yeniden tiretim vb.

- Birkag ulastirma modu, birkag iiriin teknolojisi arasinda sec¢im,

- Cesitli kisitlar: Kapasite kisitlari, biitge kisitlari vb.

- Karmasik maliyetlerin yapisi: Sabit veya degisken maliyetler, dogrusal
veya dogrusal olmayan maliyetler,

- Hibrit stratejik/taktik stok modelleri: Ortalama stok, giivenlik stoku,

¢evrim stoku.

Literatlirde tedarik =zinciri ag1 tasarim problemleri ile ilgili degisik
calismalar vardwr. Bunlardan ¢ok asamali, ¢ok donemli, stok kontrolli,
lojistik/tedarik zinciri ag1 ve tesis yeri se¢cimi problemleri ile ilgili olanlar1 asagidadir.
Ballou (1968) tarafindan yapilan oncii calismadan beri, dinamik tesis yeri se¢imi
problemlerine deginen bir¢ok calisma yapilmistir. Problemin kapasiteli versiyonu ile
ilgili olarak, isletim kapasitesinin artirilmasi/azaltilmasi olasilig sik¢a ele alimustir.
Kapasite kisitlarinin igerildigi en erken calismalardan birisi Erlenkotter (1981)
tarafindan yapilan c¢alismadwr. Yazar, artan talepleri karsilamak i¢in hangi
donemlerde tesis kiimelerinin kapasitelerinin  artirilmas1 gerektigi kararinin
verilmesini analiz etmislerdir. Melachrinoudis ve dig. (1995) kapasiteli cok donemli
TYSP’nin ¢ok amagl versiyonunu calismiglardir. Ara tesis kiimelerinin (dagitim
merkezleri vb.) yerlesim karari problemi yakin zamanda Hormozi ve Khumawala
(1996) tarafindan c¢alisilmistir. Bu modeller daha sonra ¢ok kademeli tesislerin
yerlestirilmesi problemine genisletilmislerdir. Pirkul ve Jayaraman (1998) problemin
statik versiyonu ile ilgilenmislerdir. Saldanha da Gama (2002) modelinde biitce
kisitin1 ele alirken, uluslararasi tesislerin dinamik yerlestirilmesini incelemistir.
Wang ve dig. (2003) statik tesis yerlesim problemlerinin igine biitge kisitini

eklemislerdir.

Shulman (1991) sonlu kapasiteli ¢oklu tesislerin ele alindigi karisik

tamsayili programlama modelini onermistir. Kapasiteli ara tesisler kiimesinin en iyi
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yerlesim karar1 probleminde dinamik ve ¢ok {riinlii model Canel ve Khumawala
(2001) tarafindan ele alinmistir. Melachrinoudis ve Min (2000) ¢cok amagli ortamda
tek bir ara tesisin yeniden yerlestirilmesine odaklanmislardir. Ozdamar ve Yazgag
(1997) iiretim merkezi ve depolarmin yer aldigi iretim/dagitim sistemini
gelistirmigler, iretim kisiti ve stok denge kisitlar1 altinda stok ve ulastirma
maliyetlerini en az yapmayr amag¢lamislardir. Hinojosa ve dig. (2000) ¢ok tiriinlii
dagitim aginda ¢ok asamali tesis yeri se¢imi ile dinamikligi birlestiren bir ¢alisma
yapmiglardir. Bu problem daha sonra Velten (2002) tarafindan stok konularma
genisletilmistir. Stoklar ayn1 zamanda Gue (2003) tarafindan muharebe lojistigi i¢in

onerilen dinamik modelde ele alinmaistir.

Petrovic ve dig. (1999) bulanik kisitlar altinda tedarik zinciri davraniglarini
modellemislerdir. Gelistirdikleri modelde, belirsiz talep ve belirsiz dagitimin tedarik

zinciri davraniglari izerinde biiyiik rol oynadigmi géstermislerdir.

Melkote ve Daskin (2001) tesis yeri se¢imi ve ulastirma agi planini birlikte
optimize eden model gelistirmislerdir. Bu model klasik basit sinirsiz kapasiteli sabit
maliyetli TYSP’ni genellestirmektedir. Syarif ve dig. (2002) belirli bir kapasiteye
sahip potansiyel tesislerin (fabrikalar, dagitim merkezleri vb.) kurulmasinin sabit
maliyeti ile miisteri talebinin tesislerden tasmmasi maliyeti toplamini en azlayacak
tesislerin ve dagitim aginin en uygun tasarimini elde etmeye calismislardir. NP-Zor
karisik tamsayili dogrusal programlama yapisindaki bu problemi ¢6zmek i¢in genetik

algoritma tabanl bir yontem gelistirmislerdir.

Chen ve Lee (2004) belirsiz piyasa talepleri ve iriin fiyatlar1 ile tedarik
zincirl agindaki birden fazla Olgiilemeyen amact gergeklestirmek icin, ¢ok iirlinlii,
cok kademeli ve ¢ok donemli planlama modeli dnermislerdir. Talepteki belirsizlik
kesikli olasilik senaryolar1 ile modellenmis ve satici ve alicilarm {iriin fiyatlarinda

birbiriyle uyusmayan tercihlerini tanimlamak i¢in bulanik kiimeler kullanilmastir.

Cordeau ve dig. (2006) cok iirtinli, cok donemli, ¢ok tesisli tek iilke aginda
statik bir model sunmustur. Karar degiskenleri, liretim tesisleri ve depolarin sayisi,
kapasiteleri ve teknolojileri, tedarik¢i se¢imi, dagitim kanallarmin se¢imi, ulastirma

modlar1 ve malzeme akigidir. Malzeme cetveli de ayrica dikkate alinmistir. Problemi
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¢ozmek i¢in iki metod sunmuslardir: Simpleks tabanli dal sinir yaklasimi ve Benders
ayristirmasi yaklagimi. Hamer-Lavoie ve Cordeau (2006) calismalarinda tedarik¢iler
ve malzeme cetvelini modelden ¢ikararak modeli basitlestirmislerdir. Stokastik
talepli dinamik olan model, giivenlik stoklarmi da dikkate almaktadwr. Yazarlar
giivenlik stoku ile ilgili kisitlar icin dogrusal yaklastirma (linear approximation) ve

gecerli esitsizliklerle giiglendirilmis dal sinir metodunu 6nermislerdir.

Dias ve dig. (2006) iki kademeli agin (tesis yerleri ve miisteriler) yeniden
yapilandirilmasi iizerinde c¢alismiglardir. Yazarlar, planlama ufku boyunca tesislerin
birden fazla acgilabilecegini, kapanabilecegini ve tekrar agilabilecegini varsaymislar
ve bu durumlar1 {i¢ senaryo ile c¢alismislardir: Problemlerin hepsi primal-dual
sezgisellerle ¢ozllmiistiir. Gelistirdikleri modelde planlama ufku boyunca tesislerin

acilma/kapanmasi olasiliklidir ve kapanan bir tesisin tekrar agilmasi yasaklanmistir.

Melo ve dig. (2006) kapasite artirilmasi/azaltilmasi senaryolar1 ile aglarin
yeniden yerlestirilmesini amaglamislardir. Kapasite mevcut tesis ile yenisi arasinda
veya iki tesis arasinda belli kosullar altinda degiskenlik gosterebilir. Kapasitedeki her
degisiklik maliyetle cezalandirilmaktadir. Bu modelde planlama ufkunun sonuna
kadar kapanan tesisler yeniden acgilamaz ve yeni kurulan tesisler daima agik kalir.
Literatiirde nadir olan bazi biit¢e kisitlar1 da modele eklenmistir. Bu her bir tesis i¢in

modiiler bir kapasite girisini 6nermektedir.

Vila ve dig. (2006) dinamik bir model 6nermisler, kereste endiistrisinde bir
uygulamayi1 ele almiglar, deterministik talepli uluslararasi bir ag1 diisiinmiiglerdir.
Calismalarinda, dis tedarikgiler, kapasiteli liretim tesisleri ve depolar, mevcut
teknoloji kiimeleri arasindan se¢im, tesislere kapasite opsiyonu ekleme olasilig1 ve
standart olanlarin yerine ge¢gmek iizere degistirilmis iiriinleri de ele almislar ve ii¢
seviye depolamayr tamimlamiglardir. Amag¢ fonksiyonlari, maksimize edilmesi

gereken vergi sonrasi kardur.

Altiparmak ve dig., (2006) plastik iiriinler iireten bir firmanin tedarik zinciri
agini tasarlamak i¢in ¢ok amaclh karisik tamsayili dogrusal olmayan programlama
modeli onermisler ve bu modeli genetik algoritmaya dayanan bir yaklasim ile

¢cOozmiistiir. Modelin amaclar1 sunlardir: (1) tedarik zincirinin toplam maliyetini en
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kiigiiklemek, (2) hizmet diizeyini en biiyiiklemek (hizmet diizeyi kabul edilebilir
teslim siiresi ile dl¢lilmiistiir), (3) dagitim merkezlerinin dengeli kapasite kullanimini
en biiyliklemek. Yontem tiim tedarik zincirindeki tedarikgileri, iiretim tesislerini,

dagitim merkezlerini ve miisterileri dikkate alan biitiinsel bir yaklasim sunmaktadir.

Lu ve Bostel (2007), yeniden iiretim opsiyonu kullanan tersine lojistik
sistemler i¢in tesis yeri se¢imi modeli kurmuslar, ileri ve tersine akis1 birlikte
optimize etmeye ¢calismislardir. Iki asama ve iig tip tesis igceren problem igin karma
tamsayili programlama modeli gelistirilmis, ¢oziimiinde Lagrange sezgisellerine

dayal1 bir algoritma kullanilmistir.

Ko ve Evans (2007) problemi tigiincii parti lojistik (3PL) olarak formiile
etmek ve ¢ozebilmek icin, ayn1 anda ileri ve tersine akisi dikkate alan, ¢ok donemli,
iki kademeli, c¢ok Triinlii, kapasiteli ag tasarimi problemi ve karigik tamsayili
dogrusal olmayan programlama modeli sunmuslardir. Bu tiir ag tasarim problemleri
NP-Zor problem smifina girdiginden, gercek boyutlu problemi ¢ézmek icin bu
calismada genetik operatorler ve simpleks aktarma algoritmalarindan olusan bir

genetik algoritma tabanli sezgisel onerilmistir.

Thanh ve dig. (2008) deterministik talepli cok asamali, ¢cok iirlinlii tedarik
zinciri aginda Uretim/dagitim sisteminin tasarlanmasi ve planlanmasi i¢in karisik
tamsayili programlamay1 6nermislerdir. Literatiirde var olan modelleri gergek hayat

problemine genisletmislerdir.

Xu ve dig. (2008) tedarik zinciri ag1 problemi i¢in rassal bulanik talepli, ¢ok
amacl programlama modeli 6nermislerdir. Beklenen deger ve sans kisit1 operatorii
kullanilarak model deterministik ¢ok amacli karisik tamsayili dogrusal olmayan
programlama modeline doniistiiriilmiistiir. C6ziim i¢in Priifer sayilari gosterimiyle

yayilan agag tabanli genetik algoritma kullanilmastir.

Gebennini ve dig. (2009) ¢ok kademeli iiretim/dagitim sisteminde tesislerin
sayis1 (depolama sistemleri, dagitim merkezleri vb.), yerlerinin se¢imi, miisteri
taleplerinin o yerlere atanmasini ve ayni zamanda stokastik ortamda stok kontroli,

iretim hiz1 ve hizmet seviyesinin belirlenmesi ile iiretim ve/veya depolama tesisleri
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arasindaki Uriin akist ve tersine lojistik faaliyetlerin optimize edildigi bir model
ortaya koymuslardir. Model tedarik zinciri aginda stratejik, taktik ve operasyonel

kararlar1 biitlinlestirmesi agisindan literatiirde bir ilktir.

Paksoy ve dig. (2009) deterministik, cok asamali tedarik zinciri agmnin
tasarlanmasinda ¢cok amach karigik tamsayili dogrusal olmayan programlama modeli
gelistirmiglerdir. Calismada tedarik zinciri ag1 tasarimi i¢in; asamalar arasindaki
toplam tagima maliyetlerinin en azlanmasi, ESM modeline gore stok bulundurma ve
siparis verme maliyetinin en azlanmasi, asamalar arasindaki tagmnan malzemelerin
azalan varyanst yoluyla gereksiz ve kullanilmayan tesis ve dagitim merkezi

kapasitelerinin en azlanmasindan olusan ii¢ farkli amag belirlenmistir.

Qin ve dig. (2009) saticilarin stokastik taleplerinin normal dagildig:
varsayimi altinda belirli hizmet seviyesinde tesis yeri, stok ve tasima maliyetlerinin
toplamin1 en azlamak i¢in karigik tamsayili dogrusal olmayan model dnermisler,

problemi ¢6zmek i¢in Tavlama Benzetimi Algoritmasi gelistirmislerdir.

Zheng ve Liang (2009) tedarik zinciri agindaki dinamik tesis yeri se¢imi
problemlerini iki sathada incelemislerdir. Birinci sathada paydaslarin se¢imi, ikinci
safhada mevcut tesislerin kapasite transferi yoluyla yeniden yerlestirilmesi,
envanterin biitlinlestirilmesi, ulastrma ve tedarik kararlari, yatirim igin verilen
biitcenin yeterliligi ve tedarik zinciri aginin genel yapis1 gibi mevcut literatiirde su

ana kadar ¢ok az 6nem verilen konulara odaklanmaistir.

Sourirajan ve dig. (2009), perakendecilerdeki tek bir iiriinii takviye eden
iiretim tesisi olan iki kademeli bir tedarik zincirini ele almiglardir. Amag, tesis yeri,
boru hatt1 stok ve giivenlik stoku maliyetleri toplamini en aza indirecek ag dagitim
merkezlerini tespit etmektir. Modeli ¢6zmek ve daha onceki gelistirilen bir Lagrange

sezgiselinin performansini karsilastirmak i¢in genetik algoritma kullanmislardir.

Bashiri ve Badri (2010), cok asamali ¢ok iiriinlii tedarik zinciri ag1 tasarimi
icin dinamik karigik tamsayili dogrusal programlama modeli 6nermislerdir. Model,
tedarik¢ilerin se¢imini, tedarik¢iden tedarik¢iye gonderilecek hammadde miktarini,

iretim tesislerinde {iretilerek depo ve pazarlara gonderilecek iirlin miktarint ve
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tedarik zincirinde net kar1 encoklamak i¢in bazi diger stratejik ve taktik kararlari

belirlemeyi ama¢ edinmistir.

Benyoucef ve dig. (2013), calismalarinda tedarik zinciri agi tasarimi igin
entegre tesis yeri se¢cimi ve tedarik¢i se¢imi kararlarinin birlikte verildigi karisik
tamsayili dogrusal olmayan stokastik programlama modelini ele almislardir. Amac,
tedarik zinciri ag1 tizerindeki tasima maliyetleri ile dagitim merkezlerinin sabit agma
ve isletme maliyetleri, stok, giivenlik stoku, siparis verme maliyetlerini en
azlamaktwr. Problemi ¢6zmek i¢in Lagrange Gevsetimi tabanli bir yaklagim

onerilmistir.

Nezhad ve dig. (2013), c¢alismalarinda, stratejik tedarik zinciri
planlamasinda tesis yeri secimi problemi icin kapasitesiz, tek kaynakli, ¢ok {iriinli
iretim/dagitim planlama modelini ele almislardir. NP-Zor olan optimizasyon
problemini ¢6zmek i¢in, yerel arama operatorlerinin de kullanildig iki adet Lagrange

Gevsetimi tabanl sezgisel yaklasim onermislerdir.

Shahabi ve dig. (2013), ¢oklu tedarikgiler, iiretim tesisleri, aktarma noktalar1
ve perakendecilerden olusan dort agsamali tedarik zinciri ag1 i¢in tesis yeri se¢imi ve

stok kontroliiniin koordine edildigi matematiksel bir model gelistirmiglerdir.

Sabzevari ve dig. (2014), bir ¢elik endiistrisinde tedarik zinciri agnin
stratejik ve taktik planlamasia odaklanmislardir. Her gecen giin artan ¢elik tirtinleri
talebinin iiretim ve depolama kapasitelerini zorlamasi nedeniyle, iilke capindaki
tedarik zinciri agindaki tesislerin tiretim, dagitim ve stok kapasitelerinin planlamasini
ele almiglardir. Miisterilerin stokastik taleplerinin normal dagildig1 varsayimi altinda
hizmet seviyesini ger¢eklestirmek icin giivenlik stoklar1 ile birlikte {retim
kapasitelerini belirlemeyi amac¢lamiglardir. Dinamik, ¢ok iirlinlii tedarik zinciri ag1
tasariminda olusturduklar1 degisik boyutlardaki problemleri ¢ozmek i¢in karisik

tamsayil1 dogrusal ve dogrusal olmayan programlama modelleri gelistirmiglerdir.
Literatiirde konu ile ilgili giinlimiize kadar yapilan ¢alismalarda gelistirilen

modellerden dikkat c¢eken bazilarinin Ozellikleri Tablo-1’de  6zetlenmistir.

Modellerin ¢6ziim metotlar1 ise Tablo-2’dedir.
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Tablo-1: Modellerin Karakteristikleri

Planlama | Ama Belirlilik- Kapasite .
Utka | Fonk, |Belirsizlik| C% |Tesis Kad| Tesis Tipi| Aema/ | Dis | Malz g kotan | Bt
(S /D)l (C/P. /M)2 (D/S /B)3 trlinli Kapama | Tedarik | Cetveli (CIE /IUM)4 kasitlart

Ballou (1968) D C D — Tki Tek — — — — — _
Erlenkotter (1981) D C D — iki Tek — — — _ _ _
Shulman (1991) D C D — iki Tek — — — — E.M _
Hormozi, Khumawala (1996) D C D — Tki Tek — — — — C —
Pirkul, Jayaraman (1998) S C D \ Iki Tek — — — — C _
Melachrinoudis ve Min (2000) D M D — Tki Tek \ — — — ER N
Hinojosa ve dig. (2000) D C D N iki Tek N — — — C N
Canel ve Khumawala (2001) D C D v Cok Tek N — — — C _
Velten (2002) D C D \ Cok Tek — — — N N

Syarif ve dig. (2002) D [ D \ Cok Tek — — — — N —
Saldanha da Gama (2002) D C D v Iki Tek — — — — C \
Gue (2003) D C D \ iki Tek — — — v | —
Wang ve dig. (2003) S C D — Iki Tek — — — — — N
Chen ve Lee (2004) D M B \ Cok Cok — — — N — —
Melo ve dig. (2005) D C D \ Cok Cok — — — N C,E.RM N
Hamer-Lavoie ve Cordeau (2006) D C S — Cok Tek — — — N C —
Dias ve dig. (2006) D M D — iki Tek v — — — C —
Vila ve dig. (2006) D p D N Cok Tek — \ — N C.EM —
Altiparmak ve dig. (2006) S M D \ Cok Ug \ — — N C.EM N
Lu ve Bostel (2007) S C D — Cok Ug — — — C —
Ko ve Evans (2007) D C D v Cok Tek — 3PL — C —
Thanh ve dig. (2008) D C D \ Cok iki N — C.ERM —
Xu ve dig. (2008) D M B v Cok Tek — — — — C —
Qin ve dig. (2009) D C S N Cok Tek — — — | — —
Gebennini ve dig. (2009) D C S \ Cok Tek — — \ N C —
Paksoy ve dig. (2009) D M D — Cok Tek — — — N C —
Zheng ve Liang (2009) D [ D — Iki Cok \ \ — \ C,.ERM \
Sourirajan ve dig. (2009) S C D — Tki Tek — — — N C —
Bashiri ve Badri (2010) D P D N Cok iki — — — _ C _
Nezhad ve dig. (2013) S [ D \ Cok Tek \ — — — — —
Shahabi ve dig. (2013) S C D — Cok Cok N — — | C —
Benyoucef ve dig. (2013) D M S — Cok Tki \ — — N C N
Sabzevari ve dig. (2014) D C S \ Cok Cok N — — N C,ERM —

'S: Statik, D: Dinamik

* C: Maliyet, P: Kar, M: Cok amagli prog.

? D: Deterministik, S: Stokastik, B: Bulanik
* C: Kapasiteli, E: Kapasite artis1, R: Kapasite azaltimi, M: Modiiler kapasite
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Tablo-2: Modellerin Coziim Teknikleri

Tam Co6ziim Metotlar1 Ticari Yazilimlar Sezgisel Metotlar Meta-Sezgisel Metotlar

Ballou (1968) X

Erlenkotter (1981) X X

Shulman (1991) X

Hormozi ve Khumawala (1996)

> | P

Pirkul ve Jayaraman (1998) X

Melachrinoudis ve Min (2000) X

Hinojosa ve dig. (2000)

| P

Canel ve Khumawala (2001)

Velten (2002) X

Syarif ve dig. (2002) GA

Saldanha da Gama (2002) X

Gue (2003) X

Wang ve dig. (2003) TA

Chen, Lee (2004) GA

Melo ve dig. (2005) X

Dias ve dig. (2006) X

Hamer-Lavoie ve Cordeau (2006) GA

Dias ve dig. (2006)

oltadkel

Vila ve dig. (2006)

Altiparmak ve dig. (2006) GA

Lu ve Bostel (2007) X X

Ko ve Evans (2007) GA

Thanh ve dig. (2008) X

Xu ve dig, (2008) GA

Qin ve dig. (2009) TB

Gebennini ve dig. (2009) X

Paksoy ve dig. (2009) X

Zheng ve Liang (2009)

Sourirajan ve dig. (2009) GA

llalks

Bashiri ve Badri (2010)

Nezhad ve dig. (2013) X

Shahabi ve dig. (2013) X

Benyoucef ve dig. (2013) X

Sabzevari ve dig. (2014) X X
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UCUNCU BOLUM

TEDARIK ZINCiRi PLANLAMASINDA KARSILASILAN
BELIRSIZLIKLER

1. TEDARIK ZINCIRINDE BELIRSIZLIKLERIN INCELENMESI

Gergek hayatta karsilasilan tedarik zincirleri belirsiz bir ortamda faaliyet
gosterirler. Tedarik zincirinin biitlinlesik yapisi, sistemin karmasikligmi da
artirmaktadir. Bir¢ok alt sistemin birlesmesinden olusan tedarik zinciri, gerek
biitlinlesik yapis1 gerekse icinde barindirdigi insan faktorii nedeniyle ¢ok sayida
belirsizlik icermektedir. Belirsizlik, etkili bir tedarik zinciri tiretim/dagitim planlama
modeli yaklagiminin ortaya koyulabilmesi i¢in ele alinmasi gereken en Onemli

husustur.

Belirsizlik bir is1 yapmak icin gerekli olan bilgi ile sahip olunan bilgi
arasindaki fark olarak tanimlanabilir (Mula ve dig., 2006). Zimmermann (2000) ise
uygulamaya yonelik olarak belirsizligi su sekilde tanimlamistir: “Belirli bir durum
icin bir kisiyi, bir sistemi, sistemin davranigini veya diger 6zelliklerini deterministik
ve sayisal olarak tanimlamaya, belirlemeye ve tahmin etmeye nitel ve nicel olarak

uygun bilgiyi hazirlayamiyorsa belirsizlik var demektir.”

Belirsizligin ~ nedenlerini  bilmek,  belirsizligi  anlayabilmek  ve
modelleyebilmek i¢in olduk¢a 6nemlidir. Petrovic (2001), belirsizlik kaynaklarinin
rassal olaylar, delil (veri) yetersizligi, veri kesinliginin eksikligi ya da yargilardaki
belirsizlikler —olabilecegini  belirtmistir. Zimmermann (2000) calismasinda
belirsizligin nedenlerini alt1 baslik altinda incelemistir: Bunlar; bilgi eksikligi, bilgi
coklugu (karmasikligi), celisen bulgular, birden ¢ok anlama gelme, muglaklik, 6l¢iim
ve inanglardir. Eger bir sistemdeki belirsizlik modellenmek isteniyorsa dncelikle
belirsizligin tiirii burada tanimlanan tiirlere gore belirlenmelidir. Daha sonra sisteme
girdilerin ne olacag1 ve sayisal bilgilerin Olcekleri belirlenmeli ve olusturulacak
model ile elde edilmesi beklenen c¢ikt1 saptanmalidir. Tablo-3’te verilen
smiflandirmaya gore belirtilen hususlar géz Oniinde bulundurularak, kullanilacak

modele karar verilebilir.



Tablo-3: Belirsizlik Ozelliklerinin Smiflandiriimasi (Zimmermann, 2000)

1. Belirsizligin sebepleri

(a) Bilgi eksikligi

(b) Bilgi bollugu (karmasiklik)
(c) Celisen bulgular

(d) Birden ¢ok anlama gelme
(e) Olgiim

(f) Inang

2. Elde edilebilir bilgi (girdi)

(a) Sayisal

(b) Kiime veya aralik degerli
(c) Sozel

(d) Sembolik

3. Sayisal bilginin o6l¢cegi

(a) Nominal
(b) Swrali
(c) Kardinal

4. Elde edilmesi planlanan bilgi (¢1kti)

(a) Sayisal

(b) Kiime veya aralik degerli
(c) Sozel

(a) Sembolik

Bir tedarik zinciri iiretim/dagitim sistemini etkileyen bircok belirsizlikler
genel olarak; cevresel belirsizlik ve sistem belirsizligi bagliklar1 altinda toplanabilir.
Cevresel belirsizlik, incelenen sistemin disindan kaynaklanan belirsizlik tiiriidiir.
Talepte ve tedarik miktarinda meydana gelebilecek belirsizlikler bu gruba girer.
Sistem belirsizligi ise incelenen tedarik zincirinin igsel yapisindan kaynaklanan
belirsizlik tiiriidiir. Islem verimlilikleri, kaynak kullanim verimliligi, {iretim
sistemindeki hatalar sistem belirsizligi olarak adlandirilabilir (Mula ve dig., 2006).

Asagidaki sekilde, bahsedilen belirsizlik tiirleri 6rnekleriyle birlikte verilmistir.

évresel \

Belirsizlikler

darik /Sistem Belirsizligi \ Talepler
Nt - Islem verimliligi
Miktarlari - Kaynak kullanim verimliligi

- Is¢i maliyetleri
Hammadde - Uretim Kapasitesi .
Fiyatlari - Stok diizeyleri L
\. N / Fiyatlar

@rim Stiresi j

Sekil-9: Tedarik Zinciri Planlamasinda Belirsizlikler
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Tedarik zincirini gercek hayata uygun olarak planlayabilmek i¢cin 6zellikle
uzun vadeli stratejik planlamada belirsizliklerin kesinlikle modellenmesi gerekir. Bu
noktada hangi yontem ile belirsizligin modellenecegi cevaplanmasi gereken en
onemli sorudur (Zimmerman, 2006). Literatiirde cok sayida arastirmaci tedarik
zincirl uretim/dagitim sistemlerindeki belirsizligi modelleyebilmek icin cesitli
yontemler sunmustur. Mula ve dig. (2006), belirsizlik altinda tedarik zinciri
iretim/dagitim planlama ile ilgili modelleri kapsamli bir sekilde incelemislerdir.
Belirsizlik altinda iiretim planlama modellerinin, Tablo-4’te verilen, kavramsal
modeller, analitik modeller, yapay zeka modelleri ve benzetim modellerinden olusan
dort ana baslikta smiflandirmasini yaparak mevcut ¢alismalar1 6zetlemistir. Daha
sonra literatiirdeki belirsizlik altinda tiretim planlama modellerini Tablo-5’teki gibi

gruplamiglardir.

Tablo-4: Uretim Sistemlerindeki Belirsizlik Modellerinin Siniflandiriimasi (Mula ve

dig., 2006)

Kavramsal modeller Analitik modeller
Kazang faktorleri Hiyerarsik siirecler
Emniyet stoku Matematiksel programlama
Tedarik zamani Stokastik programlama
Stoklama Deterministik yaklagimlar
Ihtiyac fazlas1 planlama Laplace doniisiimleri
Malzeme ihtiyac planlamasi Markov karar siirecleri
Esneklik

Yapay zeka modelleri Benzetim modelleri
Uzman sistemler Monte Carlo teknikleri
Ogrenme egrileri Olasilik dagilimlar1
Bulanik kiime teorisi Sezgisel yontemler
Bulanik mantik Ag modelleme

Sinir aglar1 Kuyruk teorisi

Genetik algoritmalar Dinamik sistemler

Coklu ajan sistemleri

45



Tablo-5: Belirsizlik Altinda Uretim Planlama Modelleri (Mula ve dig., 2006)

Arastirma konulan Modelleme tiirii Caliyma sayisi

1. Toplu Planlama Yapay zeka modelleri 8
Benzetim modelleri

2. Hiyerarsik Uretim Planlamas1 Analitik modeller

3. Malzeme ihtiya¢ Planlamasi Kavramsal modeller
Analitik modeller
Yapay zeka modelleri
Benzetim modelleri

4. Kapasite Planlamas1 Analitik modeller
Benzetim modelleri

5. Uretim Kaynaklar1 Planlamasi Analitik modeller
Yapay zeka modelleri
Benzetim modelleri

6. Envanter Yonetimi Analitik modeller
Yapay zeka modelleri

7. Tedarik Zinciri Planlamasi Kavramsal modeller
Analitik modeller
Yapay zeka modelleri

N N == OB Q= B|—= B O O|lWI|N

Kavramsal modeller, klasik modellere belirsizligi iceren bazi kavramlarin
eklenmesi ile olusturulan ydntemlerdir. Ornegin klasik malzeme ihtiyaglar
planlamasinda “fire oranlar’”’nin ilave edilmesiyle kavramsal bir model
olusturulabilir. Analitik modeller icerisine matematik programlama ve stokastik
modelleme girmektedir. Yapay zeka modelleri ile bulanik modelleme, yapay sinir
aglar1 ve genetik algoritma gibi teknikler kastedilmektedir. Yazarlarin yaptiklar1
calismaya gore; analitik modelleme yaklasimi, 6zelde de stokastik programlama en
cok karsilagilan yaklagimdir. Bir¢ok analitik model sadece tek yonlii bir belirsizligi
dikkate almis ve basit yapili iiretim siire¢lerinde denenmistir. Birden ¢ok belirsizligi
dikkate alan ve ¢ok sayida {iriinii igeren daha karmasik siireglerin modellenmesinde
ise yapay zeka ve benzetim daha ¢ok kullanilmistir. Yapay zeka modellerinden
bulanik kiimeler teorisi iiretim yonetimi i¢in oldukga cekici bir arag olarak tespit

edilmistir. Ayrica ¢calismada kavramsal yaklasimlara da deginilmektedir.

Literatiir incelendiginde, tedarik zincir1 {iretim/dagitim planlama
problemlerinde dort cesitli belirsizlik kaynagmin oldugu goriilmektedir. Buna gore;
talepte, iirlin fiyatlarinda ve iirlinleri iiretmek icin gerekli kaynak miktarlarinda (ara

iirlin ve/veya hammaddeler) ve stok diizeyinde belirsizlikler s6z konusudur. En ¢ok
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iizerinde durulan ise talep belirsizligi olmustur. Talep belirsizligi iiretim planlama ve
stok kontrol modellerinin temel problemidir. Uretim planlarinin dogru bir sekilde
olusturulabilmesi, kapasite planlamasi, hammadde tedarigi, en uygun stok ve siparis
miktarlarinin belirlenebilmesi i¢in miisteri taleplerinin 6nceden tahmin edilmesi
gerekir. Talep tahminleri gelecege dair Ongoriileri barindirdigi i¢in belirsizlikler
icerir. Isletmeler yiiksek tepki hizina sahip olmak icin yiiksek hizmet diizeyi
belirlemelidirler. Ancak yiiksek hizmet diizeyi biiyilkk miktarlarda stok tutmayi
gerektirir ki bu da yiiksek maliyet demektir. isletmeler miisteri hizmet diizeyi ve stok
maliyetleri arasinda bir denge noktas1 bulmalidirlar. Miisteri hizmet diizeyi igletme
karliligmi engoklayan diizeydir. Optimum hizmet diizeyi fazla stok bulundurma ve
yetersiz stok bulundurma maliyetlerini dengeleyen diizeydir. Optimum miisteri

hizmet diizeyinin belirlenebilmesi talebin dogru tahminine baghdir (Behret, 2011).

Tedarik zincirindeki belirsizlikleri modelleyebilmek i¢in genellikle stokastik
teknikler kullamilmigtir. Bu durumda, belirsizlik kaynaklar1 geg¢mis verilerin
analiziyle elde edilen olasilik dagilimlariyla modellenmektedir. Ancak, ge¢mise ait
veri her zaman bulunamayabilecegi gibi giivenilirligi ile ilgili sorunlar da olabilir.
Ustelik bu parametreler stokastik ydntemlerle modellenebilse dahi uygulamada

genellikle giicliikler yasanir.

Giderek kisalan {iriin yasam ¢evrimleri talepteki degiskenligi ve istatistiksel
analizlerin giivenilirligini siirekli olarak azaltmaktadir. Bu nedenle olasilik teorisi
pazar talebini ve stok parametrelerini degerlendirmek i¢in uygun bir yaklasim
olmaktan ¢ikmistir. Bunun yam sira eldeki verinin yeterliligi ve giivenilirligi ile
Olcim ve veri toplama yoOntemlerinden kaynaklanabilecek belirsizlikler de
disiiniildiigiinde modelleme yaklagimi olarak olasilik teorisinin yerine bulanik kiime

teorisi kullaniimalidir.

Yapilan literatiir arastirmas1 sonucunda; bulanik kiime teorisi belirsizlik
kavrammi ele alisi ve sozlii ifadeleri modelleyebilmesi nedeniyle belirsizlik ve
degiskenligin yonetimi i¢cin bu calismada se¢ilmis modelleme yaklasimidir. Sonraki
kisimlarda bulaniklik kavrami, bulanik karar verme ve bulanik hedef programlama
ile ilgili bilgiler ve konu ile ilgili literatiirde daha once yapilmis olan caligmalar

incelenmistir.
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2. BULANIKLIK KAVRAMI

a. Bulanik Mantik

Lotfi A. Zadeh tarafindan 1965°te ilk defa Onerilen bulanik mantik,
belirsizlikleri modellemek igin yaygin olarak kullanilan bir yaklasimdir. Ozellikle
2000’11 yillarm basindan itibaren uygulamasi artan bulanik mantik, insan diisiinme
sistemi gibi yaklagsik olarak degerlendirmeyi ve modellemeyi olanakli hale
getirmektedir. Bulanik mantik, belirsizliklerin  anlatimi  ve belirsizliklerle
calisilabilmesi i¢in olusturulmus bir matematik diizen olarak tanimlanabilir. Bilindigi
gibi istatistikte ve olasilik teorisinde, belirsizliklerle degil kesinliklerle c¢alisilir, ama
insanlarin yasadigi ortam daha c¢ok belirsizliklerle doludur. Bu ylizden insanoglunun
sonug¢ cikarabilme yetenegini anlayabilmek i¢in belirsizliklerle calismak gereklidir.
Bulanik mantik ile klasik mantik arasindaki temel fark burada ortaya ¢ikmaktadir.
Klasik matematiksel yontemlerde verilerin kesin (crisp) olmasindan dolayi, karmasik
sistemleri modellemek ve kontrol etmek zordur. Bulanik mantik, bu tip zorluklarin

iistesinden gelmek i¢in kullanilan etkin bir diisiince yapisi tiretir.

Gergek hayatta karsilasilan bazi nesne topluluklari, net olarak tanimlanmis
iiyelik kriterlerine sahip degildir. Ornegin, elemanlar1 kartal, sahin, serce olan kuslar
kiimesine fasulye, fil ve yilanin girmeyecegi ac¢iktir. Bununla birlikte yarasa ve
penguen i¢in bunu sdylemek o kadar kolay degildir. Elbette, 1°’den ¢ok daha biiyiik
reel sayilarm toplulugu, giizel kadmlarin toplulugu veya yakisikli erkekler toplulugu
bilinen matematiksel anlamda kiimeler veya simiflar olusturmaz. Ancak, gercek
yasamda, kesin olmayan sekilde tanimlanan topluluklar veya kiimeler, insan
diistiniistinde 6nemli bir rol oynar. Bulanik Kiime Teorisi, yukaridaki gibi kesin
sinirlart olmayan problemleri tanimlamak ve c¢cozmek igin gelistirilmistir. Klasik
Kiime Teorisinden daha genis bir ¢ergeve yaratan Bulanik Kiime Teorisi, potansiyel

olarak da daha genis bir uygulama alanina sahiptir.

b. Bulanik Kiime Teorisi

A, x ile gosterilen elemanlarm olusturdugu X evrensel kiimesinin

bir alt kiimesi olmak {izere, ilki bu alt kiimenin bir eleman, ikincisi ise bu elemanin
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kiimeye yoOnelik derecesini gosteren sayisal deger olmak iizere, elemanlar1 sirali

ikililer olan kiime olarak tanimlanir. Bulanik kiimelerin gdsterimi asagidaki gibidir:

A={(x, u(x), xeX} 3.1)

Esitlik (3.1) yerine Zadeh (1972), ayn1 zamanda asagidaki gosterim seklini

de onermistir. X sonlu bir kiime oldugunda {x;, x2, x3,......... x,} A bulanik kiimesi su
sekilde belirtilir:
A= (%)) X+ +u2(xn)/xn:zui(xi)/xl. (3.2)

Bulanik kiime taniminda yer alan - (x) terimine X’in iiyelik fonksiyonu

denir. 4~ (x) [0,1] kapali arahifinda degerler alabilir ve bu deger x elemaninin 4
kiimesine ait olma derecesini gosterir (Sekil-10). X evrensel kiimesinde tanimlanan,

bulantk kiime 4 icin iiyelik fonksiyonu soyle ifade edilir: 1 : x — [0,1]

~ -

Sekil-10: X Evrensel Kiimesinde 4 Bulanik Altkiimesi

C. Bulanik Kiimelerde Temel Kavramlar

Bulanik kiimelerde kullanilan semboller ve ifadeler ile klasik

kiimelerde kullanilan ifadelerin biiylik boliimii birbirine benzemektedir.

Esitlik: Klasik kiimeler icin eger, her iki kiime de ayni elemana sahipse

esittir denir. Bulanik kiimelerde ise durum biraz degisik olmakla beraber, bulanik
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iiyelik dereceleri esit olmasma bakilir. Iki bulanik kiime i¢in, ancak ve ancak biitiin

xeX jcin #3(%) = 1 (%) ise, A=B denir.

Kapsama: Klasik kiimelerde, eger 4’nin tiim elemanlar1 B’de goriiliiyorsa
A< B idi. Bulanik kiimeler igin ise elemanlarm o kiimelere olan iiyelik dereceleri

de dikkate almmalidir. Biitlin xe X i¢in ancak ve ancak u-(x) < (x) ise A

bulanik kiimesi B bulanik kiimesinin alt kiimesidir denilir ve 4 — B ile gosterilir.

Destek: Bir bulanik 4 kiimesinin destegi, X’in alt kiimesidir ve asagidaki

gibi ifade edilir:
DesA:{x‘/,t;(x)>0vexeX} (3.3)

a Kesimi: Bulanik 4 kiimesini o seviye kiimesi, X’in kesin alt kiimesidir ve

su sekilde gosterilir:
Aa:{x‘/,t;(x)ZOcvexeX} (3.4)

Gecis Noktasi: 4 bulanik kiimesinin gegis noktalari, iiyelik derecesi 0.5

olan X evrensel kiimesinin elemanlaridir.

Bos Kiime: Bir 4 bulanik kiimesi, ancak ve ancak, Vx e X i¢in s, (x)=0

ise bos kiime olarak tanimlanabilir.

Esitlik: 4 ve B bulanik kiimelerinin esit olmas1 i¢in gerek ve yeter sart;
Vx e X igin u,(x)=pu;(x) (3.5)
Normallik: Bir bulanik 4 kiimesi, ancak ve ancak, Sup, i (x)=1 olmasi

durumunda normaldir. “Sup A4”, A bulanik kiimesinde iiyelik derecelerinden “en

yiiksek” olan1 tanimlar.
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Konvekslik: Bir bulanik 4 kiimesi, ancak ve ancak, asagidaki sartlar altinda

konvekstir:
1y (x)=(Ax, +(1-Ax,)) 2 min(,u;l (x,), 4 (xz)) Vx,x,eX, Vie[0,1] (3.6)

Kardinalite: 4 bulanik kiimesinin kardinalitesi;

Kardinalite (4) =) pi(x) (3.7)
xeX
c. Uyelik Fonksiyonlar

Bir¢cok uygulama probleminde, bir takim bulanik sayilarm tyelik
fonksiyonlarmin bilinmesine ihtiya¢ vardir. Fakat bu iiyelik fonksiyonu tahmini veya
belirlenmesi metotlar1 oldukca kapsamlidir. Burada, bulanik sayilar i¢in literatiirde

en ¢ok ele alinan dort tip liyelik fonksiyonu incelenmistir. Bunlar:

@)) Can Seklinde Uyelik Fonksiyonu

Uyelik fonksiyonunun grafigi Sekil-11°deki gibi olan
A={a; ¢} sayisma can seklinde bulamk sayr denir, ¢, A bulanik kiimesinin

yiiksekligini gosterir.

ﬂ:i (I) &

P
L

X
Sekil-11: Can Seklinde 4 Bulanik Sayisinin Grafigi

Can seklinde bulanik sayilar i¢in tiyelik fonksiyonu;

p,(x)=c-exp {_(xT_a)} (3.8)
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2) Ucgensel Uyelik Fonksiyonu

Uyelik fonksiyonunun grafigi Sekil-12°deki gibi olan
A ={a,, a,, a;; r} sayisma liggensel bulanik say1 denir, , A bulanik kiimesinin

yiiksekligini gosterir.

M- (};}} 'y

d

1
1
1
1
1
1
1
1
|
a = e X

Sekil-12: Uggensel 4 Bulanik Sayismin Grafigi

Uggensel bulanik sayilar igin iiyelik fonksiyonu;

x—a :
L.y a, <x<a, ise,

az al

a,—x .
p (x)=4—=—"r a, <x<a ise, (3.9
A

a;—a,

0 dd.

3) Trapezoid (Yamuksal) Uyelik Fonksiyonu

Uyelik fonksiyonunun grafigi Sekil-13’teki gibi olan

A={a,, a,, aj, a,; r} sayisina trapezoid bulanik say1 denir r, A bulanik kiimesinin

yiiksekligini gosterir.

pz(x) 4

-
L

a4 az asz as x

Sekil-13: Trapezoid A Bulanik Sayismin Grafigi
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Trapezoid bulanik sayilar i¢in iiyelik fonksiyonu;

x—a
L.r a <x<a,
a, —q
r a,<x<a,
ui(x)=y (3.10)
.y a,<x<a,
a;—a,
1 dd.

“ S Seklinde Uyelik Fonksiyonu

Uyelik fonksiyonunun grafigi Sekil-14’teki gibi olan

A={a,, a,, a;; 1} sayisina S seklinde bulanik say1 denir.

Hy [-‘5]1'

P

a az a3 X

Sekil 14: S Seklinde 4 Bulanik Sayismin Grafigi

S seklinde bulanik sayilar i¢in tiyelik fonksiyonu;

0 x<a,
2
2( o4 ] a <x<a,
a,—a
p(x)=4 > 7 3.11)
1—2(x a‘] a,<x<a,
as—a
1 x2a,
d. Bulamk Kiimelerde Temel islemler

Birlesim: 4 ve B bulanik kiimelerine ait iiyelik fonksiyonlar1 sirasiyla
> (x) ve  p; (x) olsun. Iki bulanik kiimenin birlesiminin iiyelik fonksiyonu,
bireysel liyelik fonksiyonlarinin maksimumumu olarak tanimlanir.
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Moy s (x)zmax(,u; (x), 1 (x)), Vxe X (3.12)

Kesisim: Birlesim isleminde tanimlanan 4 ve B bulanik sayilarinin kesisimi

bireysel liyelik fonksiyonlarmin minimumu olarak tanimlanir.
JTRR (x):min(/,zZ (x), 15 (x)), Vxe X (3.13)
Tiimleyen: 4 ve B bulanik kiimeleri icin asagidaki sart saglaniyor ise, 4 ve
B igin tiimleyendir denir ve B = A ve 4= B¢ ile gosterilir.

u;‘(x):l—yé(x), VxeX (3.14)

Cebirsel Toplam: 4 ve B bulanik kiimelerinin cebirsel toplamu, C=A+B

ise, C= {(x, /,tX+§(x)), xeX}

Mg (%)= g () + 5 (x) = g (x) - 1 (%) (3.15)
Simirh Toplam: A ve B bulanik kiimelerinin smirli toplama, C=A®B ise,

Mok (x)zmin{l, > (x)+u§ (x)} (3.16)
Cebirsel Fark: 4 ve B bulanik kiimelerinin cebirsel farki, C=A-B ise,
/”‘xmﬁ(x):min{(/h (x), /,tg(x)), xeX} (3.17)

Sinirh Fark: A ve B bulanik kiimelerinin sinirh farka, C = A®B ise

C= {(x, ”Xeﬁ(x))’ xeX}

/,tmﬁ(x):max{(o, e (%) + p (x)—l), xeX} (3.18)
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3. BULANIK ORTAMDA KARAR VERME

Geleneksel karar verme problemi sirasiyla; karar verici, amag, karar olgiitii,
secenekler, olaylar ve sonu¢ olmak iizere alti1 bilesenden olusur. Burada, amag
bileseni bir maksimizasyon veya minimizasyon islemi olarak yorumlanabilir. Fayda,
kar, gelir ve maliyet fonksiyonlar1 ise karar dlgiitlerini olusturur. Evrensel bir kiime,
secenekler kiimesi olarak kabul edilebilir. Evrensel kiimenin hangi elemanlarinin
karar probleminin ¢éziimii olarak kabul edilip edilemeyecegini ifade eden kisitlayict
kosullar1 ise olaylar1 belirler. Bu bakis agisindan, mevcut durumu veya kisitlayici
kosullarin1 dikkate alarak, karar vericinin belirledigi amag¢ veya hedef dogrultusunda

ilerleme cabas, karar problemlerinin &ziinii olusturur (Ozkan, 2003).

Bulanik bir ortamda karar verme problemi de yukarida ele alinan
bilesenlerle aciklanabilir. Burada, s6z konusu bilesenlerden karar verici ve
secenekler kiimesinde (evrensel kiime) herhangi bir bulaniklik olmadigi kabul
edilmistir. Amag ve karar 6lgiitii bilesenleri ise asagida aciklanan anlamda bulaniklik
icerebilir. Karar verici amag¢ fonksiyonu i¢in ulagmak istedigi erisim diizeyini bulanik
olarak belirleyebilir. Ayrica, karar Slgiitiinii gésteren fonksiyonun (kar, maliyet vb.)
parametre degerleri bulanik sayilarla tanimlanabilir. Birbirini tamamlayan amag ve

karar Olciitii bilesenleri, bulanik bir hedef olarak ele alinabilir. Bulanik bir hedef,
evrensel kiimenin bir alt kiimesi olan G bulanik kiimesi veya . (x) uyelik
fonksiyonu ile ifade edilebilir. u(x)iyelik fonksiyonu u_(x)e[0,1] kosulu ile
belirli bir x vektoriniin bulanik hedefe olan tyelik derecesini gosterir. u,(x)=1
iken ilgili hedefe tamamen ulasildigi, p.(x)=0 iken ilgili hedefe tamamen
ulagiimadigr ve 0< p.(x) <1 iken ilgili hedefe kismen ulasildig: disiinilir. Diger

taraftan, olaylar1 niteleyen kisitlayicilarin parametre degerleri ve/veya sag taraf
sabitleri bulanik olabilir. Ayrica, kisitlayicilarda yer alan <, = ve > iligkilerinde bazi

toleranslara izin verilebilir. Dolayisiyla, bulanik ortamdaki olaylar bileseni bulanik

kasitlayicilar olarak ele almabilir. Bulanik bir kisitlayici, evrensel kiimede yer alan C

bulanik kiimesi veya . (x) tyelik fonksiyonu ile ifade edilebilir. Bulanik kisitlayici
kiimesinin {iyelik fonksiyonu, u.(x)€[0,1] kosulu ile belirli bir x vektoriiniin

bulanik kisitlayiciya liyelik derecesini gosterir. Burada, ilgili kisitlayicinin tamamen
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doyuruldugu durum p.(x)=1 ile, ilgili kisitlayicmin tamamen doyurulamadigi
durum . (x)=0 ile ve ilgili kisitlayicinin kismen doyuruldugu durum ise

0 < u:(x) <1 ile ifade edilir.

Bulanik hedefler ve/veya bulanik kisitlayicilarla verilen bir kararmn bulanik
olmas1 ka¢milmazdir. Bellman ve Zadeh’e gore bulanik bir karar, verilen hedefler ve
kisitlayicilarin uzlastirilmasindan belirlenen bulanik bir kiime olarak tanimlanir
(Yager ve dig., 1987). Bulanik hedef ve bulanik kisitlayicilarin bir alt kiimesi olan
bulanik karar kiimesi, D kiimesi veya u-(x) uyelik fonksiyonu ile ifade edilebilir.
Bulanik karar kiimesi, bulanik kisitlayict doyumunun ve bulanik hedef basarimimnin
esanli olarak karsilanma derecesini gosterir. Bulanik karar kiimesi, genellikle “G
hedefine ulagsmak ve C kisitlayicisint doyurmak™ seklinde ifade edilen bir kurala
gore belirlenir (Kacprycz ve Orlovski, 1987). Bu kural, bulanik karar kiimesinin,
hedef ve kisitlayicilarin bir kesisim kiimesi olarak tanimlanmasmi gerektirir.
Dolayisiyla, bulanik karar kiimesi matematiksel olarak D=GnNC seklinde ifade
edilebilir. Burada, kesisim kiimesi genellikle minimum islemcisi ile belirlenir. n adet
bulanik hedef ve m adet bulanik kisitlayiciin bulanik karar kiimesi asagidaki gibi

tanimlanir (Zimmermann, 2001).
M (x) = min[,u&’ (%), nc (x)}; VxeX; i=12,..n; j=1,2,..,m (3.19)

Karar vericiler, bulanik karar kiimesinin bulanikliktan arindirilmasini veya
5 (x) kiimesinden geleneksel bir kararin verilmesini isteyebilirler. Boyle bir durum,
bulanik karar kiimesinin en yiiksek iliyelik dereceli elemaninin belirlenmesi anlamina
gelir. Bu ise, Bellman ve Zadeh’e gore matematiksel olarak asagidaki gibi ifade

edilir (Yager ve dig, 1987). Burada, x" en iyileme yoniindeki bir karar1 ifade eder

(Ozkan, 2003).

,ub(xM) = max M (X) = max{min[,ué’ (x), He (x)]}; i=1,2,..,n;, j=12,...m (3.20)

xeU xeU
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4. BULANIK HEDEF PROGRAMLAMA

Hedef programlama modeli ¢ok amacli programlama modellerinin bir
tiirtidiir. Optimizasyon diisiincesine dayanan ¢ok amagh programlama modellerinde,
birbiriyle catisan amaglar1 kisitlayict kiimesine gore esanli olarak doyuran bir ¢oziim
vektoriiniin  belirlenmesi amaglanir. Hedef programlama modelinde ise, karar
vericinin doyurucu buldugu bir ¢6ziim belirlenmeye c¢alisilir. Bu nedenle, hedef
programlama modelinin optimizasyon diislincesinden daha ¢ok bir doyum

diisiincesine dayandig1 sdylenir (Ozkan, 2003).

Bulanik ortamda karar verme kavrami ise ilk kez Bellman ve Zadeh
(1970)’in bulanik amag¢ ve kisitlara dayali bir karar teorisi ile literatiire girmistir.
Daha sonra bir¢ok arastrmaci gercek yasamdaki karar verme problemleri i¢in
bulanik mantik yontemini kullanmislardir. Zimmermann (1978), birden fazla amag
fonksiyonuna sahip olan problemi ¢6zmek i¢in bulanik dogrusal programlama
modelini gelistirmistir. Hedef programlamada bulanik kiime teorisi ilk olarak
Narasimhan (1980) tarafindan kullanilmistir. Narasimhan, bulanik hedefleri bulanik
esitlikler olarak kabul ederek, onlar1 liggensel iiyelik fonksiyonlar: ile nitelemistir.
Zimmermann’imn bulanik dogrusal programlama modeli i¢in gelistirdigi ¢oziim
yaklagimindan esinlenen Narasimhan, bulanik hedef programlama modelinin
¢oziimiinii Bellman ve Zadeh’in bulanik karar kiimesi kavramma dayanarak
belirlemeye calismistir. Bir dogrusal programlama dizisinin ¢oziimiinden olusan
Narasimhan yaklasiminda, olusturulan alt problemlerden en yiiksek A degerini
(tiyelik derecesini) veren problemin ¢éziimii, bulanik hedef programlama modelinin
coziimii olarak kabul edilir. Bulanik hedeflerinin simetrik iiggensel iiyelik
fonksiyonlariyla nitelenmesi halinde, Narasimhan yaklasimina 6zdes sonuglar veren
bir ¢o6ziim yontemi Hannan (1981) tarafindan gelistirilmis ve bulanik hedef
programlama modeli tek bir problem olarak formiile edilmistir. Daha sonra cesitli
arastirmacilar  bulanik hedef programlama i¢in farkli ¢6ziim yoOntemleri
onermiglerdir. Ignizio (1982), Wang ve Wang (1997) ve Cadenas ve Verdegay

(2000) ¢ok amacli problemlerde bulanik kiime teorisinin kullanimini incelemislerdir.

Bulanik matematiksel programlama Zimmerman (1978, 1991) tarafindan,

karar vericinin ulagsmak istedigi amac¢ fonksiyonunun degeri i¢in bir istek seviyesi
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(hedef araligi-aspirasyon seviyesi) kurulabilecegini ve kisitlarmm her birinin bir
bulanik kiime olarak modellenebilecegini ortaya atarak yaygmlastirilmistir. Bu
yaklasimda, belirsiz parametreler bulanik sayilar ve kisitlar bulanik kiimeler olarak
kabul edilir. Bir kisitin doyum derecesi, o kisitin normalize edilmis tiyelik
fonksiyonu acisindan tanimlanir ve amag fonksiyonu bir bulanik hedef veya agik bir

fonksiyon iken kiiciik 6l¢ekte kisit ihlaline izin verilir.

Bulaniklik yaklagiminin belirsizlikle basedebilmenin diger bir yolu olan
stokastik programlama yaklasimi T{zerindeki avantaji, belirsiz parametrelerin
herhangi bir olasilik dagilimmi takip etmek zorunda olmamasi ve belirsiz
parametrelerin esdeger formiilasyonunun belirsiz parametrelerin sayisindaki artisla
birlikte biiyiik patlama yapmasma izin vermemesidir. Bulaniklik yaklagiminin
dezavantaji ise, belirsizligin kesin yapismi temsil etmekteki yetersizlik ve sonuglarin

bulaniklagtirma yaklagimina bagli olmasidir.

Bu tez calismasinda mevcut literatiir dikkate alinarak gercek hayat
problemlerinde uygulanmak iizere hem belirsizlikleri modelleyebilen hem de

¢Oziimii zor olmayan bir bulanik hedef programlama modeli 6nerilmistir.

5. TEDARIK ZINCiRi URETIM/DAGITIM PLANLAMASINDA
BULANIK KUME TEORISININ KULLANILDIGI CALISMALAR

Tedarik zinciri literatliriiniin kisa ge¢misi incelendiginde bulanik kiime
teorisinin kullanildig1 ¢alismalarin son zamanlarda artis gosterdigi anlagilmaktadir.
Petrovic ve dig. (1999), bulanik ortamda seri bagli bir tedarik zincirinin davranigini
modellemislerdir. Gelistirdikleri model, tedarik zincirindeki her bir stok i¢in
belirsizlik altinda, kabul edilebilir maliyetler ile tedarik zincirinin kabul edilebilir bir
hizmet diizeyini veren siparis miktarlarint belirlemektedir. Model, 6zel amagl
benzetim programu ile isletilerek sinirli bir planlama donemi boyunca seri bagl

tedarik zincirinin performans olgiileri ve dinamikleri analiz edilmistir.
Stok kontrol sistemleri tedarik zinciri sisteminin alt sistemlerinden biri olan

malzeme akis sistemlerinin bir parcasidir. Tiirksen ve dig. (2002), tedarik zincirinde

biitiin faaliyetlerin ve iligkilerin belirsizlik icermeleri nedeniyle model gelistirmede
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bulanik kiime teorisinin kullanilmasmin uygun oldugunu belirtmisler ve

calismalarinda tedarik zinciri modelini bulanik bakis agistyla incelemislerdir.

Roy ve Maitti (1997, 1998) caligmalarinda Klasik ESM modelini bulanik
hedefler tanimlayarak modellemisler ve bulanik dogrusal olmayan programlama
metodunu kullanarak bu model i¢in bir ¢6ziim iiretmislerdir. Daha sonra Klasik ESM
modelini hem bulanik geometrik programlama hem de bulanik dogrusal olmayan
programlama metotlarmi kullanarak c¢ozmiislerdir. En son calismalarinda ise cok
iriinlii ¢cok amaglh stok modelini bulanik dogrusal programlama ve bulanik hedef

programlama metotlarini kullanarak ¢6ziim gelistirmislerdir.

Chen ve Lee (2004) belirsiz piyasa talepleri ve lriin fiyatlar1 ile tedarik
zinciri agindaki birden fazla Olglilemeyen amaci gergeklestirmek icin, ¢ok tiriinlii,
cok kademeli ve ¢ok donemli planlama modeli dnermislerdir. Talepteki belirsizlik
kesikli olasilik senaryolar1 ile modellenmis ve satici ve alicilarin iirlin fiyatlarinda
birbiriyle uyusmayan tercihlerini tanimlamak i¢in bulanik kiimeler kullanilmistir.
Wang ve Shu (2005), tedarik zincirindeki belirsizlikleri ele alan ve stok stratejilerini
belirleyen alternatif bir cer¢eve olusturabilmek icin olabilirlik teorisi ve genetik

algoritma yaklagimini birlestiren bulanik tedarik zinciri modeli sunmuslardir.

Paksoy (2005), malzeme ihtiyag kisit1 altinda ¢cok asamali bir tedarik zinciri
ag1 tasarimi problemi i¢in karisik tamsayili bir dogrusal programlama modeli
gelistirmistir. Xie ve dig. (2006), tedarik zincirinin belirsiz miisteri talepleri ile
isletildigi ve bulanik kiime ile modellendigi siral1 bir tedarik zincirinde stok yonetimi
ve kontroliinii saglamak i¢in iki seviyeli hiyerarsik bir metot tasarlamistir. Chen ve
dig. (2007), dagitim merkezlerinin yer se¢iminin yapildig1 ¢ok amacgh tedarik zinciri

ag1 tasarim probleminde iki asamali bulaniklik yaklagimini kullanmiglardir.

Xu ve dig. (2008) Cin’de yer alan bir likdr iireticisi i¢in tedarikgiler, iiretim
tesisleri, dagitim merkezleri ve miisterilerden olusan tedarik zinciri ag yapisinda,
acilacak iiretim tesisi ve dagitim merkezlerine karar vermek ve dagitim stratejisini
belirlemek {tizere rassal bulanik talepli, ¢ok amagli karigik tamsayili dogrusal

olmayan programlama modeli 6nermislerdir.
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Liang (2006), tiretim/dagitim planlama karar problemini ¢6zmek i¢in tagima
maliyetlerini ve toplam teslim zamanimni en azlayan bir bulanik ¢ok amagli dogrusal
programlama modeli 6nermistir. Liang (2007), belirsizlik altinda tedarik zincirinde
bulanik hedefler ve kesin kisitlar1 olan biitiinlesik iiretim/dagitim planlama karar
problemlerini ¢6zmek i¢in bulanik dogrusal programlama yaklasimimi sunmustur. Bu
yaklagimda karar vericinin bulanik hedeflerini temsil eden pargali dogrusal tliyelik
fonksiyonlar1 kullanilmis ve etkilesimli karar verme siireci yoluyla daha esnek bir
doktrin basarilmistir. Liang ve Cheng (2009), her bir isletme maliyeti kategorisi i¢in
paranin zaman degerini dikkate alarak, ¢ok iiriinlii, ¢cok donemli bir tedarik
zincirindeki biitiinlesik iiretim/dagitim planlama karar problemini ¢6zmek icin yeni

bir bulanik ¢ok amacli programlama yaklasimi 6nermislerdir.

Selim ve dig. (2008), cok amagl liretim-dagitim planlama probleminde hem
merkezi hem de ademi merkezi tedarik zinciri tasarim yapisi arasinda karsilastirmali
analiz yapabilmek i¢in bulanik hedef programlama teknigini kullanmislardir. Torabi
ve Hassini (2008), tedarik¢iden dagitima kadar olan tedarik zincirinde planlama
kararlarint1 vermek iizere kapsamli bir ¢alisma sunmustur. Modelde planlamada
karsilagilan belirsizlikleri ¢6zmek i¢cin amaclarda ve kisitlarda bulanik parametreler

kullanilmstir.

Isikk ve Ozdemir (2010) ¢alismalarinda, ¢ok amacl, cok iiriinlii ve ¢ok
donemli bulanik bir biitiinlesik iiretim planlama problemini ele almislar, problemin

¢oziimii icin etkilesimli olabilirsel dogrusal programlama modeli dnermiglerdir.

Mula ve dig. (2010), gelistirdikleri cok asamali, ¢ok tiriinlii tedarik zinciri
dretim/dagitim planlama modelinde bulanik matematiksel programlamanin
etkinligini ortaya koymuslardir. Problemde stokta tutma ve yoksatma kisitlarda yer
almaktadir. Talepteki belirsizlik bulanik ele almmistir. Model, liretim ve dagitim
safhasindan olusmaktadir. Uretim sathasinda operatif amaglar1 ger¢eklestirmek igin,
her bir iiretim tesisindeki liretim kapasitesinin, liretim zamani da dikkate alinarak,
etkin bir sekilde tahsis edilmesi saglanmaya ¢alisilmaktadir. Dagitim sathasinda ise
talebin karsilanmasi ve stok yonetimi gibi iiretim sonrasi faaliyetler ele almmustir.

Giivenlik stoku talepteki belirsizlige karsi tampon vazifesi gormektedir.
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Paksoy ve dig. (2012), verilerin iiggensel bulanik sayilarla modellendigi ¢ok
amagli dogrusal programlama metodu ile yenilebilir bir sebze yagi iireticisinin
biitiinlesik tedarik zinciri agina bulanik kiime teorisini uygulamistir. Paksoy ve
Pehlivan (2012), ¢ok asamali tedarik zinciri optimizasyonu i¢in tg¢gensel ve
trapezoidal iiyelik fonksiyonlarina sahip bir bulanik dogrusal programlama modeli
onermislerdir. Model, tedarik zincirindeki bulanik kapasitelere sahip tesislerin en az
maliyetle tedarik zinciri agindaki konfigiirasyonunu belirlemektedir. Paksoy ve dig.
(2013), calismalarinda birden fazla amacin Odiinlesmesinin saglandigi, c¢oklu
tedarikei, iiretici, dagitim merkezi ve perakendecilerden olusan, biitiinlesik bulanik
tedarik zinciri ag sistemi ele almiglar, problemi ¢c6zmek i¢in yeni bir karigik tamsayili
dogrusal programlama modeli 6nerilmislerdir. Bu problem, bulanik parametreleri,
hammadde kalitesine gore tedarik¢i se¢imini ve tedarik¢i sodzlesmelerini

icermektedir.

Kabak ve Ulengin (2012), uzun dénemli kaynak atama, iiriin tedariki ve
iretim kararlarinin verilebilmesini saglayan tedarik zinciri ag yapilandirma kararlari
icin olabilirsel dogrusal programlama modeli (ODP) gelistirmislerdir. Onerilen
ODP’nin amaci1 firmanin tedarik zinciri faaliyetleri sonucunda olusan kari en

biiytiklemektedir.

Pishvaee ve dig. (2012), belirsiz kosullar altinda sosyal sorumlu tedarik
zinciri ag tasarimi i¢in giiglii olabilirsel programlama yaklasimini dnermislerdir. Bu
amac1 gerceklestirmek i¢in Once, maliyeti en azlayan ve tedarik zinciri sosyal
sorumlulugunu en c¢oklayan iki amacli matematiksel programlama modeli
gelistirmislerdir. Daha sonra, belirsiz parametreler ile etkili bir sekilde basa ¢ikmak

icin, yeni bir gii¢lii olabilirsel programlama yaklasimi 6nermislerdir.

Fahimnia ve dig. (2013), biitiinlesik tiretim/dagitim planlamas1 modelleri ve

teknikleri tizerine bir inceleme ve elestiri yapmiglardir.
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DORDUNCU BOLUM

ONERILEN BUTUNLESIK TEDARIK ZINCiRi PLANLAMA MODELI

1. PROBLEM TANIMI

Matematiksel modelin gercek hayattaki problemleri daha iyi yansitabilmesi
icin ¢cok donemli, cok asamali, malzeme ihtiya¢ kisitlar1 ile stokta tutma ve yok
satmay1 gz oniinde bulunduran, biitiinlesik tedarik zinciri agindaki tesis yeri se¢imi
problemi i¢cin bulanik ¢ok amagli dogrusal olmayan programlama modeli

tasarlanmistir.

Buna gore; planlama donemi baslangicindan sonuna kadar bir firma {iretim
tesisleri icin hammadde/yar1 lriin gereksinimlerini belirli sayidaki tedarikgiler
araciligi ile karsilamaktadir. Her tedarik¢inin temin edebilecegi hammadde/yart iiriin
tiirli belirli ve kapasiteleri sinirlidir. Model genel olarak tedarik¢iyi segmek ve sonra
hangi tedarik¢inin hangi hammaddeyi dagitacagini ayrintili olarak belirlemek

zorundadir.

Uretim tesislerine farkli bilesenler seklinde gelen hammadde/yar1 iiriinler
birtakim islemlerden gegerek tiretim i¢in kullanilmaktadir. Bu iiriinler belli oranlarda
bir araya getirilerek miisteri bolgelerine ulasacak bitmis iirtinleri olusturmaktadir. Bu
nedenle miisteri taleplerinin karsilanmasi i¢in tedarik zincirindeki malzeme ihtiyag
planinin bitmis iiriin i¢indeki hammadde/yar1 iiriin oranlar1 dikkate almmarak g6zden

gecirilmesi gerekmektedir.

Uriinler iiretim tesislerinden ve dagitim merkezlerinden gegerek miisterilere
ulagmaktadir. Uretim tesislerinden gonderilen bitmis iiriinlerden belirli bir orani ise
cesitli nedenlerle (defolu iiretim, tasima sirasinda meydana gelen hasarlar vb.)
dagitim merkezlerine teslim edilememektedir. Donem baslarinda miisteri taleplerinde
degismeler meydana geldiginden, {iretim tesislerinden dagitim merkezlerine
gonderilen {iriinlerden bazilar1 elde kalmakta, bazilar1 ise miisteri taleplerini
karsilayamamaktadir. Eger lretim tesislerinden dagitim merkezlerine gonderilen

irlinler o donem icin miisteri taleplerinden fazla ise, firma bir sonraki dénem igin



elde stokta tutmakta, bu durumda firma stokta tutma maliyetine katlanmaktadir. Eger
iiretim tesislerinden dagitim merkezlerine gonderilen {iriinler o donem i¢in miisteri
taleplerinden az ise firma karsilayamadig iirlin i¢in yok satma maliyetine katlanmak

zorunda kalmakta ve yok satilan miktar bir sonraki doneme devredilmektedir.

Modelin Varsayimlar

Calisma kapsaminda EUM (Yoksatmal) modeli ve TSYP nin birlikte ele
alindig1 matematiksel model ile ilgili varsayimlar asagidaki sekildedir:

- Tedarikgiler, iiretim tesisleri ve dagitim merkezlerinin sayilar1 ve
kapasiteleri belirlidir.

- Miisteriler bulunduklar1 konum ve talebe bagli olarak kendilerine en
yakin dagitim merkezinden hizmet almaktadir.

- Her miisteri bolgesi planlama dénemi boyunca yalniz bir dagitim

merkezinden hizmet almaktadir.

Verilen siparisler donem i¢inde bir anda alinmaktadir (Temin siiresi
sifir).

- Uretim hiz1 talep hizindan biiyiiktiir.

- Yok satmaya izin verilmektedir.

- Amac fonksiyonlar1 da belirsiz aspirasyon seviyelerinin olmasi

nedeniyle bulanik varsayilmistir.

Klasik EUM modelinden farkli olarak bu ¢alismada {iriinler icin miisteri
taleplerinin bulanik oldugu varsayilmistir. Tedarik zinciri agindaki belirsizliklerden
en dnemlisi de miisteri taleplerindeki belirsizliktir. Burada Klasik EUM modelinin
“talep hiz1 belirli ve her donemde sabittir” varsayimi gevsetilmis ve gercek diinya

durumlarina daha uygun bir EUM modeli sunulmaya ¢alisiimustr.

EUM modeli, ESM modelinin genisletilmis bir tiiriidiir. Bu modelin
varsayimlari ESM modelinin varsayimlar1 ile aymidir. EUM modelinin ¢ziimii
iretim, hazirlik ve stokta tutma maliyetlerinin toplamini en azlayan liretim miktarmin
bulunmasimi saglar. Tiirev alma islemleri sonucu EUM esitlik (1.28)’deki gibi

bulunur.
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Literatiirde EUM modelindeki parametrelerin tamamimnm veya bir kisminin
bulanik ele alindig1 ¢ok sayida calisma vardir. Chang (1999), iiretim miktarmin
iicgensel bulanik sayilarla ifade edildigi bir Bulanik Ekonomik Uretim Miktar:
(BEUM) probleminin ¢dziimii icin genelleme ilkesine bagli bulamik aritmetik
islemler kullanarak bulanik toplam maliyet fonksiyonunu tanimlamis ve elde edilen
bulanik toplam maliyeti merkezi durulastirma yontemiyle durulastirmistir. Daha
sonraki bir calismada Hsieh (2002), tiretim miktar1 haricindeki biitliin parametrelerin
trapezoid bulanik sayilarla ifade edildigi bir model ile tiretim miktar1 da dahil biitiin
parametrelerin bulanik sayilarla ifade edildigi iki ayr1 model dnermistir. Chang ve
Chang (2006) modellerinde, maliyet fonksiyonuna iiretim maliyetini de dahil etmis
ve parti biiyiikliigiine bagli birim maliyet yapisini incelemislerdir. Modellerinde
iiretim parti bliytikliigii, glinliikk talep ve giinliik iiretim hiz1 parametreleri ve birim
iriin maliyet degeri bulamik sayilarla ifade edilmistir. Chen ve dig. (2007)
calismalarinda Hsieh (2002)’in modelini genisleterek indirimli bir fiyattan satilabilen
kusurlu iiriinler icin BEUM modeli énermislerdir. Chen ve Chang (2008) BEUM
modelini genisleterek yeniden onarillamayan hasarli driinler i¢in  ¢oziim
onermisglerdir. BEUM modelleri i¢in ayrmtili literatiir taramas1 Behret (2011)’in

calismasinda mevcuttur.

Tedarikgiler, iiretim tesisleri, dagitim merkezleri ve miisterilerden olusan

cok asamali tedarik zinciri ag yapis1 asagidaki sekilde gorilmektedir.

Tedarikeiler Uretim Tesisleri Dagitim Merkezleri Miisteri Bolgeleri

Sekil-15: Onerilen Matematiksel Modelin Tedarik Zinciri Ag Yapist
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Notasyon

Indisler:

i:Tedarik¢iler,i=1,2,3,...,1

j: Uretim tesisisayis;, j =1, 2, 3, ..., J

k : Dagitim merkezi sayis, k=1, 2, 3,..., K
[ : Misteri sayis, [ =1,2,3,...,L

r : Hammadde cesitleri, =1, 2, 3, ..., R
t:Donemler,t=1,2,3,...,T

Karar Degiskenleri:

Xijin = t. donemde i tedarik¢isinden j tiretim tesisine gonderilen ». hammadde miktar1.

Y = t. donemde j iiretim tesisinden £ dagitim merkezine tagman iiriin miktari.

Ziy = t. donemde k dagitim merkezinden / miisterisine gonderilen iirtin miktari.

1, t. donemde j iiretim tesisi acilirsa
0o, dd.

1, t. donemde k dagitim merkezi agilirsa
z, =
““lo,  dd.

1, t. donemde k d/m'nden | miisteri bélgesine iiriin gonderilirse.
Ve =

0, dd.

Amac Fonksivonu Maliyet Katsayilari:

S = 1 tedarik¢isinden j iiretim tesisine hammadde gdondermenin birim tasima
maliyeti.
Ty = j uretim tesisinden k dagitim merkezine gonderilen iirlinlerin birim tasima
maliyeti.
Uw = k dagitim merkezinden / miisterisine gonderilen iirlinlerin birim tasima
maliyeti.

fi = t. donemde liretim tesislerinin sabit maliyeti (agma ve isletme).

g = t. donemde dagitim merkezlerinin sabit maliyeti (agma ve isletme).
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Ccy = t. donemde k dagitim merkezindeki satin alma maliyeti.
Coy = t. donemde k dagitim merkezindeki siparis verme maliyeti.
Chi; = t. donemde k dagitim merkezindeki stokta tutma maliyeti.

7 = t. donemde & dagitim merkezindeki yok satma maliyeti.

Teknolojik Katsayilar:

aix = t donemde 7 tedarik merkezinin ». hammadde kapasitesi.

bj; = t. donemde j Uiretim tesisinin iiriin kapasitesi.

¢ = t. donemde k dagitim merkezinin iirlin kapasitesi.

0, = Birim bitmis {iriin i¢indeki . hammaddenin kullanim miktar1.

vie = t. donemde j Uiretim tesisinden £ dagitim merkezine gonderilemeyen tiriinlerin

orani.
Genel Veriler:

dy = t. donemde / miisteri bolgesinin {iriin talebi.
P, =t. donemde agilabilecek toplam liretim tesisi sayisinin iist smiri.

W, = t. donemde acilabilecek toplam dagitim merkezi sayisinin {ist sinir1.
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(4.1)
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Kisitlar:

S Xy S

Z jre =, Z ke =0

2 Vi S by

ZWJ, <

;Yﬂft Jkt kt ZZ](]L'

Zyy 24, vy,
szlt = CZgy
27 <,

%
kalt =1

7

Wits Zigs Vi 6{0’1}

X.

ijrt>

ijz’ Zklz 20

V.el,

VjeJ,

vV, eT

V,.eR, V,eT

V.eR, V,eT

V,eT

V,el, V,eT

V,eT

V,eT

i, j,k,1,r,t

(4.3)

(4.4)

(4.5)

(4.6)

4.7)

(4.8)

(4.9)

(4.10)

(4.11)

(4.12)

(4.13)

Gelistirilen bulanik ¢ok amacli programlama modelinde birbiriyle catisan

iki amac¢ vardir. Birinci amag, tedarik zincirindeki sabit tesis acma ve isletme

maliyetleri ile uzakliklara bagh

olarak belirlenen tasima maliyetlerinin en

azlanmasindan olusmaktadir. Ikinci amag; EUM modeline gére hazirlik, iiretim,

stokta tutma ve yok satma maliyetlerinin en azlanmasidir.

Kisit (4.3), gonderilen hammadde/yar1 {iriinlerin tedarik merkezinin

kapasitesini asamayacagini garanti etmektedir. Kisit (4.4), tedarik merkezlerinden

iretim tesislerine gonderilen hammadde/yar1 iriinlerin bitmis {iriin tiretmek igin

gerekli olan hammadde/yari tirlin kadar olmasimi garanti etmektedir (Birinci asama

68



denge kisit1). Kisit (4.5), iiretim tesislerinden génderilen iiriinlerin acik olan tesislerin
kapasitesinden fazla olmamasini garanti eder. Kisit (4.6), her bir donem icin
acilabilecek toplam iiretim tesisi sayisinin iist sinirint belirlemektedir. Kisit (4.7),
iretim tesislerinde iiretilen irlinler ile dagitim merkezlerine gonderilemeyen defolu
iriin miktarmin toplammin en az dagitim merkezine gonderilen miktar kadar
olmasmi saglar (Ikinci asama denge kisit). Kisit (4.8), dagitim merkezlerinden
miisteri bolgelerine gonderilen {iriin miktarinin en az miisteri talebi kadar olmasimi
garanti etmektedir. (Talep kisit1). Kisit (4.9), dagitim merkezi kapasite kisitidir. Kisit
(4.10), her bir donem i¢in acilabilecek toplam dagitim merkezi sayisinin iist smirmi
belirlemektedir. Kisit (4.11), bir miisteri noktasinin planlama dénemi boyunca agik
olan en uygun dagitim merkezinden yalnizca bir kez hizmet almasin1 saglamaktadir.

Kisit (4.12) ve (4.13), isaret kisitlaridir.

2. ONERILEN MATEMATIKSEL MODELIN BULANIK HEDEF
PROGRAMLAMA FORMULASYONU

Belirsizligi ele alis tarzi bulaniklik yaklagimini diger yaklasimlardan farkli
kilmaktadir. Diger belirsizlik metotlarinin aksine bulanik matematiksel programlama
belirsiz parametreleri bulanik sayilar ve bu belirsiz parametrelerle iliskili olan
kisitlar1 bulanik kiimeler olarak ele alir. Bir kisitin doyum derecesi, tiyelik
fonksiyonu degerinin bir Olciide kisit ihlali anlamma geldigi, kisitlarin iyelik
fonksiyonu cinsinden tanimlanir. Bu sekilde bir miktar kisit ihlaline 1zin
verilmektedir. Bulanik hedef programlama i¢in gelistirilen ¢6ziim yaklasimlarinin
bircogunda bulanik hedefler, islemsel kolaylik saglamas1 nedeniyle Zimmermann tipi
iiyelik fonksiyonlar1 ile nitelenmistir. Bulanik hedef programlama matematiksel

olarak agagidaki gibi ifade edilmistir:

Max f(x) = {£,(x), f,(®), o S0}
Oyle ki : (4.14)

g,()<bh,  j=L 2 .,m

Burada x karar degiskenlerini, b bulanik hedef ve mevcut kaynak

degerlerini gostermektedir. Eger j’inci kisit, x karar degigkeni cinsinden g, (x) <b
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ise ve belirsiz parametre b, b ile b+Ab araliginda degisiyorsa, kisitin iiyelik

fonksiyonu asagidaki gibi olur.

1 eger  g,(x)<b,
(x)-b.
M, (x)(b) = 1—%, eger b, <g (x)<bh +Ab, (4.15)
j
0 eger g, (x)>b, +AD,

Yukaridaki kisitta, 5’nin yiiksek degerleri i¢in ¢ogunlukla kisit doyumunun
basarilmas1 arzu edilir. Bu durum i¢in pratik bir benzetme, piyasa kosullarimin kesin
olarak bilindigi talebin degeri b ve belirsiz kosullar altinda ayni talep 5’nin b+Ab
araliginda olmasina izin verilmektedir. Ab’nin degeri uzman goriisiine dayanarak
veya geemisteki elde mevcut verilerden elde edilebilir. Burada belirtilmesi gereken
onemli bir husus, bulanik matematiksel programlamada belirsiz parametrelerin,
bilinen egilim Ozelliklerine sahip herhangi bir olasilik dagilimma uymak zorunda
olmamasidir. Bulanik matematiksel programlama Ab aralik Olciisiiniin belirsiz
parametreler araliginda olmasina izin verir. Bulanik hedefler literatiirde ticgensel,
ikiz kenar, parcali dogrusal, i¢ biikey bi¢imli parcali dogrusal, yar1 i¢ bilikey bi¢imli
parcali dogrusal, s bigimli parcali dogrusal ve dis biikey bicimli parcali dogrusal
seklinde farkli 6zellikteki tiyelik fonksiyonlar: ile nitelenmistir. S6z konusu tiyelik
fonksiyonlar1 genellikle karar verici ile goriisiilerek olusturulur. Uyelik
fonksiyonlari, dogas1 geregi her ne kadar bircok degisik tipte olabilse de, burada
dogrusal monoton artan ve dogrusal monoton azalan farz edilmistir. Yukaridaki
matematiksel model i¢in baska degisik tipte tiyelik fonksiyonlar1 segilebilir. Ancak,

bu durum problemin karmasikligin artiracaktir.

Kisitlar icin {iyelik fonksiyonlarinin tanimlanmasimna ilave olarak, benzer
iiyelik fonksiyonlar1 karar vericilerin beklentilerini yansitan alt ve iist limitleri ile
amag¢ fonksiyonlar1 i¢in de formiile edilebilir. Yukaridaki 6rnek problem i¢in amacg
fonksiyonu smirlar1 ayni optimizasyon probleminin iki farkli durumu, sag taraf

degeri b; ve bi+Ab;, c¢oziilerek hesaplanabilir. Ama¢ fonksiyonunun bu alt ve iist

max

sinirlar sirastyla f™" ve f™ olarak tanimlanabilir. Bu durumda amag fonksiyonlari

icin Uyelik fonksiyonlar1 asagidaki gibi olur.
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1 eger f, (x) > ™
™= (%)
£ _fkmin

0 eger f,(x)< i

py (x)=141- eger  f™ < f,(x)< f™ (4.16)

Bulanik matematiksel programlamanin son asamasi, kisit doyumunu en
fazla yaparken amag¢ fonksiyonlarinin c¢atisan hedeflerini dengeleyen bir
optimizasyon modeli kurmaktir. Bellman ve Zadeh (1970), biitiin kisitlarin ve amag
fonksiyonlarmin en kiigiik {iyelik fonksiyonlarinin en ¢oklanmasi ile

basarilabilecegini asagidaki sekilde gostermislerdir.

maxmin {1, (¥), g, ()] =max u (x) (4.17)
Yukaridaki iiyelik fonksiyonlar: ile bu kriteri kullanarak, optimizasyon
problemi boylece asagidaki formiilasyonda A karar degiskeninde gosterilen

optimizasyon problemine doniistiiriiliir.

Max A

St

iSufk (x), k=1 2, .., n
AS/,tgl_(x), j=1,2, .., m

(4.18)

Son olarak, yukaridaki optimizasyon problemi A degeri ve optimal karar

degiskeni degerini ortaya koyan karar degiskeni vektorii x i¢in ¢oziiliir.

a. Bulanik Talep Kisitimin Coéziim Yontemi

Onerilen modelde belirsiz talep parametreleri iiggensel bulanik sayilar ile
gosterilmistir. Uggensel bulanik sayilar, bu parametrelerin kotiimser, beklenen ve
tyimser degerlerini gosterecek sekilde tanimlanmistir. Boylece bulanik bir talep kisiti
olusturulmustur. Lai ve Hwang (1992, 1994) matematiksel islemleri daha etkin

yapabilmek i¢in iiyelik fonksiyonlarini simetrik ticgensel fonksiyonlar ile
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gdstermistir. Buna gore talepteki belirsizligi temsil etmek {izere d/I* iiggenin modal
noktasi olup hedefin en olas1 degerini, df’t ve df, ise sag ve sol ayaklarn ortaya olan

mesafeleri olup, hedefin dj} ’den sapma miktarin1 (en kotlimser ve en iyimser

)

degerlerini) gosterir. Talep kisit1 i¢in tiggensel liyelik fonksiyonu y( 4 ile gosterilir.
it

Uggensel bulanik sayilar, verilerin kolay elde edilebilmesi, bulanik aritmetik
islemlerin basitligi ve esnekliginden kaynaklanan hesaplama kolayligi nedeniyle
literatiirde yaygin olarak kullanilmaktadir (Or. Lai ve Hwang, 1992, 1994; Liang
2006, 2007, 2008, 2009, 2011). Ucgensel iiyelik fonksiyonunun grafik gosterimi
asagidaki gibidir:

»

é »
P m 0
d; d, d, di

Sekil-16: Ucgensel Bulanik Say1 x4, , . Grafiksel Gosterimi

(4)

Yukarida formiile edilen orijinal bulanikk ¢ok amagh programlama
modelindeki Kisit (4.8)’den animsanacagi tizere, miisteri talebi dj; en olas1 ve en az
olas1 degerlere sahip iiggensel bulanik sayidir. Bu calismada d; degerini
durulagtrmak icin Lai ve Hwang (1992)’in Onerdigi agirlikli ortalama metodu
kullanmilmistir. Eger kabul edilebilir en kiiclik iiyelik derecesi, a, verilirse, buna

karsilik gelen denk talep kisit1 asagidaki sekilde olur:
4.19
Zkltz(w-dp +w2-dh”ja+w .d? )'Vklt v ( )

1 %Ita 3 Ylt,a k,l,t

Burada en koétiimser, en olasi ve en iyimser degerleriyle w;+w,+ws=1"dir.

Uygulamada agirliklar karar vericinin tecriibe ve bilgisine gore belirlenir. Bu
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calismada bulanik talep kisit1 i¢in w;=4/6, w,=w3=1/6 olan, Lai ve Hwang (1992)’1n
onerdikleri en olas1 deger kavrami benimsenmistir. Bunun temel nedeni, en olasi

degerin genellikle en dnemli olmas1 ve boylece daha fazla agirlik almasidir.

Gergek hayatta bir karar verici, 6nerilen yaklasimi kullanirken uygun bir o—
kesim seviyesini belirlemek zorundadir. a—kesim seviyesindeki bir degisiklik, hedef
degeri ve dolayisiyla ¢ikt1 sonuclarm etkileyecektir. o—kesim degeri ve ii¢ kritik
noktanin goreceli agirliklari, karar vericinin tecriibbe ve bilgisine dayali olarak

stibjektif bir sekilde ayarlanabilir.

b. Bulanik Cok Amach Programlama Modelinin Coziim Yontemi

Dagitim aglarinin dogas1 geregi, bu konuda gelistirilen modellerin
bliylik bir boliimii karisik tamsayili dogrusal programlama seklindedir. Ancak,
biitlinlesik tedarik zinciri ag1 tasarimi problemlerinde kosullar dogrusal olmayan bir
yap1 arz ettiginden, dogrusal olmayan fonksiyonlarin kullanildig1 bir problem ¢6zim
mantig1 uygulanmalidir. Gergek hayatta karsilagilan problemler i¢in gelistirilen karar
modellerinin kisitlarindan en az biri veya amac¢ fonksiyonunun dogrusal olmadigi
durumlar i¢in gelistirilen tiim kavram ve teknikler “Dogrusal Olmayan
Programlama” adi altinda incelenmektedir. Gelistirilen model, ger¢ek durumlari
yansitma ve/veya tesis yeri se¢imi problemlerinin belirgin yonlerine odaklanma
diisiincesi ile bir¢ok ilave 6zelligi icinde barindirmaktadir. EUM modelindeki iiretim
hiz1 ve talep hizi arasindaki iliskinin dogrusal olmayan yapisi Onerilen modelde

dogrusal olmayan programlama yaklagimini zorunlu kilmaktadir.

Bu calismada gelistirilen bulanik ¢ok amaghh dogrusal olmayan
programlama modeli, biitiin amaclar1 temsil etmek tlizere dogrusal {yelik
fonksiyonlarmi kullanarak, bulanik aritmetik islemlerdeki hesaplama kolayligi ve
esnekligini ortaya koymaktadir. Amag¢ fonksiyonlarinin dogrusal monoton azalan

iiyelik fonksiyonlari ile grafik gosterimi agsagidaki gibi tanimlanir:
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1, z,5z,,
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Zg T Zg 48 Us
f:g(zg): 5 45 Z, <Zg<Zg , g2=12,..,K (420)
Zg T
Us
0, Z,22,
A
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1 -
0 >
AS Us
e e £lz)

Sekil-17: Dogrusal Monoton Azalan u Grafik Gosterimi

felZe)

Burada g’inci amag¢ fonksiyonu i¢in ZgAS ve ZgUS sirastyla pozitif ideal
¢oziim (AS, alt smir) ve negatif ideal ¢oziim (US, iist sinir)’ii gostermektedir.
Dogrusal iiyelik fonksiyonlari, karar vericiden amag fonksiyon degeri araligini [ZgAS ,
ZgUS secmesi istenerek belirlenebilir. Bir amag¢ fonksiyonu icin olas1 deger araligi,
karar verici ve/veya uzmanin bilgi ve tecriibesine dayanarak tahmin edilebilir ve

karar vericinin denk iiyelik fonksiyon derecesi normalde [0,1] araligindadir.

Biitiin bulanik kiimeleri birlestirmek i¢in Bellman ve Zadeh (1970)’in
bulanik karar verme minimum islemcisi kullanilir. Diger bir deyisle, belirlenen
iiyelik fonksiyonlarmi kullanarak, biitiinlesik tedarik zinciri aginda tesis yeri se¢imi
problemi i¢in bulanik ¢ok amagl karisik tamsayili dogrusal olmayan programlama
modeli, A karar degiskeninde gosterilen asagidaki optimizasyon problemine

doniistiirikir.
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Max A
s.t.

A< f,(z,) Ve
Kisit (43-4.7), (4.9-4.11), (4.19) 421
Wiy Ziys vklte{O,l}

X, Y

ijrt> * jkt>

Zklt 20 Vi,j,k,l,r,t

0<A<1
c. Onerilen Modelin Coziim Algoritmasi

Adim 1: Biitiinlesik tedarik zinciri aginda tesis yeri se¢imi problemini
cozmek i¢in orijinal bulanik cok amag¢li dogrusal olmayan programlama (DOP)

modelini formiile et.

Adim 2: En kiiciik iiyelik derecesi a’y1 belirle, daha sonra agirlikli ortalama

metodunu kullanarak bulanik esitsizlik kisitlarini duru hale getir.

Adim 3: Her bulanik amag icin alt sinir (AS, Pozitif Ideal Coziim) ve iist
siir (US, Negatif Ideal Coziimii) degerlerini belirle ve bunlara karsilik gelen

dogrusal monoton azalan/artan tiyelik fonksiyonlarini tanimla.

Adim 4: Biitiin bulanik kiimeleri birlestirmek i¢in minimum islemcisini
kullanarak yardimci degisken A’y1 ata ve orijinal problemi denk siradan DOP

problemine dontistiir.

Adim 5: Siradan tek amaclt DOP modelini ¢6z ve baslangi¢ uzlasik (trade-

off) ¢coziimii elde et.

Adim 6: Bulanik karar verme siirecini uygula ve giincellestir. Eger karar
verici baglangi¢ ¢oziimiinii yeterli bulmaz ise, model, tercih edilen bir doyurucu

¢Ozlim elde edilinceye kadar giincellestirilir.

Gelistirilen modelin akis diyagrami asagidadir:

75



Biitiinlesik tedarik zinciri ag1 tasarim problemi i¢in bulanik
cok amacli karigtk tamsayili  dogrusal olmayan
programlama modelini formiile et.

A

Amag¢ fonksiyonlar1 ve talep kisit1 i¢cin iiyelik

fonksiyonlarmi (z ,_ .. g, , ) belirle.
fg{zg) (d]t)

Zg (g=12..5)

>

14

N

Belirlenen tiyelik fonksiyonlarini kullanarak, tedarik zinciri
ag1 tasarim problemi i¢in bulanik ¢ok amach karisik
tamsayil1 dogrusal olmayan programlama modelini A karar
degiskeninde gosterilen denklem (4.21)’deki optimizasyon
problemine dontistiir.

A 4

Modeli ¢6z ve baslangi¢ uzlasik ¢oziimii bul.

|

| | Modeli ) (Coztim kabul
giincelle. edilebilir mi?

Hayir Evet

» Son

Sekil-18: Onerilen Matematiksel Modelin Akis Diyagrami

MODELIN TEST EDILMESI

Ornek Problem Uygulamasi

Bu boéliimde 6rnek bir problem {izerinden anlatilan model icin

gergek hayattaki endiistriyel durumu yansitan kiiglik parametreler kiimesi
olusturulmustur. Model ile ilgili tesislerin iirlin kapasite araliklar1 Tablo-6’da
verilmistir. Uriin tasima maliyetleri, 100 km.de harcanan yakit miktarmnin, yakitin
litre fiyat:1 ve tesisler arasindaki uzakliklarin carpilmasi ile belirlenmistir. Tesisler
arasindaki uzakliklar sirasiyla tedarik merkezleri ile iiretim tesisleri aras1 100-380

km., iiretim tesisleri ile dagitim merkezleri aras1 70-220 km., dagitim merkezleri ile
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miisteri bolgeleri aras1 10-60 km. araliginda rassal uniform (diizgiin) dagilimdan
tiretilmistir. Uriin tasima maliyetleri, 100 km.’de harcanan yakit miktarinin, yakitin
litre fiyat1 ve tesisler arasindaki uzakliklarin ¢arpilmasi ile belirlenmistir. Modelde
bir birim bitmis iirlin tiretmek i¢in kullanilacak hammadde/yar1 {iriin miktar1 3-5
birim, liretim tesislerinden dagitim merkezlerine gonderilen bitmis tiriinlerden ¢esitli
nedenlerle (defolu iiretim, tasima sirasinda meydana gelen hasarlar vb.) teslim
edilemeyen belirli bir orani temsil etmek {izere modele dahil edilen fire orani1 0.1-0.4
birim, miisteri bolgelerindeki talepler ise her donem i¢in 100-150 birim {iriin olacak
sekilde rassal uniform dagilimdan iretilmistir. Diger maliyet parametreleri ve

araliklar1 Tablo-7°de verilmistir.

Tablo-6: Tesislerin Uriin Kapasiteleri (Birim)

Tesisler Aralik

Tedarik Merkezleri 500-1000
Uretim Tesisleri 300-500
Dagitim Merkezleri 200-400

Tablo-7: Maliyet Parametreleri (TL.)

Parametreler Aralik
Uretim Tesisi A¢ma ve Isletme Maliyeti 700-950
Dagitim Merkezi A¢ma ve Isletme Maliyeti 190-350
Satin Alma Maliyeti 50-70
Siparis Verme Maliyeti 200-300
Stokta Tutma Maliyeti 5-35
Yok Satma Maliyeti 20-40

Onerilen modelin ¢dziim yordammin kolay anlasilmasini saglamak igin, 3
donemi kapsayan, her donem icin 3 aday tedarik merkezi, 3 aday iiretim tesisi, 3
aday dagitim merkezinin oldugu, planlama dénemi boyunca toplam 5 miisteri

bolgesine hizmet veren kii¢iik boyutlu bir 6rnek problem olusturulmustur.

Yukarida parametre araliklar1 verilen ve boyutlari tanimlanan biitiinlesik

tedarik zinciri aginda tesis yeri se¢gimi problemini ¢6zmek i¢in onerilen bulanik ¢ok
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amacglt dogrusal olmayan programlama modelinin etkilesimli ¢oziim asamalar1

asagida sunulmustur.

Ik dnce; ¢ok asamali, cok donemli ve cok amach biitiinlesik tedarik zinciri
aginda tesis yeri se¢imi problemini ¢6zmek i¢in orijinal bulanik ¢ok amagh dogrusal
olmayan programlama modeli denklem (4.21)’deki gibi formiile edilerek kisit (4.19)
kullanilir ve a=0.5 kesim katsayisinda bulanik esitsizlik kisit1 duru hale getirilir.
Daha sonra; karar vericinin her bulanik saymin tiggensel dagiliminin en olasi
degerini kesin deger olarak belirledigi varsayimi ile Ornek problem, amag
fonksiyonlarmin alt ve ist sinirlarini belirlemek icin, Lai ve Hwang (1992)
tarafindan oOnerilen yontem kullanilarak durulastirilan talep kisiti ile birlikte diger
kisitlar altinda her amag tek basma ¢oziiliir. Bulanik amag¢ fonksiyonlarmin monoton
azalan dogrusal iiyelik fonksiyonlar1 denklem (4.20) yoluyla gosterimi asagidadir:

1 z, <51771.768

B

84938.424 - z,

z)= 51771.768 < z, < 84938.424 4.22
Sz) 33166.656 ‘ (4.22)
0, z, > 84938.424
1, z, <32949.862
36707.484 -z,
z)={T"—" 2 36707.484 < z, <32949.862 4.23
f(z) 3757.622 2 (4.23)
0, z, 236707.484

Son olarak; biitiin bulanik kiimeleri birlestirmek i¢in minimum iglemcisi
kullanilarak yardimci degisken A atanir ve orijinal problem denk siradan dogrusal
olmayan programlama problemine doniistiiriiliir. Tablo-8, 6rnek test probleminin tek
amagcli dogrusal olmayan programlama modelinden elde edilen en iyi ¢oziimleri, her
bulanik amag i¢in karsilik gelen aralik degerleri ve elde edilen baslangic uzlasik

cOzlimlerini gostermektedir.
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Tablo-8: Amag Fonksiyonlarmin Coziimleri ve Aralik Degerleri

Baslangi¢
?éﬁig (ADA?anl,) (1\D/[(i)nP222) (AS, US) (Cl\‘/’;‘;n;\‘)l
A 100% 100% - 0.8286
Z,(TL)  51771.768* 84938.424 (51771.768, 84938.424) 56133.798
Z,(TL)  36707.484 32949.862* (32949.862, 36707.484) 33465.219

* Siradan tek amacgli dogrusal olmayan programlama modeli ile elde edilen yaklasik
¢Oziimleri ifade etmektedir.

Ayrica, eger karar verici baslangic ¢0zliimiinii yeterli bulmaz ise model,
tercih edilen bir doyurucu ¢dziim elde edilinceye kadar giincellestirilebilir. Onerilen
yaklagimda karar vericinin, elde edilen ¢dziimlerin amag¢ fonksiyon degerlerine
dayanarak, bu ¢oziimlerini iyilestirmek istedigi ve bulanik amag¢ fonksiyonlarinin alt
ve st smirlarim giincellestirdigi varsayilsin. Bu durumda, iyilestirilmis ¢6ziimlerin
ama¢ fonksiyon degerleri Z;= 56107.198 TL. ve Z,=33465.219 TL. elde edilir.
Onerilen modelin baslangi¢ ¢dziimleri ile iyilestirilmis ¢dziimlerinin amag fonksiyon

degerlerinin karsilastirilmasi Tablo-9’da gosterilmistir.

Tablo-9: Bulanik Amaglarin Alt ve Ust Smir Degerleri

Karar Degiskeni  Baslangi¢ Coziimii Iyilestirilmis Coziim

(25, 2,%) (2", Z,"=(51771.77, 84938.42)  (Z,"S, Z,")=(51771.77, 56133.80)
(Z,"S, Z,")=(32949.86, 36707.49)  (Z,"S, Z,"%)=(32949.86, 33465.22)

Z, (TL) 56133.798 56107.198

Z, (TL) 33465.219 33465.219

A 0.8286 0.00000012163

Onerilen ¢ok amagli dogrusal olmayan programlama modeli,
GAMS/DICOPT ¢oziiciisi (MINOS ve BARON c¢oziiciileri de denemis, ancak
birincisinde daha kotii ¢oziimler elde edilmis, ikincisinde ise herhangi bir ¢oziime
ulagilamamstir.) ile Windows XP Pro Intel 13 islemci 3,20 GHz, 3 GB RAM
ozelliklerine sahip bilgisayar ile ¢oziilmiistiir. Onerilen matematiksel modelin karisik
tamsayili programlama modeli olmasindan dolayr GAMS/DICOPT c¢oziiciisii arka
planda dal-smir (branch-and-bound) algoritmasi kullanmaktadir. Onerilen model igin
olusturulan kii¢iik boyutlu problemin GAMS/DICOPT program kodlar1 EK-A’da,
program ¢iktilar1 EK-B’dedir.
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b. Sayisal Analiz

Onerilen modeldeki ¢ziim yaklasimimi kullanmanim birkag nedeni
sOyle aciklanabilir: 11k olarak, 6nerilen model etken ¢dziim vermektedir. Bir u¢ nokta
(uygun ¢6ziim) vektorii xes (S uygun ¢oziim bolgesidir.) ve buna karsilik gelen
amac¢ fonksiyonu Z,(x) ancak ve ancak onu baskilayan baska hi¢cbir uygun ¢oziim
x €5 Oyle ki Zg(x) < Zg(x) Vg ve Zy(x) < Zy(x) en az bir g i¢in, g=1,2,...,k mevcut
degilse bir etken c¢oziimdiir (Zimmermann 1978, Hannan 1981). Bu calismada,
dogrusal iiyelik fonksiyonlar1 ve minimum islemcisinin kullanildigi, bulanik
matematiksel programlama i¢in etken ¢oziimler veren Bellman ve Zadeh (1970)’in
bulanik karar verme kavrami ile Zimmermann (1978)’mn bulanik programlama
metodu benimsenmistir. Ayrica, Zimmermann (1976, 1978) en ¢oklayan ¢dziimiin
bulanik kiimeleri birlestiren minimum islemcisi i¢in neden her zaman etken ¢oziim
verdigini aciklamistir. Tablo-8’de gosterildigi gibi, durulastirilmis talep kisit1 ile
birlikte diger kisitlar altinda birinci amag¢ fonksiyonu tek basmna ¢oziildiiglinde
Z, = 51771.768, Z, = 36707.484 elde edilirken, aym kisitlar altinda ikinci amag
fonksiyonu tek basina ¢oziildiigliinde Z,=84938.424, 7,=32949.862 elde edilmistir.
Onerilen bulanik ¢ok amacli matematiksel programlama modeli kullanilarak elde
edilen baslangi¢ ¢coziimleri (Z; = 56133.798 ve Z, = 33465.219), tek amagh dogrusal
olmayan programlama modelleri DOP-1 ve DOP-2 yoluyla bulunan yaklagik

cozlimler ile karsilastirildiginda, yine bir etken ¢6ziim oldugunu gostermektedir.

Ikincisi, geleneksel deterministik modeller, birden fazla amacin catisan
dogas1 ve gercek hayat biitiinlesik tedarik zinciri planlama problemlerinin
parametreleri ile ilgili belirsizlik nedeniyle etkili ¢oziimler elde etmenin uygun
yontemleri degildir. Onerilen modelden elde edilen ¢ziimler ise, Tablo-8 ve Tablo-
9’da gorildigii gibi, birbirine bagimli ama¢ fonksiyonlar1 arasindaki catisma ve
etkilesimli 6diinlesmeyi saglayarak gercek hayat problemlerine daha yakin ¢éziimler
vermektedir. Boylece onerilen model; bir tarafta uzakliklara bagli toplam maliyet ve
sabit agma/isletme maliyetlerini, diger tarafta satin alma, siparis verme, stokta tutma

ve yok satma maliyetlerini eszamanli olarak en azlamaktadir.

Onerilen modelin diger bir avantaji, biitiinlesik tedarik zinciri agmdaki tesis

yeri se¢imi problemini ¢cozmek icin bulanik hedeflerde dogrusal iiyelik fonksiyonlar:
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ile bulanik talep kisitinda ticgensel dagilimi (a=0.5 kesim seviyesinde, agirlikli
ortalama yontemi) benimseyerek, model formiilasyonu ve aritmetik islemler
acisindan biiyiik hesaplama kolaylig1 ve esneklik saglamaktadir. Burada formiile
edilen orijinal bulanik ¢ok amagli dogrusal olmayan programlama problemi, bulanik
kiimeleri birlestirmek i¢in minimum islemcisini kullanan Zimmermann (1976,
1978)’1n bulanik hedef programlama yontemine dayanarak denk dogrusal olmayan

programlama problemine doniistiiriilmustiir.

Ayrica; baglangic ve iyilestirilmis ¢oziimlerin karsilastirilmasi, bulanik
amag¢ fonksiyonlarmin alt ve {ist sinirlarindaki degisimlerin hesaplama sonuglarini
etkiledigini gostermektedir. Tablo-8 ve Tablo-9’da bulanik amaglarin alt ve iist
snirlart igin baslangie degerleri (2,5, Z,%%) = (51771.768, 84938.424) TL. ve (Z,"5,
ZQUS) = (32949.862, 36707.484) TL. Baslangi¢c ¢6ziimlerinin nihai amag¢ fonksiyon
degerleri Z; = 56133.798 TL ve Z, = 33465.219 TL’dir. Bu bulgu gdstermektedir ki,
onerilen modelin uygulanmasinda her bulanik amag¢ fonksiyonu i¢in karsilik gelen
dogrusal iiyelik fonksiyonlarmin etkili sekilde belirlenebilmesi i¢in karar vericinin
bulanik amag¢ fonksiyonlarinin uygun alt ve iist sinirlarini belirlemesi gerekmektedir.
Uygulamada, her bulanik amag fonksiyonu i¢in siradan tek amagli dogrusal olmayan
programlama c¢oziimleri ¢ogunlukla amag¢ fonksiyonlarmin alt ve iist sinirlar1 i¢in
baslangic noktalar1 olarak kullanilmistir. Baslangic c¢oziimlerinden elde edilen

degerlerin alt ve {ist smir aralig1 iginde kaldig1 goriilmektedir.

Onerilen yaklasimda karar vericinin, baslangi¢ ¢dziimiiniin amag fonksiyon
degerlerine dayanarak, daha iyi bir ¢6ziim elde etmek istedigi ve bulanik amag
fonksiyonlarmin alt ve iist smirlarimi yeniledigi varsayilmistir. Tablo-10, onerilen
modelin ¢oziimiinden elde edilen sonuglari gostermektedir. Bulanik amag
fonksiyonlarmin alt ve iist sinirlar1 baglangic ¢oziimiiniin amag fonksiyon degerlerine
bagh olarak (Z,%%, Z,%%) = (51771.768, 56133.798) TL. ve (Z,"°, Z,"%) =
(32949.862, 33465.219) TL. olarak giincellestirilmistir. Son olarak iyilestirilmis
coziimler Z; = 56133.798 TL ve Z, = 33465.219 TL elde edilmistir. Buna bagh
olarak Q'=374.590 ve b'=1.642 birim elde edilmistir. Iyilestirilmis ¢oziimden elde
edilen sonuglara gore; her donemde acilacak tesisler ve sayilar1 ile hangi miisterinin
hangi dagitim merkezinden hangi donemde hizmet alacagi Tablo-10’da

gosterilmistir.
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Tablo-10: Ornek Problem igin Onerilen Matematiksel Modelin Cikt1 Sonuglari

Karar degiskeni Cikt1 sonuglari

Amag fonksiyonu ve A degeri  Z,=56107.198 TL, Z,= 33465.219 TL,
2= 0.00000012163

Xijre (birim) X1212=178.4, Xia13= 944, Xi23= 786, Xixnsz= 556,
X]g]:178.44, X]232: 786, X]233: 457019, X332]: 2997,
X3322: 27570, X333]: 512, X3332: 528

Yk (birim) Yo13= 119.41, Yo3,= 137.78, Ya35= 160.17, Y30= 114.8,
Y33=115.96

Zy; (birim) Zy53=107.47, Zyo=103.33, Z311= 104.37, Z33;= 128.13,
Z34p=12

viae (0,1) V153= V220= V311= V333= Vag= 1, digerleri 0

w;ii (0,1) W= Wa3= W31= W3= 1, digerleri 0

7 (0,1) Z15= Zo1= Zop= Z31= Z3= Z33=1, digerleri 0

Q* (EUM) 374.59 birim.

b* (Yok satilan miktar) 1.642 birim.

Bu durumda daha iyi bir etken ¢6ziim elde edilmistir. Biitiinlesik tedarik
zinciri aginda c¢ok amaglh iretim/dagitim planlama problemi ig¢in, karar verici
normalde tercih edilen etken ¢6ziimiin miimkiin oldugunca amag¢ fonksiyonunun en
iyi alt smirma (Pozitif Ideal C6ziim, tek amacli dogrusal olmayan programlama

¢Ozlimii) yakin olanini segecektir.

Sonu¢ olarak, onerilen model karar vericiye doyurucu tercih edilen bir
¢oziim elde edilinceye kadar bulanik/belirsiz veri ile ilgili parametreleri
gilincellestirme imkani saglayan, bulanik karar verme siirecini kolaylastiran
sistematik bir cer¢eve saglamaktadir. Daha da onemlisi bu calismada ele alinan
¢Ozlim yaklagimi, ¢6ziim siireci boyunca tercih edilen doyurucu etken bir ¢6ziime

ulasincaya kadar karar vericinin arama yOniiniin belirlenmesini saglar.
c. Test Problemlerinin Uretilmesi
Olusturulan modelin etkinligi ve gecerliligi, gercek durumlarin

modele miimkiin oldugu kadar dogru bir sekilde yansitilmasma baghdir. Onerilen
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modelin performansi ile ilgili kabul edilebilir bir giiven seviyesini basarabilmek ve
¢Oziim yordaminin tutarh sonuclar verdigini test edebilmek i¢in yukarida tanimlanan
parametre araliklar1 ile Borland C++ Builder programlama dili kullanilarak degisik
boyutlarda test problemleri iiretilmistir. Literatiirde benzer ¢alisma olmadigindan test
problemleri tarafimizdan tretilmistir. Test problemi iiretme C++ kodlar1 EK-C’de

sunulmustur. Test problemi iiretme kaba (pseudo) kodu asagidaki sekilde verilmistir.

Basla
Problem kombinasyonlarmi belirle (Kiigiik boyutlu, Orta boyutlu, Biiylik boyutlu)
Her problem kombinasyonu igin;
Doénem sayisi, T
Miisteri sayist, L
Dagitim merkezi sayisi, K
Uretim Tesisi sayisi, J
Tedarik merkezi sayisi, |
Bilgilerini belirle.
Kombinasyondaki her bir problem igin;
Uriin icin gerekli hammadde sayisin1 belirle. U(2,4)

Her dénemdeki her tedarik merkezindeki hammadde kapasitelerini tiret.
U(4500,6000) (Kesikli diizgiin dagilim)

Her dénemdeki her tiretim tesisinin kapasitesini {iret. U(2500,3000)
(Kesikli diizgiin dagilim)

Her dénemdeki her dagitim merkezinin kapasitesini iiret. U(200,400)
(Kesikli diizgiin dagilim)

Her dénemdeki iiretim tesisi sabit agma maliyetlerini iiret. U(700,950)
(Siirekli diizglin dagilim)

Her dénemdeki dagitim merkezi sabit agma maliyetlerini tiret. U(190,320)
(Siirekli diizglin dagilim)

Her dénemdeki her miisterinin talebini iiret. U(100,150)
(Kesikli diizgiin dagilim)

Uriin icindeki her hammadde kullanim miktarinz iiret. U(2,4)
(Kesikli diizgiin dagilim)

Her tedarik merkezi ile her tiretim tesisi arasindaki uzakliklart tiret. U(100,380)
(Siirekli diizglin dagilim)

Her iiretim tesisi ile her dagitim merkezi arasindaki uzakliklar1 tiret. U(70,220)
(Siirekli diizglin dagilim)

Her dagitim merkezi ile her miisteri arasindaki uzakliklari tiret. U(10,60)
(Siirekli diizglin dagilim)

Her dénemdeki her dagitim merkezinin;
Satin alma maliyetini iiret. U(50,70) (Siirekli diizgiin dagilim)
Siparis verme maliyetini tiret. U(200,300) (Siirekli diizgiin dagilim)
Stokta tutma maliyetini tiret. U(5,35) (Siirekli diizgiin dagilim)
Yok satma maliyetini iiret. U(20,40) (Siirekli diizgiin dagilim)

Kombinasyondaki problem sayisi bitince sonlandir
Problem kombinasyon sayis1 bitince sonlandir

Son

Sekil-19: Test Problemi Uretme Kaba (Pseudo) Kodu
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Problem setleri, problemin icerdigi tedarik merkezi-iiretim tesisi-dagitim

merkezi-miisteri bolgesi-donem (i—j—k—1-t) sayilar1 dikkate alarak olusturulmustur.

Uretilen test problemleri, GAMS/DICOPT ¢éziiciisii ile elde edilen ¢dziim
siireleri ve amag¢ fonksiyonu degerlerinin biiytlikliigii (maliyetler) dikkate alinarak
dort farkl tipe ayrilmistir. Problem tipleri siniflandirilirken donem sayis1 ve miisteri
sayisinin problemin ¢oziim siiresi ile amag¢ fonksiyonu degerlerindeki artisa neden
olan en onemli iki faktor oldugu tespit edilmistir. Miisteri sayisindaki artisa bagl
olarak ise, sirasiyla aday dagitim merkezleri, aday iiretim tesisleri ve aday tedarik
merkezleri arasindan agilacak tesis sayilar1 da artmaktadir. Buna gore; donem sayisi
ist smir1 7, miisteri sayisi iist smir1 10 ve aday tesis sayilari iist sinir1 5 olan test
problemleri I. Tip (kii¢iik boyutlu); donem ve miisteri sayis1 10-20 araliginda, aday
tesis sayilar1 5-7 araliginda olan test problemleri II. Tip (orta boyutlu); donem sayisi
10, miisteri sayist 20-40 araliginda ve aday tesis sayilar1 10-20 araliginda olan test
problemleri III. Tip (biiylik boyutlu); donem sayis1 15-20 araliginda, miisteri sayisi
20-40 araliginda ve aday tesis sayilar1 10-20 olan test problemleri IV. Tip (¢ok biiyiik
boyutlu) problemler olarak smiflandirilmistir. Test problemi siniflandirma araliklar

asagidaki tabloda verilmistir.

Tablo-11: Test Problemi Siniflandirma Araliklari

Problem Tipleri

Parametreler

I. Tip II. Tip III. Tip IV. Tip
Aday Tedarik Merkezi Sayisi 3-5 5-7 1020 1020
Aday Uretim Tesisi Sayis1 3-5 5-7 10-20 10-20
Aday Dagitim Merkezi Sayis1 3-5 5-7 10-20 10-20
Miisteri Sayis1 5-10 1020 2040 2040
Doénem Sayisi 3-7 1020 10 15-20

Uretilen test problemlerinden segilen farkli boyutta 40 adet probleme iliskin
bilgiler Tablo-11’de verilmistir.
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Tablo-11: Test Problemi Boyutlar1

Aday Aday Aday
Tip Sira Boyut tedarik' ﬁret'il'n dagltlm Misteri | Ddnem
Nu. merkezi tesisi merkezi | sayisi (1) | sayisi (t)
sayisi (1) | sayisi (j) | sayisi (k)
1 4-3-4-5-3 4 3 4 5 3
2 4-3-3-7-3 4 3 3 7 3
3 3-3-5-7-3 3 3 5 7 3
4 5-3-5-10-3 5 3 5 10 3
I 5 4-4-3-5-5 4 4 3 5 5
6 3-4-4-10-5 3 4 4 10 5
7 4-4-4-5-7 4 4 4 5 7
8 3-4-3-7-7 3 4 3 7 7
9 5-3-4-10-7 5 3 4 10 7
10 5-5-5-10-7 5 5 5 10 7
11 7-5-5-10-10 7 5 5 10 10
12 5-6-7-10-10 5 6 7 10 10
13 6-7-7-20-10 6 7 7 20 10
14 7-5-6-10-15 7 5 6 10 15
I 15 7-5-7-15-15 7 5 7 15 15
16 5-6-7-15-15 5 6 7 15 15
17 6-5-5-20-15 6 5 5 20 15
18 6-7-5-20-15 6 7 5 20 15
19 6-5-5-20-20 6 5 5 20 20
20 7-7-5-20-20 7 7 5 20 20
21 15-15-10-20-10 15 15 10 20 10
22 10-20-10-20-10 10 20 10 20 10
23 15-20-20-20-10 15 20 20 20 10
24 15-10-10-30-10 15 10 10 30 10
I 25 10-15-10-30-10 10 15 10 30 10
26 10-10-15-30-10 10 10 15 30 10
27 20-20-15-30-10 20 20 15 30 10
28 10-10-10-40-10 10 10 10 40 10
29 20-15-10-40-10 20 15 10 40 10
30 15-15-15-40-10 15 15 15 40 10
31 20-10-15-30-15 20 10 15 30 15
32 20-20-20-30-15 20 20 20 30 15
33 20-20-10-40-15 20 20 10 40 15
34 20-10-15-30-20 20 10 15 30 20
v 35 20-15-20-30-20 20 15 20 30 20
36 15-10-10-40-20 15 10 10 40 20
37 15-10-20-40-20 15 10 20 40 20
38 20-10-20-40-20 20 10 20 40 20
39 20-15-20-40-20 20 15 20 40 20
40 20-20-20-40-20 20 20 20 40 20
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Her bir problem boyutu i¢in iiretilen 6rnek problemlerin 72000 saniye (20
saat) coziilmesiyle elde edilen degerler Tablo-12-15’te verilmistir. 30 ve daha biiyiik
sayida donem (t) ile 50 ve daha biiyiik sayida miisteri (I) iceren biiyilk boyutlu
problemlerin ¢éziim stiresi 20 saati astigindan, iiretilen test problemlerinden segilen
40 adet 6rnek problem i¢in kaynak kullanimi (resource usage) 72000 saniye ile
sinirlandirilmistir. Bu siire igerisinde bulanik amag¢ fonksiyonlarmin uygun alt ve iist
sinirlarmi belirlenmis, 6nce baslangi¢ ¢coziimleri, daha sonra baslangi¢c ¢oziimiiniin
ama¢ fonksiyon degerlerine dayanarak, iyilestirilmis ¢6ztimlere ulagilmistir. Tablolar
incelendiginde; 1yilestirilmis ¢6ziimden elde edilen degerlerin, baslangi¢
coziimlerinden elde edilen degerlere oranla ama¢ fonksiyonlarinin alt simir
degerlerine daha cok yakmnsadigi goriilmektedir. Bu durum da karar vericinin
(tedarik zinciri yOneticisinin) daha doyurucu etken c¢Oziimlere ulagsmasini

saglamaktadir.

Bununla birlikte, GAMS/DICOPT optimizasyon programinin dogrusal
olmayan programlama modellerinde optimal ¢6ziimleri garanti edememesi

nedeniyle, liretilen test problemlerinde yaklasik ¢oziimler elde edilmistir.
Test problemleri iiretiminde ve GAMS/DICOPT ¢6ziiciist ile ¢oziimlerin

elde edilmesinde, Windows XP Pro Intel i3 islemci 3,20 GHz, 3 GB RAM

ozelliklerine sahip bilgisayar kullanilmistir.
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Tablo-12: 1. Tip Ornek Test Problemlerinin Hesaplama Sonuglar1

SN‘fla i k1 g | Amac F"ggfgi"nu/CPU (I\DA%PZII) (ADACi:lei) (AS/US) Bé‘jiﬁf lyilestirilmis Coziim
A 100% 100% - 0.894681 0.2676-8
R 7, (TL) 46669.21405  122177.6619 (46669.21405,122177.6619) 54498.59695 54300.19695
7, (TL) 3687443677 35595.80226 (36874.43677.35595.80226) 35730.46626 35730.46626
CPU Siiresi (sn.) 0.084 0.092 : 0.36 0.25
A 100% 100% - 0.953145 0.000193
S 7, (TL) 74648.49 139568.05 (74648 49, 139568.05) 77690.32 77689.73
7, (TL) 4792071 46151.88 (4792071, 46151.88) 4623476 4623474
CPU Siiresi (sn.) 0.05 0.033 : 0.12 0.14
A 100% 100% - 0724717 0.000201
s 1y 3 s 9 3 7, (TL) 1288413603 174471.6473 (128841.3603,174471.6473) 140475.6707 140168.0708
7, (TL) 5730846337 4877267737 (57308.46337 48772.67737) 51122.43319 51122.43319
CPU Siiresi (sn.) 0.266 0.105 : 034 0.28
A 100% 100% - 0.046482 075208
s ls 3 s 10 3 7, (TL) 1233513491 247188.8224 (123351.3491 247188.8224) 129978.8863 129956.7699
7, (TL) 7453853382 70126.05313 (74538.53382.70126.05313) 70362.20039 70362.20039
CPU Siiresi (sn.) 0.259 0.512 . 0.49 0.46
A 100% 100% - 0.891477 0.3028
I 7, (TL) 45163.0359  85781.64243 (45163.0359,85781.64243) 49329.01496 4912221496
7, (TL) 3239756032 29810.6017 (32397.56032.29810.6017) 30091.34621 30091.34621
CPU Siiresi (sn.) 0.139 0.089 ] 0.37 0.28
A 100% 100% - 0.87951 0012275
s 13 4 4 10 s 7, (TL) 1007143984 188194.8964 (100714.3984.188194.8964) 111236.5387 110931.9501
7, (TL) 68103.84701  61237.82914 (68103.84701.61237.82914) 62065.11491 62065.11491
CPU Siiresi (sn.) 0.476 0.226 : 1.97 1.06
A 100% 100% - 0.848975 0.440c-8
A 7, (TL) 4424562777 81930.82057 (44245 62777.81930.82057) 49771.98046 49482.58046
7, (TL) 3633231283 3163629907 (36332.31283.31636.29907) 32345.51370 32345.51370
CPU Siiresi (sn.) 0.043 0.144 : 0.56 0.42
A 100% 100% - 0.879676 0.492¢-8
s 13 4 3 7 4 7, (TL) 80313.06242  132513.6619 (80313.06242,132513.6619) 86247.52021 85500.02021
7, (TL) 4631698758  43209.00218 (46316.98758.43209.00218) 43582.96860 43582.96360
CPU Siiresi (sn.) 0.204 0.136 : 0.50 037
A 100% 100% - 0847867 022208
o |'s 3 4 10 7 7, (TL) 1267523668 268444.2668 (126752.3668.268444.2668) 148307.98115 148307.98115
7, (TL) 691783225  62669.21959 (69178.3225,62669.21959) 63639.65581 63639.65581
CPU Siiresi (sn.) 0.469 0.286 ) 0.67 0.62
A 100% 100% - 0.8512 020108
ols s s 10 4 7, (TL) 95762.1041 1881727514 (95762.1041,188172.7514) 109512.85003 109512.85003
7, (TL) 6882638428 57369.55355 (68826.38428,57369.55355) 58972.59157 58972.59157
CPU Siiresi (sn.) 1,282 0.334 . 2.57 1.45
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Tablo-13: II. Tip Ornek Test Problemlerinin Hesaplama Sonuglari

IS\I‘fla i k1 g | Amac F"é‘ill.‘rség‘m“/CPU (I\DA%PZII) (I\D/[Ci:1PZ22) (AS/US) Bé‘j;?fl‘f Tyilestirilmis Coziim
n 100% 100% : 0.947501 0378697
dl7 s s 10 10 7, (TL) 86307.97115 2512937295 (86307.97115,251293.7295) 94782.14143 94095.36994
7, (TL) 65859.00455  58663.94687 (65859.90455,58663.94687) 59041.72551 59029.63647
CPU Siiresi (sn.) 2.933 0.562 : 2.00 1.98
A 100% 100% : 0915524 0.504c-8
bls 6 7 10 10 7, (TL) 76152.6282  182389.5086 (76152.6282,182389.5086) 85023.28060 84987.54463
Z, (TL) 6493827954  58321.61375 (64938.27954.58321.61375) 58880.56398 58880.56398
CPU Siiresi (sn.) 2,617 0,843 : 2.95 2.56
A 100% 100% 5 0871119 0.000157
3le 7 7 2 10 Z, (TL) 1751817413 422969.6741 (175181.7413.422969.6741) 207116.81980 207111.80221
7, (TL) 1367402079 116231.5608 (136740.2079.116231.5608) 118874.72929 118874.31401
CPU Siiresi (sn.) 384357 3.107 : 15.15 14,54
A 100% 100% 5 0.881887 0238283
a7 s 6 10 1 7, (TL) 60167.42955  138286.6606 (60167.42955,138286.6606) 69394.30600 69394.30600
7, (TL) 71834.18882  57834.83648 (71834.18882.57834.83648) 59448.06820 59203.46520
CPU Siiresi (sn.) 4,136 1,343 : 7.47 6.91
A 100% 100% 5 0.845587 0
s 17 s 7 s s 7, (TL) 97351.19842  187656.7356 (97351.19842,187656.7356) 111209.5727 111209.5727
7, (TL) 0746271392 85859.54491 (97462.71392.85859.54491) 87651.21976 87651.21976
CPU Siiresi (sn.) 86.794 2.741 . 1231 12,03
A 100% 100% 5 0.847507 0.185¢-8
6 ls 6 7 15 15 7, (TL) 118935.5033  198040.7259 (118935.5033,198040.7259) 130998.52105 130960.75907
7, (TL) 9935630021  85276.9127 (99356.30021,85276.9127) 87423.92520 87423.92520
CPU Siiresi (sn.) 138.858 2.741 : 13.13 14.73
A 100% 100% 5 0.841104 6.3¢-05
7l s s a0 1 7, (TL) 138148.4908  365079.9954 (138148.4908.365079.9954) 174207.0536 174204.7694
7, (TL) 1379217007 120337.1413 (137921.7007.120337.1413) 123045.8485 123027.5644
CPU Siiresi (sn.) 167.485 2.593 : 33.43 16.29
A 100% 100% 5 0.896392 0.001494
8 le 7 5 2 15 7, (TL) 204296.1785  468759.092 (204296.1785.468759.092) 231696.69712 231650.60182
7, (TL) 1314160633 113990.0611 (131416.0633,113990.0611) 115795.53731 115792.84042
CPU Siiresi (sn.) 124312 2,982 : 20.89 13.57
A 100% 100% 5 0.868906 0.000221
o le s s 2 2 7, (TL) 158085.3097  486679.5618 (158085.3097.486679.5618) 20116192385 20116192385
7, (TL) 130916.1046  109057.6369 (130916.1046.109057.6369) 111873.62317 111847.2611
CPU Siiresi (sn.) 1001.46 4.163 : 48.05 41,92
A 100% 100% 5 09272343 0.2560-7
o |7 7 s 20 2 7, (TL) 154933.9299  492625.631 (154933.9299,492625.631) 179448.57991 179428.72053
7, (TL) 1346453722 114300.5662 (134645.3722,114300.5662) 115780.96136 115780.96136
CPU Siiresi (sn.) 20,732 4,961 . 24,15 20,61
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Tablo-14: III. Tip Ornek Test Problemlerinin Hesaplama Sonuglari

Sira . . Amag Fonksiyonu/CPU DOP-1 DOP-2 - Baglangic lyilestirilmis
Nu. Pk Siiresi Min Z,) (Min Z,) (AS/US) Coziimil Coziim
A 100% 100% - 0.961742 0.000105
1 15 15 10 20 10 Z, (TL) 166139.232 457706.1961 (166139.232,457706.1961) 177294.1285 177292.9603
Z, (TL) 138111.2881 115361.0372 (138111.2881,115361.0372) 116231.4263 116231.3351
CPU Siiresi (sn.) 292.407 72.494 - 787.52 906.69
A 100% 100% - 0.916535 5.6e-05
20 10 20 10 20 10 Z, (TL) 147965.503 393234.1807 (147965.503,393234.1807) 168436.7932 168435.6401
Z, (TL) 142523.9899 113555.5087 (142523.9899,113555.5087) 115973.3559 115973.2197
CPU Siiresi (sn.) 1000.038 10.807 - 635.34 752.61
A 100% 100% - 0.901804 0.000512
33 15 20 20 20 10 Z, (TL) 124171.4868 362142.4921 (124171.4868,362142.4921) 147539.2564 147527.293
Z, (TL) 134687.0823 111813.5772 (134687.0823,111813.5772) 114059.6609 114058.511
CPU Siiresi (sn.) 1001.489 27.174 - 1000.88 1000.9
A 100% 100% - 0.928158 4.5¢-05
24 15 10 10 30 10 Z, (TL) 209841.8162 585619.3122 (209841.8162,585619.3122) 236838.3423 236837.1245
Z, (TL) 207301.2786 175900.5588 (207301.2786,175900.5588) 178156.4426 178156.3409
CPU Siiresi (sn.) 1000.039 1000.179 - 1000.59 616.5
A 100% 100% - 0.896063 0.000192
25 10 15 10 30 10 Z, (TL) 219788.7982 608353.2645 (219788.7982,608353.2645) 260175.07770 260167.317
Z, (TL) 207744.7132 171725.7502 (207744.7132,171725.7502) 175469.45822 175468.7388
CPU Siiresi (sn.) 1000,039 1000,039 - 72000,94 7922,33
A 100% 100% - 0.864036 0.000235
26 10 10 15 30 10 Z, (TL) 217919.2613 596010.608 (217919.2613,596010.608) 269325.99389 256874.00762
Z, (TL) 214085.1132 169627.0932 (214085.1132,169627.0932) 175666.47589 174207.60238
CPU Siiresi (sn.) 1003,295 1000,04 - 30323,85 5479,54
A 100% 100% - 0.951097 0.434956
27 20 20 15 30 10 Z, (TL) 215146.6157 634555.7285 (215146.6157,634555.7285) 235656.816 226735.78650
Z, (TL) 205023.0414 171728.7683 (205023.0414,171728.7683) 173356.9452 172648.76030
CPU Siiresi (sn.) 1001.423 84.85 - 1000.99 13883.17
A 100% 100% - 0.930952 3.3e-05
28 10 10 10 40 10 Z, (TL) 286191.8095 614978.7613 (286191.8095,614978.7613) 308893.8564 308893.1184
Z, (TL) 264850.3009 232381.7948 (264850.3009,232381.7948) 234623.6768 234623.6039
CPU Siiresi (sn.) 1000,039 1000,055 - 3051841 5758,09
A 100% 100% - 0.675599 0.970853
29 20 15 10 40 10 Z, (TL) 282248.5938 764035.0004 (282248.5938,764035.0004) 758386.47078 296126.7316
Z, (TL) 270150.4023 229271.3266 (270150.4023,229271.3266) 814234.38050 246321.4255
CPU Siiresi (sn.) 1000,397 1000,085 - 23,57 1000,8
A 100% 100% - 0.939778 0.0022
30 15 15 15 40 10 Z, (TL) 312819.8969 745585.1177 (312819.8969,745585.1177) 338882.0452 338824.7038
Z, (TL) 267255.7642 226369.574 (267255.7642,226369.574) 228831.8374 228826.42
CPU Siiresi (sn.) 1004,124 1000,07 - 14672,25 50013,41
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Tablo-15: IV. Tip Ornek Test Problemlerinin Hesaplama Sonuglari

Sira . . Amag Fonksiyonu/CPU DOP-1 DOP-2 .. Baglangic lyilestirilmis
Nu. Py kel ! Siiresi Min Z,) (Min Z,) (AS/US) Coziimil Coziim
A 100% 100% - 0.913616 1.5¢-05
31 20 10 15 30 15 Z, (TL) 193158.2209 607533.9895 (193158.2209,607533.9895) 228953.61395 228953.063
Z, (TL) 212905.4066 168141.1593 (212905.4066,168141.1593) 172008.06936 172008.0099
CPU Siiresi (sn.) 1000,117 48,484 - 31904,27 4033,84
A 100% 100% - 0.957743 0.343781
32 20 20 20 30 15 Z, (TL) 208933.8891 645850.3704 (208933.8891,645850.3704) 227396.72655 227390.37433
Z, (TL) 217742.5369 167688.1908 (217742.5369,167688.1908) 169803.34391 169802.61619
CPU Siiresi (sn.) 1000.133 1000.117 - 48418.53 4483.74
A 100% 100% - 0.941239 0.000701
33 20 20 10 40 15 Z, (TL) 244325.7121 766863.6794 (244325.7121,766863.6794) 275030.5384 275009.02727
Z, (TL) 267730.8422 229969.0748 (267730.8422,229969.0748) 232187.9921 232186.43758
CPU Siiresi (sn.) 1000.117 172.175 - 1001.41 14740.00
A 100% 100% - 0.922944 0.000507
34 20 10 15 30 20 Z, (TL) 217018.6908 623580.639 (217018.6908,623580.639) 248346.8698 248331.0008
Z, (TL) 204898.0187 165638.6065 (204898.0187,165638.6065) 168663.7934 168662.261
CPU Siiresi (sn.) 1000,134 70,292 - 14699,22 2107,25
A 100% 100% - 0.935937 0.146¢-8
35 20 15 20 30 20 Z, (TL) 157187.65 465598.2956 (157187.65,465598.2956) 176945.26663 176945.2667
Z, (TL) 202216.2718 163399.8156 (202216.2718,163399.8156) 165886.50233 165886.5023
CPU Siiresi (sn.) 1000,209 123,924 - 23253,06 1002,11
A 100% 100% - - -
36 15 10 10 40 20 Z, (TL) 267645.0953 770714.8242 (267645.0953,770714.8242) 0.00000 0.00000
Z, (TL) 261695.732 221004.6177 (261695.732,221004.6177) 0.00000 0.00000
CPU Siiresi (sn.) 1001,634 73,26 - 13,46 116,63
A 100% 100% - - -
37 15 10 20 40 20 Z, (TL) 259701.7938 824116.5424 (259701.7938,824116.5424) 0.00000 0.00000
Z, (TL) 270181.1764 217181.9171 (270181.1764,217181.9171) 0.00000 0.00000
CPU Siiresi (sn.) 1002,27 236,105 - 118,64 387,88
A 100% 100% - - -
38 20 10 20 40 20 Z, (TL) 274412.3851 851947.8866 (274412.3851,851947.8866) 0.00000 0.00000
Z, (TL) 272273.9587 220525.091 (272273.9587,220525.091) 0.00000 0.00000
CPU Siiresi (sn.) 1000,756 226,9 - 39,25 400,39
A 100% 100% - - -
39 20 15 20 40 20 Z, (TL) 284631.0016 833023.2916 (284631.0016,833023.2916) 0.00000 0.00000
Z, (TL) 269085.3714 218459.4992 (269085.3714,218459.4992) 0.00000 0.00000
CPU Siiresi (sn.) 1000.244 298.705 - 44.90 490.71
A 100% 100% - - -
40 20 20 20 40 20 Z, (TL) 234732.6981 803868.7426 (234732.6981,803868.7426) 0.00000 0.00000
Z, (TL) 268456.9688 219714.3439 (268456.9688,219714.3439) 0.00000 0.00000
CPU Siiresi (sn.) 1000,21 342,445 - 19971,96 523,13

90




Test problemlerinin ¢6zlimlerinden de anlasilacagi Tlzere, problem
boyutunun biiyiikliigii arttikga problemi ¢ozmek i¢in gerekli zaman ve toplam sistem
maliyeti artmaktadir. Ayrica, amag¢ fonksiyonlarinin alt ve st siir degerleri
arasindaki araligin artis gosterdigi ve GAMS/DICOPT c¢oziiclisii ile elde edilen
yaklagik ¢ozlimlerin, kiiclik boyutlu problemlere gore alt smir degerlerinden daha
fazla sapmaya maruz kaldigi (¢6ziimiin kotiilestigi) goriilmektedir. Tablo-15’te
goriildigi gibi, 36, 37, 38, 39 ve 40 numarali test problemlerinde GAMS/DICOPT
optimizasyon programi, amag¢ fonksiyonlarinin alt ve iist smir degerlerini elde
etmesine ragmen herhangi bir ¢6ziime ulasamamaktadir. Biitiinlesik tedarik zinciri
aginda tesis yeri se¢cimi problemlerinin karmasikligit NP—Zor problemler sinifina
girer ve lojistik tesislerin sayisi, yerleri ve bunlara miisteri taleplerinin atanmasinin
eszamanli belirlenmesi genel bir bakis acisim1 gerektirir. Tesis yeri segimi
problemlerini optimal sekilde ¢ozmek i¢in gelistirilen algoritmalar kombinatoryal
olarak patlamaktadir ve bu tiir problemleri pratik uygulamalarda istendigi gibi
defalarca ¢ozmek i¢cin gereken kaynaklar kisitlayicidir. NP—Zor, optimizasyon
problemlerini smiflandirmak i¢in kullanilan bir terimdir. Bugiine kadar bu tip
problemler i¢cin polinom zamanli bir algoritma gelistirilememistir. NP—Zor
problemlerin optimal ¢Oziimiinii bulmak, iissel zamanli (dolayis1 ile ¢ok uzun
siirebilecek) bir algoritma yoluyla miimkiindiir (Garey ve Johnson, 1979). Bu

nedenle problemin ¢oziimiinde genellikle sezgisel algoritmalar kullanilmaktadir.

Ayrica, bu calismada olusturulan matematiksel modelin dogrusal olmayan
yapist problemin karmasikligin1 daha da artrmakta ve ¢oziimii zorlastirmaktadir.
Calismada yararlanilan GAMS/DICOPT c¢6ziiciisii, dogrusal olmayan programlama
modellerinin ¢ok kiiciik problemlerde dahi optimal c¢oziimlerini garanti
edememektedir. GAMS/DICOPT c¢oziiciisiinden elde edilen ¢oziimler, yukarida da
belirtildigi gibi yaklasik c¢ozlimlerdir. Bu nedenle, Onerilen bulanik ¢ok amacl
dogrusal olmayan programlama modeli i¢in, GAMS/DICOPT ¢oziiciisiiniin elde
ettigi yaklagik ¢oziimlerden daha iyi ¢Oziimler elde edebilmek ve ¢oziim elde
edilemeyen biiylik boyutlu problemleri kabul edilebilir siirede ¢ozebilmek amaciyla

sezgisel yontem gelistirilmelidir.

En 1yi bilinen genel sezgisel metotlar; Tabu Arama, Tavlama Benzetimi

(TB) ve Genetik Algoritmalardir. Son yillarda bu sezgisellerin popiilaritesi artmistir
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ve literatiirde benzerlerinden {istiin performans gosteren bir¢ok yaymlanmig ¢alisma
bulunmaktadir. Bu ¢aligmada, Biitiinlesik Tedarik Zinciri Aginda Tesis Yeri Se¢imi
Problemleri iizerinde TB tabanli sezgisel algoritma uygulamasi yapilmis ve bu
algoritmanimn performans: degisik parametreler ile karsilastirilarak karar vericiye en

uygun alternatifler sunulmaya caligilmistir.

4. ONERILEN SEZGISEL YONTEM

a. Tavlama Benzetimi Algoritmasi

TB, kombinatoryal eniyileme problemleri i¢in iyi ¢éziimler veren
stokastik arama yontemidir. Bu yaklasim, metallerin fiziksel olarak tavlanmasi
isleminden esinlenilerek kombinatoryal problemlerin ¢oziimleri i¢in gelistirilmistir.
TB Algoritmasi, yapisal bozukluklar iceren metal kristallerinin yiiksek bir sicakliktan
baslayarak kademeli olarak sogutulmasi ve bdylece yapisal bozukluklarindan
armdirilarak miikemmellestirilmesi (minimum enerjili kristal yapisina doniismesi)
mantigima dayanir. Bu yaklasim Metropolis ve dig. (1953) calismasini temel
almaktadir. S6z konusu caligma ilk halinde belirli bir 1s1 seviyesinde atomlarin
dengeli dagilimlarin1 bulma amaciyla gelistirilmis ve enerji degisimlerini taklit
etmigstir. Yaklasim ile matematiksel minimizasyon arasindaki baglant1 Pincus (1970)
tarafindan  kurulmustur. Ancak, optimizasyon problemlerinin ¢dziimiinde

kullanilabilmesi fikri Kirkpatrick ve dig. (1983) tarafindan ortaya atilmistur.

Bu yontem ile TB Algoritmas1 ¢6ziim kiimesini dolagmaya Onceden
belirlenmis sicaklikla ve rassal olarak sectigi bir ¢dziimle baslar. Daha sonra
komsuluk fonksiyonu yardimiyla bu ¢6ziime komsu bir ¢dziim iiretir. Uretilen komsu
¢Ozlim ile mevcut ¢oziimiin amag fonksiyonu degerleri arasindaki farki, ortalamasi o
anki sicaklik olan tissel dagilimdan secilen rassal bir say1 ile karsilastirir. Amag
fonksiyonu degerleri arasindaki fark bu rassal sayidan daha kiiciik ise komsu ¢oziimii
kabul ederek bu ¢oziime ilerler, aksi halde mevcut ¢6ziimii terk etmeksizin farkli bir
komsu ¢oziim lreterek her seferinde farkli bir rassal say1 ile ayni karsilagtirmayi
yapar. Belli sayida iterasyon boyunca ayni sicaklik korunur, iterasyon sayisina

ulasilinca sicaklik kademeli olarak azaltilir. Sicaklik, Onceden belirlenmis bir
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seviyenin altina indiginde ise algoritma arama esnasinda buldugu en iyi ¢oziimi

rapor ederek sonlanir.

TB’nde kotli ¢ozliimii segme olasilig1 sistemli bir sekilde sicaklikla azaltilir.
TB, sicaklik yiiksek iken (ilk iterasyonlarda) hemen hemen tiim komsu ¢dziimleri
kabul ettigi i¢cin Monte Carlo Aramaya, sicaklik diisiik iken (son iterasyonlarda)
hemen hemen sadece mevcut ¢oziimden daha iyi komsu ¢6ziimleri kabul ettigi i¢in
Yerel Aramaya benzer. Ara iterasyonlarda ise kismen Egsik Kabuliinii andirir. TB
Algoritmasmin temel amaci, ¢6ziim uzayinda aranmadik bdlge birakmamaktir.
TB’nin kombinatoryal optimizasyon problemleri i¢cin optimuma yakin ¢oziimler
veren kullanighh bir yontem olarak kullamildigi sdylenebilir. TB, gezgin satici
problemi, c¢izelgeleme, karesel atama problemi, sebeke tasarimi gibi birgok

kombinatoryal eniyileme problemininin ¢éziimiinde kullanilmistir.

Fiziksel tavlama siireci ile kombinatoryal optimizasyon problemleri

arasindaki benzerlik sdyle aciklanabilir:

Tablo-15: Tavlama Siirecinin Optimizasyon Problemlerinde Karsilig1 (Reeves, 1993)

Tavlama Siireci Kombinatoryal Eniyileme
Sicaklik Kontrol parametresi

Enerji Amag fonksiyon degeri (maliyet)
Durum degisikligi Komsu ¢6ziim

Minimum enerji (kristallesme) Sezgisel ¢oziim

Sistemin durumlar1 Uygun ¢6ziim

Herhangi bir problemin ¢oziimiinde TB Algoritmasmin kullanilmasi i¢in
baz1 parametrelerin belirlenmesi gerekir. Bu parametreler: baslangig sicakligi (79),
her sicakliktaki iterasyon sayisi, sogutma fonksiyonu, algoritmay1 durdurma kriteri.
Baslangic sicakligi bir girdi parametresidir. Sicaklik, kotii ¢oziimlerin kabul edilme
olastigm1 kontrol etmek i¢in kullanilir. Iterasyon sayisi, her sicaklikta iiretilen
coziimlerin sayisidir. Sogutma fonksiyonu, bir dnceki iterasyon sicakligina bagl
olarak mevcut iterasyondaki sicakli§i belirler. Baslangic sicakligi ile birlikte

iterasyon sayist ve sogutma fonksiyonu, sogutma ¢izelgesi olarak adlandirilir. Bu
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cizelge, ¢cozlim kalitesinde veya yakinsama oraninda biiyiik etkiye sahiptir. Her
sicaklik degisiminde elde edilen ¢6ziim, ¢ok sayida ardisik sicaklik degisimlerinde

degismiyor ise TB Algoritmasi durdurulur (Giiner ve Altiparmak, 2003).

Bu tez c¢alismasinda TB Algoritmasinin secilmesinin nedeni sOyle
aciklanabilir: Yukarida adi gecen diger sezgisel algoritmalar global en iyi yerine
genellikle yerel en 1yi noktaya yonelme egilimindedir. Kontrollii bir yaklasimla daha
kotliye gidislere izin vermek veya “yokus yukari hareket” etmek TB Algoritmasinin
bu soruna getirdigi bir ¢oziimdiir. Yani TB Algoritmasi, global en iyi degerden daha
kotii bir degere gecise kontrollii bir sekilde izin vererek yerel en iyiden kurtulmayi
saglamaktadir. Boylece yiiksek sicakliklarda (¢ozlimleri kabul etme olasilig1 ytiksek)
diger algoritmalara gore daha genis bir alam1 taramaya imkan vermektedir.
Literatlirde biitiinlesik tedarik zinciri agmda iiretim/dagitim planlamasinda TB
Algoritmasmin kullanildig1 ¢cok sayida ¢alisma bulunmaktadir (bkz. Altiparmak ve
dig., 2006).

b. Onerilen Sezgisel Yontemin Adimlar

1) Baslangi¢c Coziimiiniin ve Parametrelerin Belirlenmesi

Onerilen TB Algoritmas: tabanl sezgisel i¢in ele alinan

probleme 6zgii 6rnek ¢oziim gdsterimi asagidaki sekilde verilmistir.

1. donem 2. donem n. donem
| ] |
1 10]0]... 1 |0 0 111... 0 1 |1]0{... 0
1.DM 2. DM 3.DM m. DM
1. donem 2. donem n. donem
| | |
010 1]... 1 '0 1]11... 1 11110 ]... 1
1.0M 2. UM 3. UM J.OM

Sekil-20: TB Sezgiseli i¢in Probleme Ozgii Ornek Coziim Gosterimi

(Cozliim vektorii problemin ana kararlarindan birisi olan dagitim merkezi ve

iretim merkezi agma—kapama kararmi gostermektedir. Problemin ¢ok donemli yapis1
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itibariyle ¢6ziim vektorii dagitim merkezleri i¢in (m+n), iretim merkezleri i¢in ise
(j+n) uzunlugundadar.

(61”

(Coziim vektoriinde her bir hiicredeki “0” ve degerleri ilgili donemde
ilgili dagitim/liretim merkezinin swasiyla “kapali” veya “acik” oldugunu

belirtmektedir.

Baslangicta, ¢oziimler rassal olarak belirlenmistir. A¢ma ve kapama

kararlar1 her bir donemdeki dagitim/iiretim merkezi i¢in esit olasilikla verilmektedir.

Problem i¢in Onerilen biitiinlesik tedarik zinciri agindaki her bir miisteri i¢in
strasiyla, rassal olarak bir donem secilmektedir. Secilen donemdeki acik olan dagitim
merkezlerinden birisi yine rassal olarak (talep—kapasite kisitin1 saglayacak sekilde)
secilip miisteri bu dagitim merkezine atanmaktadir. Yine ayni donem icerisindeki
acik olan iiretim merkezlerinden birisi rassal olarak segilip ilgili dagitim merkezi bu
{iretim merkezine atanmaktadir (DM—UM kapasite kisitin1 saglayacak sekilde). Bu

atamalar yapildiktan sonra ilgili donemdeki kapasiteler giincellenmektedir.

Burada tiim hareketlerin rassal olarak seg¢ilmesi ¢Oziim uzayinda
olabildigince fazla sayida ¢6ziim aranmasini saglamak i¢indir. Ayni sekilde ilgili
donemdeki tedarik¢ilerden birine liretim merkezi atanmalidir. Bu islemler her bir

miisterinin herhangi bir donemdeki talepleri karsilanincaya kadar devam ettirilir.

Tim atamalar yapildiktan sonra, problem i¢in Onerilen matematiksel
modeldeki tam sayili X, Y ve Z karar degiskenleri belirlenir. Bu degiskenlerin
belirlenmesinden sonra yine modeldeki amag¢ fonksiyon degerleri hesaplanir. Bu
ama¢ fonksiyonu degerlerine gore problemin bulanik yapisindan kaynakli iiyelik

fonksiyonu derecesi de hesaplanir.

Algoritmanin Her Iterasyonunda Yapilan Islemler

Algoritmanin her iterasyonunda ise, iterasyon sayisi (n) ve sicaklik degerleri

giincellenir [n=0, T=Tj].
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2) Komsu Céziim Uretme

Elde edilen ¢6ziimiin komsusunu iiretmek i¢in, literatiirde
0-1 (binary) kodlama seklinde verilen c¢o6ziimler icin komsuluk iiretme
mekanizmalarindan olan “ADD” / “DROP” hareket mekanizmalar1 kullaniimistir.
“ADD” hareketinde ¢oziim vektoriiniin segilen “0” degerli bir eleman1 “1” degeri
alirken, “DROP” hareketinde ¢6ziim vektoriiniin segilen “1” degerli elemani “0”

degeri alir.

Ele alinan problemde ise bir komsu ¢oziim tiretmek i¢in rassal olarak secilen
bir donemdeki secilen iiretim/dagitim merkezleri acik (1) ise DROP hareketiyle
kapali (0) hale getirilmekte, kapali (0) ise ADD hareketiyle agik (1) hale
getirilmektedir. Boylece olusturulan yeni komsu ¢6ziim icin yukarida belirtildigi gibi
yeniden her miisteri i¢in atamalar belirlenmekte, problemin X, Y ve Z karar
degiskenleri ile amac¢ fonksiyon degerleri hesaplanmaktadir. Asagida sekilsel

komgsuluk iiretimi gosterilmistir.

Rassal olarak secilen donem

1. donem 2. donem n. donem
| | |
1 10]0]... 1§00 |1 {... 0 1110 0
1.DM 2. DM 3. DM m. DM \
Secilen dagitim merkezi
1. dtljnem 2. dt?nem n. donem
1 1010 10 |1 |1 0 1110 0
1.DM 2.DM3.DM m. DM

Rassal olarak secilen donem

1. donem 2. donem . dtljnem
01101 140 (1 |1 1 1110 1
1.0UM 2. UM 3. UM j. UM

Secilen iiretim merkezi

1. délnem 2. dt?nem \\ n. dilinem
01101 140 (1 |1 1 11010 1
1.OM 2. UM3. UM 5. OM

Sekil-21: Komsu Céziimlerin Uretilmesi
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Baslangic parametreleri belirlendikten sonra her bir sicaklik degerinde
belirlenen iterasyon sayist kadar komsu ¢oziimler iretilir ve amag¢ fonksiyon

degerleri hesaplanir.
3) Yeni Coziimlerin Kabulii

TB Algoritmasinin, Yerel Arama Algoritmalarindan farki,
olusacak kotii ¢oziimleri de belli bir olasilik degerine (kabul olasilig1) gore kabul
etmesidir. Boylelikle Yerel Arama Algoritmalarmin yerel optimumlara takilmasi
dezavantajindan kurtularak ¢oziim uzaymin farkli noktalarmin aranmasi miimkiin

olmaktadir.

Eger her bir iterasyondaki komsu ¢oziimiin amag fonksiyonu degeri eldeki
mevcut ¢oziimiin amag fonksiyonu degerinden daha iyiyse bu komsu ¢6ziim direkt
olarak mevcut ¢oziimle yer degistirir ve ilerleyen iterasyonlarda yeni komsu
coziimler bu ¢oziimden dretilir. Diger tiirlii kotli bir amag¢ fonksiyonu degerine

sahipse kabul olasiligina bakilir.

Calismada ele alman problemin iki farkli minimizasyon ama¢ fonksiyonu
olmasindan dolayr bir ¢6ziime karsilik gelen iki amac¢ fonksiyonu degeri
bulunmaktadir. Belirtildigi gibi eger yeni komsu ¢oziimiin her iki amag¢ fonksiyonu
degeri eldeki mevcut ¢oziimiin ama¢ fonksiyonu degerlerinden daha iyiyse (daha
kiigiikse) bu komsu ¢6ziim yeni ¢oziim olarak kabul edilmektedir. Ancak en azindan

bir ¢oziim dahi kotii ise kabul olasiligina bakilmaktadir.
Kabul olasiliginda iki parametre s6z konusudur. Ilki algoritmanin mevcut

sicaklik (T) degeri, ikinci ise mevcut ve komsu coziimlerin amag fonksiyonlar1

arasindaki fark (A)’tir. Kabul olasilig1 asagidaki sekilde hesaplanir.

K.O.= e(%]

Her iki amac¢ fonksiyonu degerlerindeki farka ve o anki sicaklik degerine

gore iki ayr1 kabul olasilig1 degeri hesaplanir. (0,1) arasinda diizglin dagilima gore
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bir olasilik degeri (p) tiretilir. Eger bu olasilik degeri iki kabul olasilig1 degerinin bir
tanesinden daha kiiciikse (p < K.0.;veya p < K.0.,) lretilen yeni komsu ¢oziim

kabul edilerek iterasyonlar devam ettirilir.

Eger belirlenen maksimum iterasyon sayisina ulasilirsa sogutma c¢izelgesi

uygulanarak mevcut sicaklik diistiriiliir.

“4) Sogutma Cizelgesinin Cahistirilmasi

Sogutma c¢izelgesi, baslangigta ¢ozliim uzayinda aramay1
cok 1yi gerceklestirirken (kotli ¢oziimlerin kabul edilme olasiligi yiiksek),
algoritmanin sonlarina dogru mevcut ¢oziimiin etrafinda derinlemesine aramay1 ¢ok

1yi gerceklestirecek sekilde belirlenmelidir.

Sogutma orani, algoritmanin performansinda kullanilan sofutma tipine
(geometrik, logaritmik, vb.) gdére ¢ok daha &nemlidir. Onerilen algoritmada
literatiirde “Geometrik Sogutma Cizelgesi” olarak verilen yaklagim kullanilmistir. Bu
cizelgede Onceden belirlenmis bir “sogutma orani” (o) na gére mevcut sicaklik
wp

disirilir. “” mevcut sicaklik seviyesini gostermek iizere;

T,=aT,

+1

seklinde bir sonraki sicaklik degeri hesaplanmaktadir. Sicakligin yavas sogutulmasi

onerilir. Bu nedenle, a degeri genellikle 0.80—0.99 arasinda segilir.
5) Durdurma Kriteri
Onerilen Algoritma igin durdurma kriteri olarak 6nceden
belirlenmis bir minimum sicaklik degeri dikkate alinmistir. Mevcut sicaklik degeri

sogutma cizelgesi ile bu minimum degere ulastiginda algoritma sonlanmaktadir.

Onerilen sezgisel algoritmanin adimlar1 prosediir olarak asagida verilmistir.
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Baslangi¢ ¢6ziimii (s) rassal olarak belirle ve amag fonksiyonlar1 f(s;) ve f(s, ) hesapla
Baslangic sicakligi (Ty) belirle

Sogutma orani (o) ve her sicaklik degerinde komsuluk aranacak iterasyon sayisini (N)
belirle

Baslangi¢ ¢6ziimiinii ve amag fonksiyon degerlerini en iyi ¢6ziim olarak isaretle
s—=sY, f(s) > f(s)), f(s,) = f(s3)
[lk iterasyondan basla (n=0)

s ’in komsuluk tiretme hareketlerini kullanarak (ADD / DROP) bir
komsusunu iiret (s") ve amag fonksiyonu degerlerini hesapla f(s|) ve f (s5)

Ar=f)-f(s) Ay =1(s3)-f(s;)

A, =0 ve A, =0ise yeni komsuluk ¢oziimiinii mevcut ¢éziim olarak al

Degilse [0,1] araliginda u rassal sayisi iiret

Y g . R
u=<e T ise yine yeni komsuluk ¢oziimiinii

mevcut ¢dziim olarak al s’ —> s

veya U =e

Elde edilen ¢6ziim o zamana kadarki en iyi ¢6ziimden iyiyse en iyi
goziimii giincelle f(s') < f(s,, ) ise s"—s,,

Iterasyon sayisin1 artir (n=n+1)

Eger n=N ise sicaklig1 azalt: T, =a.7,

1

Son sicaklik degerine kadar tekrar et. (T, =T, )

~ Tson

$;; ¢0ziimiini problemin ¢dziimii olarak al.

Sekil-22: TB Algoritmas1 Tabanli Sezgiselin Adimlari

Yukarida TB Sezgiseline dayali onerilen algoritma Borland C++ Builder
programlama dili ile kodlanmistir. Bilgisayar kosumlar1 1.80 Ghz islemci hizina ve
2.00 GB RAM bellege sahip bir bilgisayarda gerceklestirilmistir. TB Algoritmasi

tabanli sezgiselin C++ kodlar1 EK-C’de sunulmustur.

c. Deneysel Calisma
@)) Parametrelerin Belirlenmesi

TB Algoritmasmin performansini etkileyen ii¢ parametre
mevcuttur: Baslangi¢ sicakligi, her sicakliktaki iterasyon sayisi ve sogutma orani. Bu

parametrelerin her biri i¢in Ui¢ farkli deger dikkate alinarak belirlenen test
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problemlerinde ¢alistirilmis ve her bir parametrenin performansi analiz edilmistir.
Parametre analizinin yapilmasi i¢in farkli boyutlu iki adet (III. Tip, 21 numarali ve

IV. Tip, 32 numarali) test problemi se¢ilmistir.

Iyi bir sezgisel yontem, baslangic ¢dziimiine bagli olmamalidir. Baslangig
¢Ozlimii; baslangicta kotli ¢oziimleri kabul edecek ve elde edilen son ¢Ozlimiin
baslangic ¢Oziimiinden bagimsiz olmasini saglayacak kadar yiiksek sicaklikta
olmalidir. Baslangi¢ ¢6ziimiine bagimlilig1 azaltmak ve durdurma kriterinin ¢6ziim
iizerindeki etkisini en aza indirmek i¢in baslangi¢ sicakligr {1000, 5000, 10000}
olarak almmmistir. Her sicakliktaki iterasyon sayisi degeri birden fazla problemin
denenmesi sonucu hem ¢6ziim zamanini fazla uzatmamas1 hem de ¢6ziim uzaymni
kiiciik degerlere nazaran daha genis bir sekilde taramasindan dolayr {100, 500,
1000} olarak alinmistir. Son olarak sogutma orani degerleri de literatiirde verilen en

diisiik deger olan 0,80 degerinden yiiksek {0.85, 0.90, 0.95} degerleri secilmistir.

Ele aliman problemlerde Oncelikle iterasyon sayisi ve baslangi¢ sicakligi
degerleri sabit tutularak sogutma oranmin performansi analiz edilmistir. Her iki test
probleminde de baslangi¢ sicakliginin 1000 ve iterasyon sayismin 1000 oldugu
durumlarda amac¢ fonksiyon degerlerinin en diisiik oldugu goriilmiistiir. Analiz

sonucu elde edilen grafikler asagida verilmistir.

Baslangic Sicakh@i=1000, iterasyon Sayisi=1000
215000
210000 |—=
3
& 205000
E is —0.85
§2000OO 0.90
g
< 195000 0.95
— ~
190000
185000
1 2 3 4 5 6 7 8 9 10 11 12 13

Sekil-23: 1. Amag Fonksiyonu i¢in Sogutma Oraninm Céziim Kalitesi Uzerindeki
Etkisi (15-15-10-20-10)
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Baslangi¢ Sicakh@i=1000, iterasyon Sayisi=1000
127000

126000 |\

0 125000 —

Q N
124000 \\ 0.85

123000 =090

h \ e==().95
.+ 122000

121000 \

\

1 2 3 4 5 6 7 8 9 10 11 12 13

Amac¢ Fonk

2

120000

Sekil-24: 2. Amag Fonksiyonu i¢in Sogutma Oraninin C6ziim Kalitesi Uzerindeki
Etkisi (15-15-10-20-10)

Baslangic Sicakh@i=1000, iterasyon Sayisi=1000
320000

310000

20 300000
a

290000

= 0.85
é \

(.90
2 280000
~
—

e==().95

260000

250000

1 2 3 4 5 6 7 8 9 10 11 12

Sekil-25: 1. Amag Fonksiyonu i¢in Sogutma Oraninin C6ziim Kalitesi Uzerindeki
Etkisi (20-20-20-30-15)
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Baslangi¢ Sicakh@i=1000, iterasyon Sayisi=1000
184000
183000
20 182000 )
a \\
od
S 181000 \ 0.85
= \
= \ —0.90
& 180000 \
g ~— 0.95
~§ 179000
178000
177000
1 23456 7 8 91011121314151617

Sekil-26: 2. Amag Fonksiyonu i¢in Sogutma Oraninin Coziim Kalitesi Uzerindeki
Etkisi (20-20-20-30-15)

Yukaridaki ¢alisma sonucu elde edilen 0,95 degeri ve iterasyon sayisi 1000
sabit tutulmus, baslangic sicakligmmin, TB Algoritmasmin performansi iizerindeki

etkisi incelenmis ve her iki test problemi icin asagidaki grafikler elde edilmistir.

iterasyon say1s1=1000, Sogutma Oram=0,95

270000

250000
g
& 230000 ™

=<
£ 210000 <\--==*<:~"“\\ 1000
£ 190000 SN 10000
—

170000

150000

1234567 8910111213141516171819202122

Sekil-27: 1. Amac¢ Fonksiyonu i¢in Baglangi¢ Sicakliginin C6ziim Kalitesi
Uzerindeki Etkisi (15-15-10-20-10)
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iterasyon Say1s1=1000, Sogutma Orami=0,95
140000

135000

130000 x
—1000
125000 \ 5000

120000 ~10000

Amag Fonk. Deg.

2

115000

110000

1 3 5 7 9 11 13 15 17 19 21 23 25

Sekil-28: 2. Amag Fonksiyonu i¢in Baslangi¢ Sicakliginin Coziim Kalitesi
Uzerindeki Etkisi (15-15-10-20—10)

iterasyon Say1s1=1000, Sogutma Orami=0,95
410000
390000
45 370000 E\\
D
j- 350000
z \\ ——1000
23* 330000 5000
5 310000 e 10000
= 290000
270000
250000
1 3 5 7 9 11 13 15 17 19 21 23 25 27

Sekil-29: 1. Amag Fonksiyonu i¢in Baslangi¢ Sicakliginin Coziim Kalitesi
Uzerindeki Etkisi (20-20-20-30—15)

103



iterasyon Say1s1=1000, Sogutma Orami=0,95

200000

195000 ;\

190000 N 1000

\ 5000
185000 \\\ 10000
180000

175000

2. Amag Fonk. Deg

1 3 5 7 9 11 13 15 17 19 21 23 25 27

Sekil-30: 2. Ama¢ Fonksiyonu i¢in Baslangi¢ Sicakliginin C6ziim Kalitesi
Uzerindeki Etkisi (20-20-20-30-15)

Yapilan deneysel c¢alisma sonucunda Onerilen TB Algoritmast tabanli
sezgisel yaklasim i¢in asagidaki parametrelerin en iyi amag¢ fonksiyon degerlerini
verdigi belirlenmistir:

- Baglangi¢ sicakligi: 1000

- Her sicaklik degerindeki iterasyon sayisi: 1000

- Sogutma orani: 0,95

2) Sayisal Sonuglar

Onerilen TB Algoritmas1 tabanli sezgisel yaklagimin
parametrelerinin belirlenmesinden sonra, iiretilen test problemlerinden segilen 27
adedi bu algoritma ile kosturulmustur. Her bir problem 10 kez ¢alistirilmis ve elde
edilen amac¢ fonksiyon degerleri ile ¢6zliim siirelerinin ortalamasi alinmistir.
Asagidaki sonu¢ tablosunda GAMS/DICOPT optimizasyon programi ve TB
Algoritmas1 tabanli sezgisel ile ¢alistirilan 6rnek test problemlerinin karsilastirmali
performans analizi gosterilmistir. Amag¢ fonksiyonu agisindan performansi
matematiksel modelden elde edilen alt smir degerinden % sapma olarak Ol¢iilmiistiir.
GAMS/DICOPT optimizasyon programi ve TB Algoritmast tabanli sezgisel
yaklagim ile elde edilen ¢6ziimler, CPU siireleri ve bulunan en 1yi degerden (yaklasik

deger) sapma oranlar1 Tablo-16’da verilmistir.
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Tablo-16: Sayisal Sonuglar

Problem Boyutu GAMS/DICOPT TB Alg. Tabanh Yaklasim
Test 1. Ama¢ 2. Amag¢
Tipi o b Toplam Maliyet CpPU Toplam Maliyet™ CPU Fonk.  Fonk.
i j k1 t py Siiresi py Siiresi Sapma  Sapma
Z (a) Z, (aa) (sn.) Z, (b) Z, (bb) (sn.)"
4 4 4 5 7 0,440e-8 4948258 3234551 1,37 0,652511  48365,54 33268,11 24,43 2,26 2,85
. 3 4 3 7 7 04928  85500,02 43582,97 1,21 0,353087  84042,40 45219,60 22,39 -1,70 3,76
9 5 3 4 10 7 02228 14830798  63639,66 2,05 0,432612  130989,96 66362,41 33,85 -11,68 4,28
10 5 5 5 10 7 020le-8 109512,85  58972,59 5,64 0,723922  100454,65 60532,54 42,96 -8,27 2,65
16 5 6 7 15 15 0,185e-8 130960,76  87423,93 169,46  0,657836  128722,50 90094,38 87,61 -1,71 3,05
17 6 5 5 20 15 0,000063 174204,77  123027,56 219,80  0,622204  166096,45 126980,52 81,26 -4,65 3,21
i 18 6 7 5 20 15 0,001494 231650,60  115792,84 161,75  0,531372  223440,66  122156,38 94,40 3,54 5,50
19 6 5 5 20 20 0000221 201161,92 111847,26  1095,59  0,646652 199201,34  116781,27 105,00 0,97 4,39
20 7 7 5 20 20 0256e-7 17942872  115780,96 70,45 0,778814  173595,87 118800,55 127,27 3,25 2,61
21 15 15 10 20 10 0,000105 177292,96  116231,34  2059,11  0,737498 18943245 121333,02 220,64 6,85 4,39
24 15 10 10 30 10 0,000045 236837,12  178156,34  3617,31  0,629997 255481,66  187518,93 202,65 7,87 5,26
25 10 15 10 30 10 0,000192 260167,32  175468,74 8192335  0,521111  283435,55 188974,83 211,26 8,94 7,70
- 26 10 10 15 30 10 0,000235 256874,01  174207,60  37806,73  0,657936 277556,56  184834,56 229,37 8,05 6,10
27 20 20 15 30 10 0434956 22673579  172648,76  15970,43  0,636894 267093,84  183818,11 43431 17,80 6,47
28 10 10 10 40 10 0,000033 308893,12  234623,60  38276,59  0,407033 33109545  251634,54 206,94 7,19 7,25
29 20 15 10 40 10 0970853 296126,73  246321,43  3024,85 0482416 348861,18  250429,70 329,24 17,81 1,67
30 15 15 15 40 10 0,002200 338824,70  228826,42  66689,85  0,622868 373806,31  241789,07 363,49 10,32 5,66
31 20 10 15 30 15 0,000015 228953,06  172008,01  36986,71  0,782479 26318897 17778421 401,75 14,95 3,36
32 20 20 20 30 15 0,343781 227390,37  169802,62  11302,52  0,729025 27818021 181251,65 705,50 22,34 6,74
33 20 20 10 40 15 0,000701 275009,03  232186,44  16913,70  0,522670 32041629  247993,90 546,55 16,51 6,81
34 20 10 15 30 20 0,000507 248331,00 168662,26  17876,90  0,645576 280616,74  179553,08 520,30 13,00 6,46
35 20 15 20 30 20 0,146e-8 17694527  165886,50  25379,30  0,629190  199199,93 177793,33 771,40 12,58 7,18
v 36 15 10 10 40 20 ° ° ° 1204,98  0,558017 328952,86  238989,40 420,11 , ,
37 15 10 20 40 20 ° ° ° 174516  0,674865 374483,07  234413,82 681,13 , ,
33 20 10 20 40 20 ° ° ° 1667,00  0,599703 373149,71  241240,01 735,70 B, ,
39 20 15 20 40 20 ° ° ° 1831,56  0,640230 374013,89  236673,15 879,42 , ,
40 20 20 20 40 20 ° ° ° 18803,95  0,645302 324611,75  237003,24 1020,56 - -

Herhangi bir ¢6ziim elde edilememistir.
Her bir problem 10 kez ¢alistirilmis ve elde edilen amag fonksiyon degerleri ile ¢6ziim siirelerinin ortalamasi alinmigtir.
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Gelistirilen sezgisel yontem kullanilarak birinci amag fonksiyon degerinde
%-11,68-%22,34 araliginda, ikinci amag¢ fonksiyon degerinde %1,67-%7,18
araliginda sapmalar meydana gelmistir. 1. ve II. Tip test problemlerinin TB
Algoritmasi tabanli sezgisel yaklasim ile elde edilen ¢dzlimleri incelendiginde;
birinci amag fonksiyon degerinin, GAMS/DICOPT optimizasyon programi ile elde
edilen ¢dziimlerden daha iyi oldugu goriilmektedir. Ikinci amag fonksiyon degerinde
ise dislik sapma oranlar1 ile daha koti ¢oztimler elde edilmistir. I11. ve IV. Tip test
problemlerinde GAMS/DICOPT ¢6ziiciisti her iki amag¢ fonksiyon degeri icin daha
iyl ¢oziimler vermektedir. Ancak, 36. test probleminden itibaren GAMS/DICOPT

optimizasyon programi ¢6ziim elde edememektedir.

III. ve IV. Tip test problemlerinde ise, her iki amag¢ fonksiyonunda da bir
lyilesme saglanamamis, problemin boyutu biiyiidiikce birinci amag¢ fonksiyon
degerinde kotiilesmenin arttigr gézlenmistir. Asagidaki sekilde, farkli boyutlardaki
test problemleri igin GAMS/DICOPT ¢6ziiclisliniin elde ettigi ¢oziimler ile Onerilen
TB Algoritmas1 tabanli sezgisel yontemin elde ettigi ¢oziimlerin karsilagtirilmasi

grafiksel olarak gosterilmistir.

400000
350000 A /_\
300000 A

5 250000 -

A =71 (GAMS/DICOPT)

200000
/ V/ e 7.1 (TB Sezgiseli)

150000
/\—J 72 (GAMS/DICOPT)
100000 - o
/~/ e 72 (TB Sezgiseli)
50000
0

o

Maliyetl

1 3 5 7 9 11 13 15 17 19 21 23 25 27
Test Problemleri

Sekil-31: GAMS/DICOPT Céziiciisii ile Onerilen Sezgisel Yontemin Elde Ettigi

Coziimlerin Karsilastirilmasi
Farkli boyutlardaki test problemleri icin Onerilen sezgisel ydntemin,

GAMS/DICOPT ¢oziiciisii ile elde edilen yaklasik degerlerden sapma oranlari ise,
grafiksel olarak asagidaki sekilde gosterilmistir.
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Sekil-32: Onerilen TB Tabanli Sezgisel Yéntemin, GAMS/DICOPT Céziiciisii ile
Elde Edilen Yaklasik Degerlerden Sapma Oranlar1

Gelistirilen sezgisel yontem, GAMS/DICOPT paket programi ile elde edilen
en iyi sonuglarin ¢dziim siireleri ile karsilastirilmis ve problem boyutu biiytidiikge
cok daha kisa siirede tiim test problemleri i¢in ¢ozlime ulastigi goriilmiistiir. Asagida,
TB Algoritmas1 tabanli sezgisel yaklasim ile ¢ozlilen farkli boyutlardaki test

problemlerinin ¢oziim siirelerinin grafigi verilmistir.

1200,00
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Sekil-33: Test Problemlerinin Onerilen Sezgisel Yaklasim ile Elde Edilen C6ziim

Siireleri
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Her iki yOontemle elde edilen ¢oziimler incelendiginde; kiiciik boyutlu
problemlerde, Onerilen sezgisel yontemin daha i1yi ¢oziimler elde ettigi, problemin
boyutu biiytidikce GAMS/DICOPT optimizasyon programinin Onerilen sezgisel
yontemden daha iyi ¢oziimler elde ettigi goriilmektedir. Ancak, problem boyutu
belirli bir biiylikliige ulastiktan sonra GAMS/DICOPT optimizasyon programi,
problemlerin parametrelerini olusturmasina ve amag fonksiyonlarmin alt ve iist sinir
degerlerini bulmasma ragmen yaklasik da olsa bir ¢oziim elde edememektedir.
Biitiinlesik tedarik zinciri aginda tesis yeri se¢imi problemleri NP-Zor sinifina
girdiginden, bu c¢alismada olusturulan biiylik boyutlu problem setlerini
GAMS/DICOPT optimizasyon programi ile ¢dzmenin miimkiin olmadig1 Tablo-
16’dan anlagilmaktadir. Bu nedenle bu tiir problemlere ¢oziimler elde edebilmek icin
TB Algoritmas: tabanli sezgisel yaklasim Onerilmistir. Onerilen sezgisel yaklasim
sayesinde her boyuttaki problem ¢o6ziliir hale gelmistir. Ayni1 zamanda, her iki
yontemin c¢oziim siireleri karsilastirildiginda; oOnerilen sezgisel yOntemin
GAMS/DICOPT paket programindan ¢ok daha kisa siirede ¢oziimler elde ettigi

goriilmektedir.

Sonug olarak; bu calismada Onerilen sezgisel yaklasim, GAMS/DICOPT
paket programinin kisithligi dolayisiyla ¢oziim elde edilemeyen biiyiikk boyutlu
problemler i¢in, karar vericiye (tedarik zinciri yoneticisine), ¢ok kisa bir zamanda

kabul edilebilir ¢oziimler sunmaktadir.
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BESINCI BOLUM

SONUC VE ONERILER

1. SONUC

Tedarik zinciri ag tasarimi modellemesine olan ilgi ve bu konulardaki
arastirma alanlar1 son yillarda kiiresel pazarlarin ortaya ¢ikmasi, miisteri taleplerinin
hizla artmasi, giderek artan sistem maliyetleri vb. nedenlerle biiyiik artis gdstermistir.
Kiiresel pazarlarda, siirekli rekabet halindeki isletmeler dikkatlerini is siireglerinin
etkinligi ve etkililigi tizerinde yogunlastirmislardir. Planlama, kontrol ve tasarim gibi
bircok stratejik fonksiyonu bilinyesinde barindiran TZY’nin 6nemi daha iyi

kavranmaya baslanmistir.

Bu calismada, belirsizlik altinda, malzeme ihtiya¢ kisith, ¢ok iiriinli, ¢ok
asamal1 ve ¢ok donemli bir tedarik zinciri agindaki birden fazla dlgiilemeyen amact
gerceklestirmek igin tedarik zinciri planlama modeli dnerilmistir. Onerilen modelde,
karar vericilerin kesin olmayan hedef degerleri ile belirsiz miisteri taleplerini temsil
etmek lizere bulanik hedef programlama yaklasimi kullanilmistir. Ayrica, tedarik
zinciri literatiiriindeki benzer calismalardan farkl olarak siparislerin gecikmeli olarak
karsilandigi EUM modeline gdre siparis verme, stokta tutma ve yok satma

maliyetlerine yer verilmistir.

Bulanik hedef programlama modeli, sistemin ¢iktilarinin en iyilenmesinin
yaninda en 1iyi ¢iktry1 veren girdi bilesiminin belirlenmesine ve optimal bir sistemin
tasarlanmasina yardimci olabilmektedir. Problemdeki bulanik hedeflerin istek
seviyelerinin belirlenmesi i¢cin, model her bir amag i¢in ayri ayr1 ¢oziilerek baslangic
cozlimler elde edilmis ve lyelik fonksiyonlarinin alt ve iist smirlar1 belirlenmistir.
Eger karar verici baslangi¢c ¢oziimiinii yeterli bulmaz ise modelin, tercih edilen bir
doyurucu ¢6ziim elde edilinceye kadar bulanik ama¢ fonksiyonlarmin alt ve {ist
sinirlarini giincellestirilmesi imkam saglanmustir. Onerilen modelin temel avantaji,
karar vericinin tercih edilen etken ¢oziimii elde etmek i¢in ¢ozlim siireci esnasinda

arama yoniinii ayarlayan sistematik bir ¢er¢eve sunmasidir.



Bu calismada 6nerilen ¢ok amacli dogrusal olmayan programlama modeli
icin olusturulan test problemlerinin ¢6ziimiinde kullanilan GAMS/DICOPT
optimizasyon programi, problemin NP-Zor problemler smifina girmesi ve dogrusal
olmayan yapis1 nedeniyle kiigiik boyutlu problemde dahi optimal ¢dziimii garanti
edememektedir. Bu nedenle, iiretilen test problemlerinin GAMS/DICOPT
optimizasyon programi ile ¢dziimiinde yaklasik sonuglar elde edilmistir. Ustelik,
problem boyutu biiyiidiik¢e ¢6ziim daha da zorlagsmakta ve belli bir boyuttan sonra
(donem, miisteriler ve aday tesis sayisina bagli olarak) imkansiz hale gelmektedir. Bu
tiir problemleri ¢6zebilmek i¢in, dnerilen matematiksel modele 6zgii TB Algoritmas1
tabanli sezgisel bir yontem gelistirilmistir. Gelistirilen yOntemin etkinliginin
gosterilmesi ve karsilastirma yapmak icin segilen test problemleri iizerinde sayisal
analizler yapilmistir. Yapilan analizler sonucunda test problemleri i¢in Onerilen
sezgisel yontemin, GAMS/DICOPT paket programi ile ¢o6ziim elde edilemeyen
biiylik boyutlu problemlerde de kabul edilebilir ¢éziimlere ulastigr goriilmiistiir.
Boylece, biiyiik boyutlu problemler i¢in GAMS/DICOPT optimizasyon programu ile
yaklagik olarak dahi elde edilemeyen ¢oziimler, gelistirilen TB Algoritmas1 tabanli
sezgisel yontem ile elde edilir hale gelmistir. Onerilen matematiksel modelin
GAMS/DICOPT optimizasyon programu ile elde edilen ¢oziimler ile TB Algoritmasi
tabanli sezgisel ile elde edilen c¢oziimler, ¢Ozlim siireleri bakimindan
karsilastirildiginda, TB Algoritmasinin, GAMS/DICOPT paket programimdan ¢ok

daha kisa siirede kabul edilebilir ¢éziimlere ulastigi goriilmiistiir.

2. GELECEKTE YAPILACAK CALISMALAR ICiN ONERILER

Gelecekte bu konu ile ilgili yapilacak ¢alismalarda, hedeflere iliskin erisim
diizeyleri (istek seviyeleri) ve toleranslarin (iiyelik fonksiyonlarmin alt ve iist
siirlar1) karar verici tarafindan belirlenmesi ile daha farkli sonuglarin elde edilmesi
miimkiin olacaktir. Yapilan calismada sadece hedeflerin erisim diizeyleri ile talep
kisit1 bulanik olarak incelenmistir, hedeflerin katsayilarmin veya diger kisitlarin da
bulanik oldugu durumlarin incelenmesi literatiire farkli uygulamalar kazandirilmasi
acisindan onem tasimaktadir. Ayrica, calismada gelistirilen TB Algoritmasi tabanli
sezgisel yontem, orta ve biiyiikk boyutlu test problemlerinde GAMS/DICOPT paket
programinin elde ettiginden daha iyi ¢oziimler elde edilmesi i¢in iyilestirilebilir,

diger meta-sezgisel yontemlerle karsilastirilabilir.
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MODELIN GAMS/DICOPT PROGRAM KODLARI

$Title Model (EPQ)

option iterlim = 1000000 ;

option minlp = dicopt, nlp = conopt, mip = cplex, reslim = 72000 ;
file opt cplex option file /cplex.opt/;

put opt;

put 'preind 0';

putclose opt;

option SYSOUT =ON ;

sets

1 tedarik merkezleri /sup1,sup2,sup3/

j uretim tesisleri /plant1,plant2,plant3/

k dagitim merkezleri /warehousel,warehouse2,warehouse3/
| musteriler /1*5/

r hammaddeler /rawl,raw2,raw3/

t donem sayisi /1*3/;

EK-A

Parameter a(i,r,t) 1 tedarik merkezinin r hammadde kapasitesi (1000 ton cinsinden)

/supl.rawl.l 5604
supl.rawl.2 5486
supl.rawl.3 5944
supl.raw2.1 5712
supl.raw2.2 5283
supl.raw2.3 4556
supl.raw3.1 4734
supl.raw3.2 5286
supl.raw3.3 5361
sup2.rawl.l 5761
sup2.rawl.2 4544
sup2.rawl.3 5800
sup2.raw2.1 5132
sup2.raw2.2 5843
sup2.raw2.3 5079
sup2.raw3.1 4813
sup2.raw3.2 5098
sup2.raw3.3 5206
sup3.rawl.l 4845
sup3.rawl.2 4961
sup3.rawl.3 5491
sup3.raw2.1 5092
sup3.raw2.2 5237
sup3.raw2.3 5743
sup3.raw3.1 5512
sup3.raw3.2 5028
sup3.raw3.3 5859/
Parameter b(j,t) j uretim tesisisin urun kapasitesi (1000 ton cinsinden)
/plant1.1 659
plantl.2 525
plant1.3 692
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plant2.1 981

plant2.2 521

plant2.3 967

plant3.1 717

plant3.2 647

plant3.3 844/,

Parameter c(k,t) k dagitim merkezinin urun kapasitesi (1000 ton cinsinden)

/warehousel.1

warehousel.2
warehousel.3
warehouse2.1
warehouse2.2
warehouse2.3
warehouse3.1
warehouse3.2
warehouse3.3

210
219
208
345
307
389
275
244
205/;

Parameter fu(j,t) j uretim tesisinin sabit maliyetleri (acma ve isletme)

/plant1.1

827.5

plantl.2 842.5

plantl.3 935

plant2.1 830

plant2.2 880

plant2.3 777.5

plant3.1 820

plant3.2 795

plant3.3 862.5/;

Parameter fw(k,t) k dagitim merkezinin sabit maliyetleri (acma ve isletme)

/warehousel.1

warehousel.2
warehousel.3
warehouse2.1
warehouse2.2
warehouse2.3
warehouse3.1
warehouse3.2
warehouse3.3

202.6
279.6
241.8
229.2
268.4
309
244.6
213.8
317.4/,

Parameter d(1,t) t. donemde 1 musterisinin urun talebi

/1.1 120
1.2 116
1.3 108
2.1 106
22 125
23 105
3.1 114
3.2 133
3.3 130
4.1 100
42 136
43 134
5.1 100
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52 106

53 124/

Parameter AS(L,t) t. donemde | musterisinin urun talebi alt limit;
AS(Lt) = d(1,t)*0.8;

Parameter US(1,t) t. donemde | musterisinin urun talebi ust limit;
US(Lt) = d(Lt)*1.4;

Parameter ro(r) Bir birim bitmis urun uretmek icin gerekli olan r hammaddesi miktari
/rawl 3

raw2 4

raw3 3/;

Parameter alfa(j,t) Fire orani

/plant1.1 0.3

plantl.2 0.2
plant1.3 0.1
plant2.1 0.2
plant2.2 0.1
plant2.3 0.1
plant3.1 0.1
plant3.2 0.3

plant3.3 0.3/;

Parameter d1(i,j) 1 tedarik merkezi ile j uretim tesisi arasindaki mesafe (km.)
/supl.plantl  307.2
supl.plant2  209.2
supl.plant3 268
sup2.plantl 254
sup2.plant2 156
sup2.plant3  335.2
sup3.plantl 268
sup3.plant2  237.2
sup3.plant3  329.6/;
Parameter d2(j,k) j uretim tesisi ile k dagitim merkezi arasindaki mesafe (km.)
/plant1l.warehousel 146.5
plant1l.warehouse2 101.5
plant1l.warehouse3 134.5
plant2.warehousel 125.5
plant2.warehouse2 130
plant2.warehouse3 181
plant3.warehousel 197.5
plant3.warehouse2 130
plant3.warehouse3 76/;
Parameter d3(k,l) k dagitim merkezi ile 1 musterileri arasindaki mesafe (km.)
/warehousel.l 35.5
warehousel.2 11.5
warehousel.3 56.5
warehousel.4 43.5
warehousel.5 51.5
warehouse2.1  21.5
warehouse2.2 18
warehouse2.3 40
warehouse2.4 14
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warehouse2.5 18.5
warehouse3.1 30
warehouse3.2 13.5
warehouse3.3 49.5
warechouse3.4 16
warehouse3.5 18.5/;

Parameter Cc(k,t) Birim satinalma maliyeti (TL)

/warehousel.1 54
warchousel.2 67.2
warchousel.3 59.2
warehouse2.1  65.8
warehouse2.2 64.4
warehouse2.3 53
warehouse3.1 58.8
warehouse3.2 65.8
warehouse3.3 62.6/;

Parameter Co(k,t) Siparis verme maliyeti (TL)

/warehousel.1 216
warehousel.2 227
warehouse2.1 295
warehouse2.2 276
warehouse3.1 260
warehouse3.2 216/;

Parameter Ch(k,t) k dagitim merkezindeki yillik stokta bulundurma maliyeti

/warehousel.1 9.5
warehousel.2 26
warehouse2.1 134
warehouse2.2 11.6
warechouse3.1 29.9
warehouse3.2 34.1/;

Parameter Cb(k,t) k dagitim merkezindeki yillik yoksatma maliyeti

/warehousel.1 27.2
warchousel.2 31.6
warechouse2.1  28.8
warechouse2.2 27.8
warehouse3.1 32.8
warehouse3.2 31.2/;

Scalar f 100 km. basina harcanan yakit (litre cinsinden) /5.1/ ;

Parameter C1(1,j) 1ted. mrk.den j ur. tesisine gond. urunun br. tasima maliyeti ;
Cl(i,j) =f*d1(,j) / 100 ;

Parameter C2(j,k) j ur. tesisinden k dagitim mrk.ne gond. urunun br. tasima maliyeti ;
C2(3,k) =f* d2(j,k) / 100 ;

Parameter C3(k,l) k dagitim mrk.den | musterisine gond. urunun br. tasima maliyeti ;
C3(k,]) =f* d3(k,I)/ 100 ;

Parameter price(t) Harcanan 1 It. akaryakitin donem basina fiyati

/1 1.14

2 1.19

3 1.47/;

Parameter PU(t) acilabilecek top. uretim tesisi sayisi ust siniri /1 1,2 2,3 2/
Parameter PW(t) acilabilecek top. dagitim mrk. sayisi ust siniri /1 2,2 1,3 2/;
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Variables

X(1,j,1,t) j uretim tesisinde 1 tedarik merkezinden r hammaddesi kull. uretilen miktar
Y (J,k,t) j uretim tesisinden k dagitim merkezine gonderilen p urun miktari
Z(k,Lt) k dagitim merkezinden 1 musterisine gonderilen miktar

v(k,Lt) k dagitim merkezinden I musterisine p urun gonderilirse

w(j,t) j uretim tesisi acik ise

zz(k,t) k dagitim merkezi acik ise

quantity Ekonomik Uretim Miktari

backlog Yoksatma miktari ;

Free Variables lambda ;

Free Variable TM, SM;

Positive Variables X, Y, Z, quantity, backlog ;

Binary Variables v, w, zz ;

Equations

objectivel amac fonksiyonu 1

objective2 amac fonksiyonu 2

kisitobj1 amac kisiti 1

kisitobj2 amac kisiti 2

kisit2(i,r,t) Tedarik merkezlerinden uretim tesislerine gonderilen hammaddelerin
tedarik merkezinin kapasitesini asmamasini saglar

kisit3(j,r,t) Tedarik merkezlerinden uretim tesislerine gonderilen hammaddelerin en
az urunu uretmek icin gerekli olan hammadde kadar olmasini saglar

kisit4(j,t) Uretim tesislerinden dagitim merkezlerine gonderilen urunlerin acik olan
tesislerin kapasitesinden fazla olmamasini saglar

kisit5(t) Acilabilecek dagitim merkezi sayisinin ust siniri

kisit6(k,t) Dagitim merkezi akis denge kisiti

kisit7(k,l,t) Urunler icin musteri taleplerinin dagitim merkezlerinden gonderilen
toplam urun miktarindan fazla olmamasini saglar

kisit8(k,t) Musteri noktasindaki toplam urun miktarinin dagitim merkezlerinin
toplam urun kapasitesini asamayacagini garanti eder

kisit9(t) Acilabilecek musteri noktasi sayisinin ust siniri

kisit10(l) Her musterinin sadece bir dagitim merkezinden hizmet almasini saglar
epq Ekonomik Uretim Miktari

yoksatma Y oksatilan miktar ;

objectivel .. lambda =l= (114359 - (sum((i,j,r,t), C1(1,))*price(t)*X(1,j,1,t)) +
sum((j,k,t), C2(j,k)*price(t)*Y(j,k,t)) +sum((k,Lt), C3(k,l)*price(t)*Z(k,Lt)) +
sum((J,t), fu(,t)*w(,t)) + sum((k,t), fw(k,t)*zz(k,t)))) / (114359 - 68082.1) ;
objective? .. lambda =l= (36421.6 - (sum((k,Lt), Cc(k,t)*Z(k,Lt)) + sum((k,Lt),
Co(k,t)*Z(k,Lt))/sqrt((2*sum((k,Lt), Co(k,t)*Z(k,Lt))*(sum((k,t),
Ch(k,t)+Cb(k,t))))/(sum((k,t), Ch(k,t)*Cb(k,t))*(1-sum((k,1,t), Z(k,Lt))/sum((j,k,t),
Y(,k,t))))) + ((sum((k,Lt), Ch(k,t)*Z(k,Lt)))/(2*sqrt((2*sum((k,Lt),
Co(k,t)*Z(k,Lt))*(sum((k,t), Ch(k,t)+Cb(k,t))))/(sum((k,t), Ch(k,t)*Cb(k,t))*(1-
sum((k,Lt), Z(k,Lt))/sum((,k,t), Y(j,k,t)))))))*sqr[sqrt((2*sum((k,Lt),
Co(k,t)*Z(k,Lt))*(sum((k,t), Ch(k,t)+Cb(k,t))))/(sum((k,t), Ch(k,t)*Cb(k,t))*(1-
sum((k,Lt), Z(k,Lt))/sum((,k,t), Y(j,k,t)))))*(1-sum((k,Lt), Z(k,Lt))/sum((j,k,t),

Y (J,k,t))) -sqrt(2*sum((k,Lt), Co(k,t)*Z(k,Lt))*(1-sum((k,Lt), Z(k,Lt))/sum((j,k,t),
Y(,k,t)))/(sum((k,t), Cb(k,t)*(Ch(k,t)+Cb(k,t)))))]*((1/(sum((j,k,t), Y(j,k,t))-
sum((k,Lt), Z(k,Lt))))+1/sum((k,Lt), Z(k,Lt)))+ ((sum((k,Lt),
Cb(k,t)*Z(k,Lt))*sqr(sqrt(2*sum((k,Lt), Co(k,t)*Z(k,Lt))*(1-sum((k,Lt),
Z(k,Lt))/sum((j,k,t), Y(,k,t)))/(sum((k,t), Cb(k,t)*(Ch(k,t)+Cb(k,t)))))))/
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(2*sqrt((2*sum((k,L,t), Co(k,t)*Z(k,Lt))*(sum((k,t), Ch(k,t)+Cb(k,t))))/(sum((k,t),
Ch(k,t)*Cb(k,t))*(1-sum((k,Lt), Z(k,Lt))/sum((j,k,t), Y(j,k,t)))))))*((1/(sum((,k,t),
Y (j,k,t))-sum((k,Lt), Z(k,Lt))))+1/sum((k,Lt), Z(k,L,t))))) / (36421.6 - 29165.7) ;
kisitobj1 .. TM =e= sum((i,j,1,t), C1(i,j)*price(t)*X(i,j,r,t)) + sum((j,k,t),
C2(j,k)*price(t)*Y(j,k,t)) +sum((k,Lt), C3(k1)*price(t)*Z(k,Lt)) + sum((j,t),
fu(j,t)*w(j,t)) + sum((k,t), fw(k,t)*zz(k,t)) ;

kisitobj2 .. SM =e= sum((k,Lt), Cc(k,t)*Z(k,Lt)) + sum((k,Lt),
Co(k,t)*Z(k,Lt))/sqrt((2*sum((k,Lt), Co(k,t)*Z(k,Lt))*(sum((k,t),
Ch(k,t)+Cb(k,t))))/(sum((k,t), Ch(k,t)*Cb(k,t))*(1-sum((k,Lt), Z(k,Lt))/sum((j,k,t),
Y(,k,1))))) + ((sum((k,Lt), Ch(k,t)*Z(k,Lt)))/(2*sqrt((2*sum((k,Lt),
Co(k,t)*Z(k,Lt))*(sum((k,t), Ch(k,t)+Cb(k,t))))/(sum((k,t), Ch(k,t)*Cb(k,t))*(1-
sum((k,Lt), Z(k,Lt))/sum((,k,t), Y(j,k,t)))))))*sqr[sqrt((2*sum((k,Lt),
Co(k,t)*Z(k,Lt))*(sum((k,t), Ch(k,t)+Cb(k,t))))/(sum((k,t), Ch(k,t)*Cb(k,t))*(1-
sum((k,Lt), Z(k,Lt))/sum((,k,t), Y(j,k,t)))))*(1-sum((k,Lt), Z(k,Lt))/sum((j,k,t),
Y(,k,t))) - sqrt(2*sum((k,Lt), Co(k,t)*Z(k,Lt))*(1-sum((k,Lt), Z(k,Lt))/sum((j,k,t),
Y(,k,t)))/(sum((k,t), Cb(k,t)*(Ch(k,t)+Cb(k,t)))))]*((1/(sum((j,k,t), Y(j,k,t))-
sum((k,Lt), Z(k,Lt))))+1/sum((k,Lt), Z(k,Lt)))+ ((sum((k,Lt),
Cb(k,t)*Z(k,Lt))*sqr(sqrt(2*sum((k,Lt), Co(k,t)*Z(k,Lt))*(1-sum((k,Lt),
Z(k,Lt))/sum((j,k,t), Y(j,k,t)))/(sum((k,t), Cb(k,t)*(Ch(k,t)+Cb(k,t)))))))/
(2*sqrt((2*sum((k,Lt), Co(k,t)*Z(k,Lt))*(sum((k,t), Ch(k,t)+Cb(k,t))))/(sum((k,t),
Ch(k,t)*Cb(k,t))*(1-sum((k,Lt), Z(k,Lt))/sum((j,k,t), Y(j,k,t)))))))*((1/(sum((,k,t),
Y (j,k,t))-sum((k,Lt), Z(k,Lt))))+1/sum((k,Lt), Z(k,,t))) ;

kisit2(1,r,t) .. sum((j), X(1,j,r,t)) =l= a(i,r,t) ;

kisit3(j,r,t) .. sum(i, X(1,),1,t)) =e= sum(k, ro(r)*Y(j,k,t)) ;

kisit4(j,t) .. sum((k), Y(j,k,t)) =I=b(j,t)*w(,t) ;

kisit5(t) .. sum((j), w(j,t)) =l= PU(t) ;

kisito(k,t) .. sum((j), Y(j,k,t)) - sum((j), alfa(j,t)*Y(,k,t)) =g= sum((]), Z(k,Lt)) ;
kisit7(k,Lt).. Z(k,Lt) =g= (1/6)*(4*d(Lt) + (AS(Lt) + (d(Lt)-AS(1,t))/2) + (d(Lt) +
(US(Lt) - d(L,t))/2))*v(k,Lt) ;

kisit8(k,t).. sum((l), Z(k,Lt))=I= c(k,t)*zz(k,t) ;

kisit9(t) .. sum((k), zz(k,t)) =I= PW(t) ;

kisit10(1) .. sum((k,t),v(k,Lt)) =e=1;

epq .. quantity =e= sqrt((2*sum((k,Lt), Co(k,t)*Z(k,l,t))*(sum((k,t),
Ch(k,t)+Cb(k,t))))/(sum((k,t), Ch(k,t)*Cb(k,t))*(1-sum((k,Lt), Z(k,Lt))/sum((j,k,t),
Y(k0)) ;

yoksatma .. backlog =e= sqrt(2*sum((k,Lt), Co(k,t)*Z(k,Lt))*(1-sum((k,Lt),
Z(k,Lt))/sum((j,k,t), Y(j,k,t)))/(sum((k,t), Cb(k,t)*(Ch(k,t)+Cb(k,t))))) ;

Y.1(j.k,t) = 100 ;

quantity.l=1;

backlog.l=1;

v.ikLt)=1;

Z1klt)y=1;

Model TZY /all/ ;

Solve TZY using minlp maximizing lambda ;

Display X.I, X.m, Y.l, Y.m, Z.1, Z.m, quantity.l, quantity.m, backlog.l, backlog.m ;
file outfile / C:\test_problemleri\sonuc3 3 3 5 3.txt/;

put outfile;

put lambda.l:0:6 ;

put TZY .modelstat;
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MODELIN GAMS/DICOPT PROGRAM CIKTILARI

GAMS Rev 146 Copyright (C) 1987-2006 GAMS Development. All rights reserved
*#* License file too old for this version of GAMS.
*#* Maintenance expired 44 days ago.
Licensee: Huseyin SARIKAY A G051019:1151AP-WIN
Bilkent Univeristy, Dept. of Industrial Engineering DC5538
License for teaching and research at degree granting institutions
--- Starting compilation

--- 125 rows 221 columns 1,140 non-zeroes
--- 16,267 nl-code 288 nl-non-zeroes
--- 63 discrete-columns

--- Executing DICOPT
Dicopt2x-C  Nov 27, 2006 WIN.DI.DI 22.3 042.035.041.VIS
--- DICOPT: Starting major iteration 1

--- DICOPT: Setting up first (relaxed) NLP.
CONOPT3Nov 27,2006 WIN.CO.CO 22.3 017.058.041.VIS Library 314Q

CONOPT3 x86/MS Windows version 3.14Q-017-058
Copyright (C) ARKI Consulting and Development A/S
Bagsvaerdvej 246 A
DK-2880 Bagsvaerd, Denmark

Using default options.
Reading Data

Iter Phase Ninf Infeasibility RGmax NSB Step Inltr MX OK
00 6.2097738558E+04 (Input point)

Pre-triangular equations: 0
Post-triangular equations: 4
10 3.5098850000E+04 (After pre-processing)
20 2.5034414062E+02 (After scaling)
10 0 26 2.4988517873E+02 00E+00 T T
20 0 26 1.9044111055E+02 00E+00 T T
30 0 26 1.6977572260E+02 1.0OE-02 T T
40 0 26 1.3688920753E+02 36E-02 TT
50 0 26 9.4290368317E+01 96E-02 T T
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Iter Phase Ninf Infeasibility RGmax NSB Step Inltr MX OK
56 1 25 4.9512929847E+01 1.5E+01 24 1.0E+00 3T T

** Feasible solution. Value of objective = -4.62949060738

Iter Phase Ninf Objective = RGmax NSB Step Inltr MX OK
61 3 9.1578874363E-01 2.7E-02 6 1.0E+00 12T T
63 3 9.1578874346E-01 0.0E+00 6

** Optimal solution. Reduced gradient less than tolerance.
--- DICOPT: Setting up first MIP

GAMS/Cplex Nov 27,2006 WIN.CP.CP 22.3 032.035.041.VIS For Cplex 10.1
Cplex 10.1.0, GAMS Link 32
Cplex licensed for 1 use of Ip, gp, mip and barrier, with 2 parallel threads.

Reading data...

Starting Cplex...

Unable to load names.

Tried aggregator 1 time.

MIP Presolve eliminated 5 rows and 11 columns.

MIP Presolve modified 279 coefficients.

Aggregator did 45 substitutions.

Reduced MIP has 76 rows, 173 columns, and 619 nonzeros.
Presolve time = 0.00 sec.

Clique table members: 35.

MIP emphasis: balance optimality and feasibility.

Tried aggregator 1 time.

LP Presolve eliminated 0 rows and 1 columns.

Reduced LP has 76 rows, 172 columns, and 618 nonzeros.
Presolve time = 0.00 sec.

Initializing dual steep norms . . .

Iteration log . . .
Iteration: 1 Dual objective = 2.347423
Root relaxation solution time =  0.00 sec.

Nodes Cuts/
Node Left Objective IInf Best Integer Best Node ItCnt Gap

0 O 09129 8 09129 22
* 0+ 0 0 0.8800 09129 22 3.74%
0.8855 7 0.8800 Cuts: 28 32 0.63%

GUB cover cuts applied: 1
Clique cuts applied: 3

Cover cuts applied: 2
Implied bound cuts applied: 1
Flow cuts applied: 1
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Fixing integer variables, and solving final LP...

Tried aggregator 1 time.

LP Presolve eliminated 120 rows and 216 columns.
Reduced LP has 6 rows, 13 columns, and 38 nonzeros.
Presolve time = 0.00 sec.

Initializing dual steep norms . . .

Iteration log . . .
Iteration: 1 Scaled dual infeas = 0.000176
Iteration: 4 Dual objective = 1.536975

Proven optimal solution.

MIP Solution: 0.879972 (37 iterations, 0 nodes)
Final Solve: 0.879972 (5 iterations)

Best possible: 0.879972

Absolute gap: 0.000000

Relative gap: 0.000000

--- DICOPT: Starting major iteration 2
--- DICOPT: Setting up next NLP
CONOPT3Nov 27,2006 WIN.CO.CO 22.3 017.058.041.VIS Library 314Q

CONOPT3 x86/MS Windows version 3.14Q-017-058
Copyright (C) ARKI Consulting and Development A/S
Bagsvaerdvej 246 A
DK-2880 Bagsvaerd, Denmark

Using default options.

Reading Data

Iter Phase Ninf Infeasibility RGmax NSB Step Inltr MX OK
00 5.1655082661E-02 (Input point)
Pre-triangular equations: 11
Post-triangular equations: 44
10 3.3306690739E-16 (After pre-processing)
20 1.6653345369E-16 (After scaling)
** Feasible solution. Value of objective = 0.879971693685

Iter Phase Ninf Objective = RGmax NSB Step Inltr MX OK
4 3 8.7997169369E-01 0.0E+00 O

** Optimal solution. There are no superbasic variables.

--- DICOPT: Checking convergence
--- DICOPT: Setting up next MIP
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--- DICOPT: Log File:

Major Major  Objective CPU time Itera- Evaluation Solver
Step Iter  Function (Sec) tions Errors

NLP 1 091579 003 63 0 conopt

MIP 1 0.87997 0.06 42 0 cplex

NLP 2 0.87997<  0.04 4 0 conopt

GAMS/Cplex Nov 27,2006 WIN.CP.CP 22.3 032.035.041.VIS For Cplex 10.1
Cplex 10.1.0, GAMS Link 32
Cplex licensed for 1 use of Ip, gp, mip and barrier, with 2 parallel threads.

Reading data...

Starting Cplex...

Unable to load names.

Tried aggregator 1 time.

MIP Presolve eliminated 9 rows and 18 columns.

MIP Presolve modified 303 coefficients.

Aggregator did 45 substitutions.

Reduced MIP has 77 rows, 173 columns, and 643 nonzeros.
Presolve time = 0.01 sec.

Clique table members: 35.

MIP emphasis: balance optimality and feasibility.

Tried aggregator 1 time.

LP Presolve eliminated 0 rows and 1 columns.

Reduced LP has 77 rows, 172 columns, and 642 nonzeros.
Presolve time = 0.00 sec.

Initializing dual steep norms . . .

Iteration log . . .
Iteration: 1 Dual objective = 2.095410
Root relaxation solution time =  0.00 sec.

Nodes Cuts/
Node Left Objective IInf Best Integer Best Node ItCnt Gap

0 O 09129 8 0.9129 27
* 0+ 0 0 0.8731 0.9129 27 4.56%
0.8855 9 0.8731 Cuts: 28 40 1.41%
0.8776 7 0.8731 Cuts: 12 56 0.51%
* 0+ 0 0 0.8754 0.8776 56 0.26%

Clique cuts applied: 4

Cover cuts applied: 3

Implied bound cuts applied: 3

Flow cuts applied: 1

Gomory fractional cuts applied: 2

Fixing integer variables, and solving final LP...

Tried aggregator 1 time.

LP Presolve eliminated 125 rows and 223 columns.
Reduced LP has 6 rows, 13 columns, and 38 nonzeros.

B-4



EK-B’NiN DEVAMI

Presolve time = 0.00 sec.
Initializing dual steep norms . . .

Iteration log . . .
Iteration: 1 Scaled dual infeas = 0.000176
Iteration: 4 Dual objective = 1.532355

Proven optimal solution.

MIP Solution: 0.875352 (56 iterations, 0 nodes)
Final Solve: 0.875352 (5 iterations)

Best possible: 0.875352

Absolute gap: 0.000000

Relative gap: 0.000000

--- DICOPT: Starting major iteration 3
--- DICOPT: Setting up next NLP
CONOPT3Nov 27,2006 WIN.CO.CO 22.3 017.058.041.VIS Library 314Q

CONOPT3 x86/MS Windows version 3.14Q-017-058
Copyright (C) ARKI Consulting and Development A/S
Bagsvaerdvej 246 A
DK-2880 Bagsvaerd, Denmark

Using default options.

Reading Data

Iter Phase Ninf Infeasibility RGmax NSB Step Inltr MX OK
00 1.9015300087E-02 (Input point)
Pre-triangular equations: 11
Post-triangular equations: 44
10 4.4408920985E-16 (After pre-processing)
20 2.2204460493E-16 (After scaling)
** Feasible solution. Value of objective = 0.875351678083

Iter Phase Ninf Objective = RGmax NSB Step Inltr MX OK
4 3 8.7535167808E-01 0.0E+00 O

** Optimal solution. There are no superbasic variables.

--- DICOPT: Checking convergence
--- DICOPT: Search stopped on worsening of NLP subproblems
--- DICOPT: Log File:

Major Major  Objective CPU time Itera- Evaluation Solver
Step Iter  Function (Sec) tions Errors

NLP 1 0.91579  0.03 63 0  conopt
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MIP 1 0.87997 0.06 42 0 cplex
NLP 2 0.87997< 0.04 4 0 conopt
MIP 2 0.87535 0.08 61 0 cplex
NLP 3 0.87535 0.04 4 0  conopt
--- DICOPT: Terminating...

--- DICOPT: Stopped on NLP worsening

The search was stopped because the objective function
of the NLP subproblems started to deteriorate.

--- DICOPT: Best integer solution found: 0.879972
--- Restarting execution

- Readiﬁg_soiut_ioﬁ for model TZY

--- Executing after solve

—- Putfile o;)t_C:YUgers\HAS\Documents\gamsdir\projdir\cplex.opt
--- Putfile outfile C:\test problemleri\sonuc3 3 3 5 3.txt

*#% Status: Normal completion
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TEST PROBLEMi URETME C++ KODLARI

-
#include <vcl.h>

#include <stdio.h>

#include <stdlib.h>

#include <math.h>

#include <vector.h>

#include <fstream.h>

#include <string.h>

#pragma hdrstop
-

#pragma argsused
int main(int argc, char* argv[])
{
int 1,j,k,amac;
int ted,ure,dag,mus,ham,don;
double Z01, Z02, Z03, Z04, ul, u2;
vector<int> ro, lambda, PU, PW;
vector<vector<vector<int> > > a;
vector<vector<int>> b, ¢, d;
vector<vector<double> > fu, fw, dl1, d2, d3, Cc, Co, Ch, Cb, alfa;
vector<double> price;
ofstream in;
ifstream out;
out.precision(4);
int donl[3]={3,5,7}, musl[3]={5,7,10}, dagl[3]={3.,4,5}, urel[3]={3,4,5},
ted1[3]={3,4,5};
////1.temel parametrelerin liretilmesi
ham=random(2)+2;
/1171 .bitti
for(don=0;don<3;don++)
{
for(mus=0;mus<3;mus++)
{
for(dag=0;dag<3;dag++)
{
for(ure=0;ure<3;ure++)
{
for(ted=0;ted<3;ted++)
{
a.resize(ted1[ted]);
for(i=0;1<ted1[ted];i++)
{
a[i].resize(ham);
for(j=0;j<ham;j++)
{
a[i][j].resize(donl[don]);
for(k=0;k<donl[don];k++)
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a[i][j][k]=random(1500)+4500;

b
j

b.resize(urel[ure]);
for(i=0;i<urel[ure];it++)

{
b[i].resize(donl[don]);
for(j=0;j<donl[don];j++)
{
b[i][j]=random(500)+2500;
}
}
c.resize(dagl[dag]);
for(i=0;i<dag1[dag];i++)
{
c[i].resize(donl[don]);
for(j=0;j<donl[don];j++)
{
c[i][j]=random(200)+200;
}
}

fu.resize(urelfure]);
for(i=0;i<urel[ure];it++)

{
fu[i].resize(donl1[don));
for(j=0;j<donl[don];j++)
{
fu[i][j]=(random(100)/100.00)*250+700;
}
}
fw.resize(dagl[dag]);
for(i=0;i<dag1[dag];i++)
{
fw[i].resize(donl[don]);
for(j=0;j<donl[don];j++)
{
tw[i][j]=(random(100)/100.00)*140+190;
}
}

d.resize(mus1[mus]);
for(i=0;i<mus1[mus];i++)

{
d[i].resize(donl[don]);
for(j=0;j<donl[don];j++)
{
d[i][j]=random(50)+100;
}
}
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ro.resize(ham);

for(i=0;i<ham;i++) ro[i]=random(2)+2;
dl.resize(ted1[ted]);
for(i=0;1<ted1[ted];i++)

{
d1[i].resize(urel[ure]);
for(j=0;j<urel[ure];j++)
{
d1[i][j]=(random(100)/100.00)*280+100;
}
}

d2.resize(urel[ure]);
alfa.resize(urel[ure]);
for(i=0;i<urel[ure];i++)
{
d2[i].resize(dagl1[dag]);
for(j=0;j<dagl[dag];j++)
{

}
alfa[i].resize(donl1[don]);

for(j=0;j<donl[don];j++)
{

}
}
d3.resize(dagl[dag]);
for(i=0;i<dagl[dag];i++)
{

d2[i][j]=(random(100)/100.00)* 150+70;

alfa[1][j]=((random(4)+1)/10.0);

d3[1].resize(mus1[mus]);
for(j=0;j<mus1[mus];j++)

{
b

d3[1][j]=(random(100)/100.00)*50+10;

¥
Cc.resize(dagl[dag]);

Co.resize(dagl[dag]);
Ch.resize(dagl[dag]);
Cb.resize(dagl[dag]);
price.resize(donl[don]);
PU.resize(donl1[don]);
PW.resize(donl[don]);
for(i=0;1<dagl[dag];i++)
{
Cc[i].resize(donl[don]);
Coli].resize(donl[don]);
Ch[i].resize(donl[don]);
Cb[i].resize(donl[don]);
for(j=0;j<donl1[don];j++)
{
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Cc[1][j]=(random(100)/100.00)*20+50;
Co[1][j]=(random(100)/100.00)*100+200;
Ch[i][j]=(random(100)/100.00)*30+5;
Cb[1][j]=(random(100)/100.00)*20+20;

}

}

for(i=0;i<donl1[don];i++)

{
price[i]=(random(100)/100.00)+1;
PU[i]=random(urel[ure]-1)+1;
PW/[i]=random(dagl[dag]-1)+1;

}

ul=(random(1)+8)/10.00;
u2=(random(1)+11)/10.00;
for(amac=0;amac<3;amac++)
{
if(amac==2)
{
out.open("C:\\test problemleri\\amacl.txt");
out>>7Z01>>703;
out.close();
out.open("C:\\test problemleri\\amac2.txt");
out>>702>>704;
out.close();
if(Z01>7202) swap(Z01,Z02);
1f(Z03>704) swap(Z03,Z04);
/*out.open("C:\\test_problemleri\\amac3.txt");
out>>703;
out.close();
out.open("C:\\test problemleri\\amac4.txt");
out>>704;
out.close();*/
//out.open("C:\\test problemleri\\amac5.txt");
/lout>>712;
//out.close();
//out.open("C:\\test_problemleri\\amac6.txt");
/lout>>713;
//out.close();
}
/112.yazdirilacak dosyanin tanimlanmasi
AnsiString str;
str="C:\\test_problemleri\\prob"+IntToStr(ted1[ted])+" ";
str=str+IntToStr(urel [ure])+" ";
str=str+IntToStr(dagl[dag])+" ";
str=str+IntToStr(mus1[mus])+" ";
str=str+IntToStr(don1[don])+" ";
str=str+IntToStr(amac+1);
str=str+".gms";
in.open(str.c_str());
/1112 bitti
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/11174.GAMS dosyasinin yazdirilmasi

in<<"$Title Model (EPQ)"<<"n';

in<<"option iterlim = 100000 ;"<<"n';

in<<"option minlp = dicopt, nlp = conopt, mip = cplex;"<<"n';
in<<"file opt cplex option file /cplex.opt/;"<<"n';

in<<"put opt;"<<"n';

in<<"put 'preind 0';"<<"\n';

in<<"putclose opt;"<<"\n';

in<<"option SYSOUT = ON ;"<<"n'<<"\n';

n<<"sets"<<n'";

in<<"1 tedarik merkezleri /";

for(i=0;i<ted1[ted]-1;i++) in<<"sup"<<i+1<<",";
in<<"sup"<<ted1[ted]<<"/"<<'\n';

in<<"j uretim tesisler1 /";

for(i=0;i<urel[ure]-1;i++) in<<"plant"<<i+1<<",";
in<<"plant"<<urel [ure]<<"/"<<\n';

in<<"k dagitim merkezleri /";

for(i=0;i<dagl[dag]-1;i++) in<<"warehouse"<<i+1<<",";
in<<"warehouse"<<dagl[dag]<<"/"<<n';

In<<"l musteriler /1*"<<mus1[mus]<<"/"<<\n';

in<<"r hammaddeler /";

for(i=0;i<ham-1;it++) in<<"raw"<<i+1<<"";
in<<"rawﬂ<<ham<<"/"<<l\nv;

in<<"t donem sayisi /1*"<<donl[don]<<"/;"<<\n'
in<<"Parameter a(ir,t) 1 tedarik merkezinin r hammadde

kapasitesi (1000 ton)"<<"n';

in<<"/"<<V\nV;
for(i=0;1<ted1[ted];i++)
for(j=0;j<ham;j++)
for(k=0;k<donl[don];k++)

in<<"sup"<<i+1<<" . "<<"raw"<<j+1 <<M"M<<k+1<<\t'<<a[i] []'] [k]<<n';

cinsinden)"<<"\n';

(1000 ton)"<<"n';

ve isletme)"<<"n';

in<<"/;"<<1\nV;
in<<"Parameter b(j,t) j uretim tesisisin urun kapasitesi (1000 ton

in<<"/"<<1\nv;
for(i=0;i<urel[ure];it++)
for(j=0;j<donl1[don];j++)
In<<"plant"<<i+1<<"."<<+1<<\t'<<b[1][j]<<"\n';
in<<"/;"<<1\nv;
in<<"Parameter c(k,t) k dagitim merkezinin urun kapasitesi

in<<"/"<<1\nv;
for(i=0;i<dagl[dag];i++)
for(j=0;j<donl[don];j++)
in<<"warehouse"<<i+1<<"."<<j+1<<\t'<<c[1][j]<<"n';
il’l<<"/;"<<'\1’1';
in<<"Parameter fu(j,t) j uretim tesisinin sabit maliyetleri (acma

in<<"/"<<1\nV;
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for(i=0;i<urel[ure];it++)
for(j=0;j<donl[don];j++)
in<<"plant"<<i+1<<"."<<j+1<<\t'<<fu[i][j]<<"n';
in<<"/;"<<1\nV;
in<<"Parameter fw(k,t) k dagitim merkezinin sabit maliyetleri
(acma ve isletme)"<<"\n';
in<<"/"<<1\nv;
for(i=0;i<dagl[dag];i++)
for(j=0;j<donl[don];j++)
in<<"warehouse"<<i+1<<"."<<j+1<<\t'<<fw[i][j]<<"n';
in<<"/;"<<1\nV;
in<<"Parameter d(Lt) t. donemde 1 musterisinin urun
talebi"<<n'";
in<<"/"<<1\nv;
for(i=0;i<mus1[mus];i++)
for(j=0;j<donl1[don];j++)
in<<i+1<<".”<<j+1<<'\t'<<d[i][j]<<'\n';
in<<"/;"<<1\nV;
in<<"Parameter AS(L,t) t. donemde 1 musterisinin urun talebi alt
limit;"<<\n'";
n<<"AS(Lt) = d(Lt)*"<<ul<<"n';
in<<";"<<1\nv;
in<<"Parameter US(l,t) t. donemde 1 musterisinin
urun talebi ust limit;"<<\n';
n<<"US(Lt) = d(Lt)*"<<u2<<"n';
in<<";"<<1\nv;
in<<"Parameter ro(r) Bir birim bitmis urun uretmek icin gerekli
olan r hammaddesi miktari"<<\n'";
in<<"/"<<1\nv;
for(i=0;i<ham;i++)
IN<<"raw"<<i+1<<\t'<<ro[i]<<"n';
in<<"/;"<<1\nV;
in<<"Parameter alfa(j,t) Fire orani"<<\n';
in<<"/"<<1\nv;
for(j=0;j<urel[ure];j++)
for(i=0;i<donl[don];i++)
in<<"plant"<<j+1<<"."<<i+]<<t'<<alfa[j][i]<<"n';
in<<"/;"<<1\nV;
in<<"Parameter dl(i,j) 1 tedarik merkezi ile j uretim tesisi
arasindaki mesafe (km.)"<<"n';
in<<"/"<<1\nv;
for(i=0;1<ted1[ted];i++)
for(j=0;j<urel[ure];j++)
In<<"sup"<<i+1<<"."<<"plant"<<j+1<<\t'<<d1[1][j]<<"n';
in<<"/;"<<1\nV;
in<<"Parameter d2(j,k) j uretim tesisi ile k dagitim merkezi
arasindaki mesafe (km.)"<<"\n';
in<<"/"<<1\nv;
for(i=0;i<urel[ure];it++)
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for(j=0;j<dagl[dag];j++)
n<<"plant"<<i+1<<"."<<"warehouse"<<j+1<<t'<<d2[1][j]<<"n';
il’l<<"/;"<<'\1’1';
in<<"Parameter d3(k,) k dagitim merkezi ile 1 musterileri
arasindaki mesafe (km.)"<<"\n';
in<<ﬂ/"<<1\nv;
for(i=0;i<dagl[dag];i++)
for(j=0;j<mus1[mus];j++)
in<<"warehouse"<<i+1<<"."<<j+1<<t'<<d3[i][j]<<"n';
in<<"/;"<<1\nv;

in<<"Parameter Cc(k,t) Birim satinalma maliyeti (TL) /";
for(j=0;j<dagl[dag];j++)
for(i=0;i<donl[don];it++)
in<<"warehouse"<<j+1<<"."<<i+1<<t'<<Cc[j][1]<<"n';
in<<"/;"<<1\nV;
in<<"Parameter Co(k,t) Siparis verme maliyeti (TL cinsinden) /";
for(j=0;j<dagl[dag];j++)
for(i=0;i<donl1[don]-1;i++)
in<<"warehouse"<<j+1<<"."<<i+1<<"t'<<Co[j][1]<<"n";
in<<"/;"<<1\nV;
in<<"Parameter Ch(k,t) k dagitim merkezindeki yillik stokta
tutma maliyeti /";
for(j=0;j<dagl[dag];j++)
for(i=0;i<donl[don]-1;i++)

in<<"warehouse"<<j+1<<"."<<i+1 <<t'<<Ch[j][i]<<"n;
in<<"/;"<<V\nV;

in<<"Parameter Cb(k,t) k dagitim merkezindeki yillik yoksatma
maliyeti /";
for(j=0;j<dagl[dag];j++)
for(i=0;i<donl[don]-1;i++)

in<<"warehouse"<<j+1<<"."<<i+1<<\t'<<Cb[j][1]<<"\n';
in<<"/;"<<V\nV;

in<<"Scalar f 100 km. basina harcanan yakit (litre cinsinden)
/5.1/;"<<\n";

in<<"Parameter CI(i,j) 1 tedarik merkezinden j uretim tesisine

gonderilen urunun birim tasima maliyeti ;"<<\n';
n<<"Cl(1,)) = £* dl(1,j) / 100 ;"<<"n';

in<<"Parameter C2(j,k) j uretim tesisinden k dagitim merkezine
gonderilen urunun birim tasima maliyeti ;"<<\n';

in<<"C2(j,k) = £ * d2(j,k) / 100 ;"<<\n';

in<<"Parameter C3(k,]) k dagitim merkezinden | musterisine
gonderilen urunun birim tasima maliyeti ;"<<"n';
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in<<"C3(k,l) = £* d3(k,l) / 100 ;"<<"n';

in<<"Parameter price(t) Harcanan 1 It. akaryakitin donem basina
fiyati"<<'\n';
y in<<ﬂ/"<<V\nV;
for(i=0;i<donl[don];i++)
In<<i+1<<\t'<<price[1]<<\n';
in<<"/;"<<1\nv;

in<<"Variables"<<n';

n<<"X(1,j,r,t) j uretim tesisinde 1 tedarik merkezinden r
hammaddesi kullanilarak uretilen miktar"<<\n';

n<<"Y(j,k,t) j uretim tesisinden k dagitim merkezine gonderilen
p urun miktari"<<'\n';

in<<"Z(k,Lt) k dagitim merkezinden 1 musterisine gonderilen
miktar"<<\n';

in<<"v(k,L,t) k dagitim merkezinden | musterisine p urun
gonderilirse"<<"n';

n<<"w(j,t) j uretim tesisi acik ise"<<n';

in<<"zz(k,t) k dagitim merkezi acik ise"<<"n';

in<<"quantity Ekonomik Uretim Miktari"<<"n';

in<<"backlog Yoksatma miktari ;"<<"n';

if(amac==2) in<<"Free Variables lambda ;"<<"n';
in<<"Free Variable TM, SM;"<<\n';

in<<"Positive Variables X, Y, Z, quantity, backlog ;"<<"n';
in<<"Binary Variables v, w, zz ;"<<'\n';

in<<"Equations"<<"\n';

if(amac==0)

{
in<<"objectivel amac fonksiyonu 1"<<"n';
in<<"kisitobj2"<<"n';

}

else if(amac==1)

{
in<<"objective2 amac fonksiyonu 2"<<"n';
in<<"kisitobj1"<<"n';

}

else

{
in<<"objectivel amac fonksiyonu 1"<<"n';
in<<"objective2 amac fonksiyonu 2"<<"n';
in<<"kisitobj1l amac kisiti 1"<<"\n';
in<<"kisitobj2 amac kisiti 2"<<"\n';

}

in<<"kisit2(i,r,t) Tedarik merkezlerinden uretim tesislerine
gonderilen hammaddelerin tedarik merkezinin kapasitesini asmamasini saglar"<<n';
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in<<"kisit3(j,t) Tedarik merkezlerinden wuretim tesislerine
gonderilen hammaddelerin en az urunu uretmek icin gerekli olan hammadde kadar
olmasini saglar"<<"n';

in<<"kisit4(j,t) Uretim tesislerinden dagitim merkezlerine
gonderilen urunlerin acik olan tesislerin kapasitesinden fazla olmamasini
saglar"<<'\n';

in<<"kisit5(t) Acilabilecek dagitim merkezi sayisinin ust
siniri"<<\n';

in<<"kisit6(k,t) Dagitim merkezi akis denge kisiti"<<\n';

in<<"kisit7(k,L,t) Urunler icin musteri taleplerinin dagitim
merkezlerinden gonderilen toplam urun miktarindan fazla olmamasini saglar"<<'\n';

in<<"kisit8(k,t) Musteri noktasindaki toplam urun miktarinin
dagitim merkezlerinin toplam urun kapasitesini asamayacagini garanti eder"<<"n';

in<<"kisit9(t) Acilabilecek musteri noktasi sayisinin ust
siniri"<<\n';

in<<"kisit10(1) Her musterinin sadece bir dagitim merkezinden
hizmet almasini saglar "<<"\n';

in<<"epq Ekonomik Uretim Miktari"<<"\n';
in<<"yoksatma Y oksatilan miktar ;"<<\n'<<n';
if(amac==0)

{

in<<"objectivel . ™ =e= sum((1,j,1,t),
C1(i,j)*price(t)*X(i,j,r,t)) + sum((j,k,t), C2(.k)*price(t)*Y(j,k,t)) +sum((k,Lt),
C3(k,)*price(t)*Z(k,L,t)) + sum((,t), fu(j,t)*w(,t)) + sum((k;t), fw(k,t)*zz(k,t))
;"<<'\1’1'<<'\1’1';

in<<"kisitobj2 .. SM =e= sum((k,Lt), Cc(k,t)*Z(k,Lt)) +
sum((k,Lt), Co(k,t)*Z(k,Lt))/sqrt((2*sum((k,1t), Co(k,t)*Z(k,Lt))*(sum((k,t),
Ch(k,t)+Cb(k,t))))/(sum((k,t), Ch(k,t)*Cb(k,t))*(1-sum((k,Lt), Z(k,Lt))/sum((,k,t),

Y(,k,0)H(sum((k,Lt), Ch(k,t)*Z(k,1,t)))/(2*sqrt((2*sum((k,L¢),
Co(k,t)*Z(k,Lt)*(sum((k,t), Ch(k,H)+Cb(k,)))/(sum((k,t), Ch(k,t)*Cb(k,t))*(1-
sum((k,Lt), Z(k,Lt))/sum((j,k. 1), Y(i,k0)))))*sqr[sqrt((2*sum((k, Lt),

Co(k,t)*Z(k,Lt))*(sum((k,t),  Ch(k,)+Cb(k,0)))/(sum((k,t),  Ch(k,t)*Cb(k,t))*(1-
sum((k,Lt), Z(kLO)sum(Gk), YG.k)))*(l-sum((kLt), Z(k,Lt))/sum((j.k,t),
Y(j.k,0))-"<<\n';

in<<"sqrt(2*sum((k,Lt),  Co(k,t)*Z(k,Lt))*(1-sum((k,Lt),

Z(k,Lt)y/sum((i,k.b), Y(j.k,b)))/(sum((k,t),
Cb(k,t)*(Ch(k,t)+Cb(k,H))))]*((1/(sum((j.k,b), Y(j,k,t))-sum((k,Lt),
Z(k,Lt))+1/sum((k,Lt), Z(k, L))+ ((sum((k,Lt),
Cb(k,t)*Z(k,Lt))*sqr(sqrt(2*sum((k, Lt), Co(k,t)*Z(k,L,t))*(1-sum((k, 1),

Z(k,Lt))/sum((j.k,t), Y(.k,1)))/(sum((k,t), Cb(k,t)*(Ch(k,H)+Cb(k,1)))))))/"<<"n';
n<<"(2*sqrt((2*sum((k,Lt),  Co(k,t)*Z(k,Lt))*(sum((k,t),
Ch(k,H)+Cb(k,0)))/(sum((k,t), ~ Ch(k,t)*Cb(k,t))*(1-sum((k,Lt), Z(k,Lt))/sum((j.k,0),
Yk MM *(Lsum(Gok.t), Y(ik,0)-sum((k,Lt), Z(kLD))+1/sum((k,LY), Z(k,Lb)))
;"<<l\nV;
}

else iflamac==1)

{
in<<"objective2 .. SM =e= sum((k,l,t), Cc(k,t)*Z(k,lL,t)) +
sum((k,Lt),  Co(k,t)*Z(k,Lt))/sqrt((2*sum((k,Lt),  Co(k,t)*Z(k,Lt))*(sum((k,t),
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Ch(k,t)+Cb(k,t))))/(sum((k,t), Ch(k,t)*Cb(k,t))*(1-sum((k,Lt), Z(k,Lt))/sum((j.k.t),
Y(j.k,1))))) +"'<<"n’;

in<<"((sum((k,Lt), Ch(k,t)*Z(k,Lt)))/(2*sqrt((2*sum((k,Lt),
Co(k,t)*Z(k,Lt))*(sum((k,t),  Ch(k,)+Cb(k,0)))/(sum((k,t),  Ch(k,t)*Cb(k,t))*(1-
sum((k,Lt), Z(k,L))/sum((j,k. ), Y(i,k,0))))*sqr[sqrt((2*sum((k, L),
Co(k,t)*Z(k,Lt))*(sum((k,t),  Ch(k,0+Cb(k,0)))/(sum((k,t),  Ch(k,t)*Cb(k,t))*(1-
sum((k,Lt), Z(kLO)sum(Gk), Y@k ) *(I-sum((kLt), Z(k,Lt))/sum((j.k,t),
Y(j.k,b)) -"<<n';

in<<"sqrt(2*sum((k,Lt),  Co(k,t)*Z(k,Lt))*(1-sum((k,Lt),

Z(k,Lt)y/sum((i,k.), Y(j.k,b)))/(sum((k,t),
Cb(k,t)*(Ch(k,t)+Cb(k,H)))]*((1/(sum((j.k.t), Y(j,k,t))-sum((k,Lt),
Z(k,Lt))+1/sum((k,Lt), Z(k, L))+ ((sum((k,Lt),
Cb(k,t)*Z(k,Lt))*sqr(sqrt(2*sum((k, Lt), Co(k,t)*Z(k,L,t))*(1-sum((k, 1),

Z(k,Lt))/sum((j,k,t), Y(,k,t)))/(sum((k,t), Cb(k,t)*(Ch(k,t)+Cb(k,t)))))))/"<<"\n';

n<<"(2*sqrt((2*sum((k,Lt),  Co(k,t)*Z(k,Lt))*(sum((k,t),
Ch(k,t)+Cb(k,t))))/(sum((k,t), Ch(k,t)*Cb(k,t))*(1-sum((k,Lt), Z(k,Lt))/sum((j,k.t),
Y(G,k0)))))*((1/(sum((j,k,t), Y(j,k,t))-sum((k,Lt), Z(k,Lt))))+1/sum((k,Lt), Z(k,Lt)))
;"<<'\1’1'<<'\1’1';

in<<"kisitobj1 . ™ =e= sum((1,],1,t),
CI1(i,j)*price(t)*X(i,j,r,t)) + sum((j,k,t), C2(.k)*price(t)*Y(,k,t)) +sum((k,Lt),
C3(k,D*price(t)*Z(k,Lt)) + sum((j,t), fu(G,t)*w(,t)) + sum((k,t), fw(k,t)*zz(k,t))
;"<<l\nV;

}

else

{

in<<"objectivel .. lambda =I= ("<<Z02<<" - (sum((i},1,t),
C1(i,j)*price(t)*X(i,j,r,t)) + sum((j,k,t), C2(,k)*price(t)*Y(j,k,t)) +sum((k,Lt),
C3(k,)*price(t)*Z(k,Lt)) + sum((j,t), fu(G,t)*w(,t)) + sum((k,t), fw(k,t)*zz(k,t)))) /
(H<<Z()2<<" _ H<<Zol<<") ;U<<V\nV<<l\nV;

in<<"objective2 .. lambda =I= ("<<Z04<<" - (sum((k,lt),
Ce(k,t)*Z(k,Lt)) + sum((k,Lt), Co(k,t)*Z(k,Lt))/sqrt((2*sum((k,Lt),
Co(k,t)*Z(k,Lt))*(sum((k,t), Ch(k,t)+Cb(k,t))))/(sum((k,t), Ch(k,t)*Cb(k,t))*(1-
sum((k,Lt), Z(k,Lt))/sum((,k,t), Y(j.k,t))))) +"<<"n';

in<<"((sum((k,Lt), Ch(k,t)*Z(k,Lt)))/(2*sqrt((2*sum((k,l,t),
Co(k,t)*Z(k,Lt))*(sum((k,t), Ch(k,t)+Cb(k,t))))/(sum((k,t), Ch(k,t)*Cb(k,t))*(1-
sum((k,Lt), Z(k,1,t))/sum((j,k,t), Y(,k,1))))))) *sqr[sqrt((2*sum((k,1t),
Co(k,t)*Z(k,Lt))*(sum((k,t), Ch(k,t)+Cb(k,t))))/(sum((k,t), Ch(k,t)*Cb(k,t))*(1-
sum((k,Lt), Z(k,Lt))/sum((j,k,t), Y(,k,t)))*(1-sum((k,Lt), Z(k,Lt))/sum((,k,t),
Y(j,k,t))) -"<<"n';

in<<"sqrt(2*sum((k,Lt), Co(k,t)*Z(k,1,t))*(1-sum((k,Lt),

Z(k,Lt)y/sum((i,k.b), Y(j.k,b)))/(sum((k,t),
Cb(k,t)*(Ch(k,t)+Cb(k,H)))]*((1/(sum((j.k.t), Y(j,k,t))-sum((k,Lt),
Z(k,Lt))+1/sum((k,Lt), Z(k, L))+ ((sum((k,Lt),
Cb(k,t)*Z(k,Lt))*sqr(sqrt(2*sum((k, Lt), Co(k,t)*Z(k,L,t))*(1-sum((k, 1),

Z(k,Lt))/sum((j,k,t), Y(,k,t)))/(sum((k,t), Cb(k,t)*(Ch(k,t)+Cb(k,t)))))))/"<<\n';

n<<"(2*sqrt((2*sum((k,Lt),  Co(k,t)*Z(k,Lt))*(sum((k,t),
Ch(k,t)+Cb(k,t))))/(sum((k,t), Ch(k,t)*Cb(k,t))*(1-sum((k,Lt), Z(k,Lt))/sum((j,k.t),
YRROMH(sum(Ght),  YGko)-sum(L),  ZOLo))+sum((k,Lo),
Z(k,1t))))) / ("<<Z04<<" - "<<Z03<<") ;"<<"\n'<<"\n';
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in<<"kisitobj1 . ™ =e= sum((1,],1,t),
CI1(i,j)*price(t)*X(i,j,r,t)) + sum((j,k,t), C2(.k)*price(t)*Y(,k,t)) +sum((k,Lt),
C3(k,D*price(t)*Z(k,Lt)) + sum((j,t), fu(j,t)*w(,t)) + sum((k,t), fw(k,t)*zz(k,t))
;u<<v\nv;

in<<"kisitobj2 .. SM =e= sum((k,Lt), Cec(k,t)*Z(k,Lt)) +
sum((k,Lt), Co(k,t)*Z(k,Lt))/sqrt((2*sum((k,Lt), Co(k,t)*Z(k,Lt))*(sum((k,t),
Ch(k,t)+Cb(k,t))))/(sum((k,t), Ch(k,t)*Cb(k,t))*(1-sum((k,Lt), Z(k,Lt))/sum((j,k.t),
Y(5.k,1)))) +"<<"\n’;

in<<"((sum((k,Lt), Ch(k,t)*Z(k,L,t)))/(2*sqrt((2*sum((k,1t),
Co(k,t)*Z(k,Lt))*(sum((k,t),  Ch(k,t)+Cb(k,t))))/(sum((k,t),  Ch(k,t)*Cb(k,t))*(1-
sum((k,Lt), Z(k,1,t))/sum((j,k,t), Y(j.k,1))))))) *sqr[sqrt((2*sum((k,Lt),
Co(k,t)*Z(k,Lt))*(sum((k,t),  Ch(k,t)+Cb(k,t))))/(sum((k,t),  Ch(k,t)*Cb(k,t))*(1-
sum((k,Lt), Z(kLt))/sum((G.k,t), Y(G.kt))))*(1-sum((k,Lt), Z(k,Lt))/sum((j,k,t),
Y(,k,t))) -"<<"n';

in<<"sqrt(2*sum((k,t), Co(k,t)*Z(k,Lt))*(1-sum((k,Lt),

Z(k,Lt)y/sum((i,k.), Y(j.k,b)))/(sum((k,t),
Cb(k,t)*(Ch(k,t)+Cb(k,H)))]*((1/(sum((j.k.b), Y(j,k,t))-sum((k,Lt),
Z(k,Lt))+1/sum((k,Lt), Z(k, L))+ ((sum((k,Lt),
Cb(k,t)*Z(k,Lt))*sqr(sqrt(2*sum((k, Lt), Co(k,t)*Z(k,L,t))*(1-sum((k, 1),

Z(k,Lt))/sum((j,k,t), Y(,k,t)))/(sum((k,t), Cb(k,t)*(Ch(k,t)+Cb(k,t)))))))/"<<"n';
n<<"(2*sqrt((2*sum((k,Lt),  Co(k,t)*Z(k,Lt))*(sum((k,t),

Ch(k,t)+Cb(k,t))))/(sum((k,t), Ch(k,t)*Cb(k,t))*(1-sum((k,Lt), Z(k,Lt))/sum((j,k.t),

Y(G,k0)))))*((1/(sum((j.k,t), Y(j,k,t))-sum((k,Lt), Z(k,Lt))))+1/sum((k,Lt), Z(k,Lt)))

M L 1.
;'<<\n';

}
in<<"kisit2(i,r,t) .. sum((j), X(i,j,r,t)) =I= a(i,r,t) ;"<<"\n';
in<<"kisit3(j,t) .. sum((i,r), X(ijrt)) =e= sum((k,r),

ro(r)*Y(j,k,t)) ;"<<n';
in<<"kisit4(j,t) .. sum((k), Y(j,k,t)) == b(j,t)*w(,t) ;"<<\n';
n<<"kisit5(t) .. sum((j), w(j,t)) =l="<<urel[ure]-1<<" ;"<<"n';
in<<"kisito(k,t) .. sum((j), Y(,k,t)) - sum((j), alfa(j,t)*Y(j,k,t))
=g=sum((l), Z(k,Lt)) ;"<<n';

in<<"kisit7(k,Lt).. Z(k,L,t) =g= (1/6)*(4*d(Lt) + (AS(Lt) +
(d(Lt)-AS(Lt))/2) + (d(Lt) + (US(Lt) - d(Lt))/2))*v(k,Lt) ;"<<"\n';
in<<"kisit8(k,t).. sum((l), Z(k,Lt))=l= c(k,t)*zz(k,t) ;"<<"\n';
n<<"kisit9(t) .. sum((k), zz(kt)) =l="<<dagl[dag]-1<<"
;"<<l\nV;
in<<"kisit10(I) .. sum((k,t),v(k,Lt)) =e= 1 ;"<<"n';

n<<"epq . quantity =e= sqrt((2*sum((k,L,t),
Co(k,t)*Z(k,Lt))*(sum((k,t), Ch(k,t)+Cb(k,t))))/(sum((k,t), Ch(k,t)*Cb(k,t))*(1-
sum((k,Lt), Z(k,L,t))/sum((,k,t), Y(j,k,t))))) ;"<<\n';

in<<"yoksatma .. backlog =e= sqrt(2*sum((k,lt),
Co(k,t)*Z(k,Lt))*(1-sum((k,Lt), Z(k,Lt))/sum((j,k,t), Y(,k,t)))/(sum((k,t),
Cb(k,t)*(Ch(k,t)+Cb(k,t))))) ;"<<"n'<<"\n';;

in<<"Y.1(j.k,t) = 10 ;"<<"n',

in<<"quantity.l = 1 ;"<<\n';
in<<"backlog.1=1 ;"<<"n';
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mn<<"v.I(kLt) =1 ;"<<"\n';
n<<"Z.I(k,Lt) =1 ;"<<"n';

n<<"Model TZY /all/ ;"<<"\n';

if(amac==0) in<<"Solve TZY using minlp minimizing TM
;u<<v\nv;

else if(amac==1) in<<"Solve TZY using minlp minimizing SM
;u<<v\nv;

else in<<"Solve TZY using minlp maximizing lambda ;"<<"\n';

in<<"Display X.I, Xom, Y., Y.m, Z.1, Z.m, quantity.l,
quantity.m, backlog.l, backlog.m ;"<<"\n';

if(amac==0) in<<"file outfile / C:\\test problemleri\\amac].txt/

;u<<v\nv;

else iflamac==1) in<<"file outfile /
C:\\test_problemleri\\amac2.txt/ ;"<<\n';

else n<<"file outfile /

C:\\test_problemleri\\sonuc"<<ted1[ted]<<" "<<urel[ure]<<" "<<dagl[dag]<<" "<
<mus][mus]<<" "<<donl[don]<<".txt/;"<<"n';
in<<"put outfile;"<<"n';
if(amac!=2)
{
n<<"put TM.1:0:5 /"<<"\n';
in<<"put SM.1:0:5 ;"<<"n';

j

else

{
in<<"put lambda.l:0:6 ;"<<\n';
in<<"put TM.1:0:5 /"<<"\n';
iIn<<"put SM.1:0:5;"<<"n';

j

in.close();
/11114 bitti

/11115.GAMS c¢alistirilmasi

str="C:\\Users\HAS\\Desktop\TEZ CALISMASI\\Programlar\\gams22.3\\gams.exe
"+str;

[//str=str+;

system(str.c_str());

/11175 .bitti
}
}
}
}
}
}
return O;
}
e TR
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TAVLAMA BENZETIiMi ALGORITMASI TABANLI SEZGISELIN C++
KODLARI

A —

#include <vcl.h>

#pragma hdrstop

#pragma warning( disable:W8012)
#include "odev2.h"

fmm e e e e
#pragma package(smart_init)
#pragma resource "*.dfm"

TForml *Forml;

int 1,j,k,k1,ted,ut,dm,m,h,per,q,iter;

double

alt,ust,f,objus1,objas1,0bjus2,0bjas2,stat,quantity,backlog,lambda, TM,SM,kap;
vector<int> ra,PU,PW;

vector<double> price,kopy;

vector<vector<int>> d,acik_dm,acik ut;

vector<vector<double> > b,c,fu,fw,d1,d2,d3,Cc,Co,Ch,Cb,kapasiteut,kapasitedm;
vector<vector<vector<double> > > a, alfa,Z,Y kapasiteted;
vector<vector<vector<vector<double> > > > X;

SimulatedAnnealing SA;

ofstream outl;

e e e e
__fastcall TForml::TForml(TComponent* Owner)
: TForm(Owner)

1
j
/I

void SimulatedAnnealing::neighbor()
{
int toplam;
vector<int> fakedm, fakeut;
acik dm.clear();
acik ut.clear();
acik dm.resize(per);
acik ut.resize(per);
for(k1=0;k1<ted;k1++){
for(k=0;k<ut;k++){
for(i=0;1<dm;i++) fill(Y[k][i].begin(),Y[k][i].end(),0);
for(i=0;i<h;i++) fill(X[k1][k][i].begin(),X[k1][k][i].end(),0);} }
for(i=0;i<dm;i++)

{
b

for(j=0:;j<m;j++) fill(Z[i][j].begin(),Z[i][j].end(),0);
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i=random(per);

k=random(ut);
SA.vectorOlut[i][k]=1-SA.vectorOlut[i][k];
i=random(per);

k=random(dm);
SA.vectorO1dm|[i][k]=1-SA.vectorO1dm][i][k];
for(i=0;i<per;i++)

{

}

for(j=0:j<dm;j++)

{
if(SA.vectorO1dm[i][j]==1)
{
acik_dm([i].push_back(j);
}
}

for(j=0;j<ut;j++){
if(SA.vectorOlut[i][j]==1) acik_ut[i].push_back(j);
}

kapasitedm=c;
kapasiteut=b;
kapasiteted=a;
int stop=0;

durak6: for(j=stop;j<m;j++)

{

durak4:

durl4:

durO:

vector<int> kopyl,kopydon,kopydm,kopyut;
vector<double> kopy2,kopy3;
int k2,it1;
kopyl.clear(); kopy2.clear(); kopy3.clear();
kopyl.resize(per);
copy(d[j].begin(),d[j].end(),kopyl.begin());
it1=distance(kopyl.begin(),min_element(kopyl.begin(),kopyl.end()));
fakedm.clear(); fakeut.clear();
fakedm.resize(acik dm[it1].size());
fakeut.resize(acik ut[it1].size());
double tal, tall, tal2;
if(*min_element(kopyl.begin(),kopyl.end())==INT MAX)
{
kopydon.resize(per); for(i=0;i<per;i++) kopydon[i]=i;
kopydm.resize(dm); for(i=0;i<dm;i++) kopydm[i]=i;
kopyut.resize(ut); for(i=0;i<ut;i++) kopyut[i]=i;
it1=random(kopydon.size());
int it2=random(kopydm.size());
if(acik_dm[kopydon[it1]].size()!=dm) goto dur0;
else goto durll;
if(SA.vectorOldm[kopydon[it]]][kopydm[it2]]==1)
{
/lkopy[it2]=INT MAX;
kopydm.erase(kopydm.begin()+it2);
if(kopydm.size()==0)
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{
kopydon.erase(kopydon.begin()+it1);
kopydm.resize(dm);
for(i=0;i<dm;i++) kopydm[i]=i;
goto durl4;
}
it2=random(kopydm.size());
goto dur0;
}
else
{
durll: tal=(4*d[j][kopydon][it1]] + (d[j][kopydon[it1]]*0.9 +

(d[j]l[kopydon[it1]]-d[j][kopydon[it1]]*0.9)/2) + (d[j][kopydon[itl]] +
(d[j][kopydon][it1]]*1.4 - d[j][kopydon[it1]])/2))/6.000;
if(tal<=kapasitedm[kopydm[it2]][kopydon[it1]])
{
vector<int> sayi,
dur2: k2=random(kopyut.size());
if(tal<kapasiteut[kopyut[k2]][kopydon[it1]])
{
SA.vectorOldm[kopydon[itl]][kopydm[it2]]=1;
acik_dm[kopydon][itl]].push _back(kopydm[it2]);
SA.vector02[0][j]=kopydon][it1];
SA.vector02[1][j]=kopydm[it2];
SA.vector02[2][j]=kopyut[k2];
if(SA.vectorOlut[kopydon[itl]][kopyut[k2]]==0)
{
SA.vectorOlut[kopydon[itl]][kopyut[k2]]=1;
acik ut[kopydon[itl]].push back(kopyut[k2]);
}

Z[kopydm[it2]][j][kopydon[it]1]]=Z[kopydm[it2]][j][kopydon][it]]]+tal;

kapasitedm[kopydm[it2]][kopydon[it1]]=kapasitedm[kopydm][it2]][kopydon[it1]]-
tal;

tall=tal/(1-
alfa[kopyut[k2]][kopydm[it2]][kopydon[it1]]);

Y[kopyut[k2]][kopydm[it2]][kopydon[it]1]]=Y [kopyut[k2]][kopydm][it2]][kopydon]it
1]]+tall;

kapasiteut[kopyut[k2]][kopydon[it1]]=kapasiteut[kopyut[k2]][kopydon[it]]]-tall;
int k3=random(ted);
double toph=0;
for(i=0;i<h;i++)
toph=toph+kapasiteted[k3][1][kopydon][it1]];
if(tal<toph){
SA.vector02[3][j]=k3;
for(i=0;i<h;i++)

{
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tal2=ra[1i]*tall;
X[k3][kopyut[k2]][i][kopydon[it]1]]=X[k3][kopyut[k2]][i][kopydon][it]1]]+tal2;

kapasiteted[k3][1][kopydon[it1]]=kapasiteted[k3][i][kopydon[it1]]-tal2;

}
}
stop=j+1;
goto durako6;

}

else

{
kopyut.erase(kopyut.begin()+k2);
goto dur2;

}

}
else
{

kopydm.erase(kopydm.begin()+it2);

if(kopydm.size()==0)

{
kopydon.erase(kopydon.begin()+it1);
kopydm.resize(dm);
for(i=0;i<dm;i++) kopydm[i]=i;
goto durl4;

}

it2=random(kopydm.size());

goto dur0;

}
}
}
if(acik_dm[it1].size()==0)
{
kopyl[it]1]=INT MAX;
goto durak4;
}
else
{

fakedm=acik dm[itl];

kopy2.clear();

kopy2.resize(fakedm.size());

for(i=0;i<int(kopy2.size());i++) kopy?2[i]=d3[fakedm[i]][j];
durak3:
k1=distance(kopy2.begin(),min_element(kopy2.begin(),kopy2.end()));

int kont1=fakedm[k1];

int kont2=it1;

double kontrol=kapasitedm[fakedm[k1]][it1];

tal= (4*d[j][it1] + (d[j][it1]*0.9 + (d[j][it1]-d[j][it1]*0.9)/2) +
(d[j[t1] + (d[3][it1]*1.4 - d[j][it1])/2))/6.000;

if(tal<=kapasitedm[fakedm[k1]][it1])

C-4



EK-C’NiN DEVAMI

{
if(acik_ut[it1].size()==0)
{
kopy.clear();
kopy.resize(ut);
for(i=0;1<ut;i++) kopy[i]=d2[i][k1];
int

it2=distance(kopy.begin(),min_element(kopy.begin(),kopy.end()));
acik ut[it]l].push back(it2);
if(tal<kapasiteut[it2][it1])
{
SA.vector02[0][j]=it1;
SA.vector02[1][j]=acik_dm[it1][k1];
SA.vector02[2][j]=i1t2;

Z[acik_dm[it1][k1]][i][it1]=Z[acik_dm[it1][k1]][j][it]]+tal;

kapasitedm[acik dm[it]1][k1]][it]]=kapasitedm[acik dm[it]1][k1]][it]]-tal;
tall=tal/(1-alfa[it2][acik dml[it1][k1]][it1]);

Y[it2][acik dml][itl1][k1]][it1]=YTit2][acik dm[it1][k1]][it]1]+tall;
kapasiteut[it2][it]1]=kapasiteut[it2][it1]-tall;

}
k2=acik_ut[itl].size()-1;
}
else
{

fakeut=acik ut[itl];
kopy3.clear();
kopy3.resize(fakeut.size());
for(i=0;i<int(kopy3.size());i++) kopy3[i]=d2[fakeut[i]][k1];
dur:
k2=distance(kopy3.begin(),min_element(kopy3.begin(),kopy3.end()));
int kont3=fakeut[k2];
double kontroll=kapasiteut| fakeut[k2]][it1];
if(tal<kapasiteut[fakeut[k2]][it1])
{
SA.vector02[0][j]=it1;
SA.vector02[1][j]=fakedm[k1];
SA.vector02[2][j]=fakeut[k2];
Z[takedm[k1]][j][it1 ]=Z[fakedm[k1]][j][it1]+tal;
double kont4=Z[fakedm[k1]][j][it1];

kapasitedm|fakedm[k1]][it1]=kapasitedm|fakedm[k1]][it1]-tal;
double kont5=kapasitedm[fakedm[k1]][it1];
tall=tal/(1-alfa[fakeut[k2]][fakedm[k1]][it1]);

Y[ fakeut[k2]][fakedm[k1]][it1]=Y[fakeut[k2]][fakedm[k1]][it1]+tall;
kont4=Y[fakeut[k2]][fakedm[k1]][it1];
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kapasiteut[fakeut[k2]][it1 ]=kapasiteut[fakeut[k2]][it1]-
tall;
kont5=kapasiteut| fakeut[k2]][it1];
}

else

{
kopy3[k2]=INT _MAX;

if(*min_element(kopy3.begin(),kopy3.end())==INT MAX)
{
kopyl[it]1]=INT MAX;
goto durak4;
}

goto dur;

}

else
{
kopy2[k1]=INT MAX;
if(*min_element(kopy2.begin(),kopy2.end())==INT MAX)
{
kopyl[it1]=INT _MAX;
goto durak4;
}
goto durak3;
}

}
kopy.clear();

kopy.resize(ted);
for(i=0;i<ted;i++) kopy[i]=d1[i][acik ut[it1][k2]];
durl: int k3=distance(kopy.begin(),min_element(kopy.begin(),kopy.end()));

double toph=0;
for(i=0;i<h;i++) toph=toph+kapasiteted[k3][i][it1];
if(tal<toph){

SA.vector02[3][j]=k3;

for(i=0;i<h;i++)

{

tal2=ra[1i]*tall;

X[k3][acik_ut[it]][k2]][i][it1]=X[k3][acik ut[it]][k2]][i][it]]+tal2;
kapasiteted[k3][1][it]1 ]=kapasiteted[k3][1][1t1]-tal2;

}

}

else

{
kopy[k3]=INT MAX;
goto durl;

}
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}
T —

void amac()

{

quantity=0;
double top1=0,top2=0,top3=0,top4=0,top5=0,top6=0,top7=0,top8=0,top9=0;
for(i=0;1<dm;i++){
for(j=0;j<myj++){
for(k=0;k<per;k++){

top1=top 1-+(Co[i][k]*Z[i][jI[kD);

top4=top4+Z[i][jl[k];

top7=top7+(Cc[i][k]*Z[i][j][k]);
top8=top8-+(Ch[i][k]*Z[i][jI[kD);
top9=top9-+(Cb[i][k]*Z[i][jI[kD);

I3
for(i=0;i<dm;i++){

for(j=0:j<per;j++){
top2=top2+Ch[1][j]+Cb[1][];
top3=top3-+(Ch[i][j]*Cb[i][j]);
top6=top6-+(Cb[1][j]*(Ch[i][j]*Cb[i][j]));} }
for(i=0;i<ut;i++){
for(j=0:j<dm;j++){
for(k=0;k<per;k++){

topS=top5+YTi][j]I[k];

I3y
quantity=(2*top1*top2)/(top3*(1-(top4/top5)));
quantity=sqrt(quantity);
backlog=(2*top1*(1-(top4/top5)))/top6;
backlog=sqrt(backlog);

SM=top7+(top1/quantity);
SM=SM-+((top8/(2*quantity))*pow(((quantity*(1-(top4/top5)))-
backlog),2)*((1/(top5-top4))+(1/top4)));
SM=SM-+(((top9*pow(backlog,2))/(2*quantity))*((1/(top5-top4))+(1/top4)));
top1=0;
for(i=0;1<ted;i++){
for(j=0;j<ut;j++){
for(k=0;k<h;k++){
for(k1=0;k1<per;k1++){
topl=top1+((f*d1[i][j]/100)*price[k1]*X[i][j1[k][k1]);} } } }
top2=0;
for(i=0;1<ut;i++){
for(j=0;j<dm;j++){
for(k=0;k<per;k++){
top2=top2+((f*d2[i][j]/100)*price[k]*Y[i][j][k]);

iy
top3=0;
for(i=0;i<dm;i++){
for(j=0:j<m;j++){
for(k=0;k<per;k++){
top3=top3+((f*d3[i][;]/100)*price[k]*Z[1][j][k]);
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I3y
top4=0;
double kont1;
for(i=0;i<per;i++){
kontl=acik ut[i].size();
for(k=0;k<int(acik ut[i].size());k++){
kont1=0;
for(j=0:j<dm;j++){
kont1=kont1+Y[acik ut[i][k]][j][i];
}
if(kont1!=0) top4=top4+(fu[acik ut[i][k]][i]);}}
top5=0;
for(i=0;1<per;i++){
for(k=0;k<int(acik dm[i].size());k++){
kont1=0;
for(j=0:j<m;j++){
kont1=kont1+Z[acik dml[i][k]][j][i];
}
if(kont1!=0) topS=topS+(fw[acik_dm[i][k]][i]);}}
TM=top1+top2+top3-+top4+top5;
lambda=(objus1-TM)/(objus1-objasl);
stat=(objus2-SM)/(objus2-objas2);

}
e e e e
void _ fastcall TForm1::BitBtn1Click(TObject *Sender)
{
CheckListBox1->Clear();
OpenDialogl->InitialDir="C:\\";
if(OpenDialog1->Execute())
{
CheckListBox1->Items->AddStrings(OpenDialog1->Files);
}
}
/e e e e

void _ fastcall TForm1::BitBtn2Click(TObject *Sender)
{

mt count=0;

double bestTM,bestSM, Temp,time, yer;

vector<vector<int> > yedek(lut, yedekO1dm, yedek02;

string str;

ifstream in,in1;

ofstream out,outl,out2;

clock t start,finish;

in.precision(10);

inl.precision(10);

out.precision(10);

outl.precision(10);



out2.precision(10);

out.open("C:\\Work\\HAS2v2-1\\S Asonuclar.txt");
while(count!=CheckListBox1->Items->Count)

{

if(CheckListBox1->Checked[count])

{

iter=-1;
in.clear();
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in.open(CheckListBox1->Items->Strings[count].c_str());

m>>str>>ted;
n>>str>>ut;
In>>str>>dm;
In>>str>>m;
In>>str>>h;
In>>str>>per;
n>>str;
a.resize(ted);
for(i=0;i<ted;i++){
a[i].resize(h);
for(j=0:j<h;j++){

a[i][j].resize(per);
for(k=0;k<per;k++)

in>>a[i][j][k];} }

n>>str;
b.resize(ut);
for(i=0;i<ut;i++){
b[i].resize(per);
for(j=0:j<per;j++)
in>>b[i][j];}
n>>str;
c.resize(dm);
for(i=0;i<dm;i++){
c[i].resize(per);
for(j=0:j<per;j++)
in>>c[i][j];}
n>>str;
fu.resize(ut);
for(i=0;i<ut;i++){
fu[1].resize(per);
for(j=0:j<per;j++)
in>>fui][j];}
n>>str;
fw.resize(dm);
for(i=0;i<dm;i++){
fw[i].resize(per);
for(j=0:j<per;j++)
in>>fwli][j];}
n>>str;
d.resize(m);
for(i=0;i<m;i++){



d[i].resize(per);
for(j=0:j<per;j++)
in>>d[i][j];}
m>>str>>alt;
n>>str>>ust;
n>>str;
ra.resize(h);
for(i=0;i<h;i++)
in>>ralil;
n>>str;
alfa.resize(ut);
for(i=0;i<ut;i++){
alfa[1].resize(dm);
for(j=0:j<dm;j++){
alfa[1][j].resize(per);
for(k=0;k<per;k++)
in>>alfafi] j][k]:} }
n>>str;
dl1.resize(ted);
for(i=0;i<ted;i++){
dl1[1].resize(ut);
for(j=0;j<ut;j++)
in>>d1[1][j];}
n>>str;
d2.resize(ut);
for(i=0;i<ut;i++){
d2[i].resize(dm);
for(j=0:j<dm;j++)
in>>d2[1][j];}
In>>str;
d3.resize(dm);
for(i=0;1<dm;i++){
d3[1].resize(m);
for(j=0;j<m;j++)
in>>d3[1][j];}
In>>str;
Cc.resize(dm);
for(i=0;1<dm;i++){
Ccl[i].resize(per);
for(j=0;j<per;j++)
in>>Ccl[i][j];}
In>>str;
Co.resize(dm);
for(i=0;1<dm;i++){
Coli].resize(per);
for(=0;j<per-L;j++)
in>>Coli][j];}
In>>str;
Ch.resize(dm);
for(i=0;1<dm;i++){
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Ch[1].resize(per);
for(=0;j<per-1;++)
in>>Ch[1][j];}
n>>str;
Cb.resize(dm);
for(i=0;i<dm;i++){
Cb[i].resize(per);
for(=0;j<per-L;j++)
in>>Cbl[1][j];}
n>>str>>f;
price.resize(per);
n>>str;
for(i=0;i<per;i++)
in>>price[i];
in>>str>>objusl;
in>>str>>objasl;
In>>str>>objus2;
In>>str>>objas2;
in.close();
SA.vectorOlut.resize(per, vector<int>(ut,0)); yedekOlut.resize(per,
vector<int>(ut,0));
SA.vectorOldm.resize(per, vector<int>(dm,0));
yedekO1dm.resize(per, vector<int>(dm,0));
SA.vector02.resize(4, vector<int>(m)); yedek02.resize(4,
vector<int>(m));
kapasitedm.resize(dm, vector<double>(per,0));
kapasiteut.resize(ut, vector<double>(per,0));
acik dm.resize(per);
acik ut.resize(per);
X.resize(ted);
Y .resize(ut);
Z.resize(dm);
kapasiteted.resize(ted);
for(k1=0;k1<ted;k1++){ X[k1].resize(ut); kapasiteted[k1].resize(h);
for(k=0;k<ut;k++){ X[k1][k].resize(h); Y[k].resize(dm);
for(i=0;i<dm;i++){ Z[1].resize(m); Y[k][1].resize(per);
fill(Y[k][1].begin(),Y[k][i].end(),0);
for(j=0;j<m;j++){ Z[1][j].resize(per);
fill(Z[1][j].begin(),Z[1][j].end(),0);} }
for(i=0;i<h;i++){ X[k1][k][1].resize(per);
fill(X[k1][k][i].begin(),X[k1][k][i].end(),0);
kapasiteted[k1][1].resize(per);} } }
SA.Tfirst=LabeledEdit1->Text. ToDouble();
SA.Tlast=LabeledEdit4->Text. ToDouble();
SA.iternum=LabeledEdit2->Text. Tolnt();
SA.ro=LabeledEdit3->Text. ToDouble();
start=clock();
kapasitedm=c;
kapasiteut=b;
kapasiteted=a;
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for(i=0;1<m;i++)
{
bas: int yeter1=0, yeter2=0;
int it1=random(per);
if(d[1][it1 [==INT_MAX) d[i][it]1]=yer;
int it2=random(dm);
double tal, tall, tal2;
tal=(4*d[1][it1] + (d[i][it1]*0.9 + (d[1][it1] -d[i][it1] *0.9)/2) +
(d[1][it1] + (d[i][it1] *1.4 - d[i][it1] )/2))/6.000;

durakl: if(tal<=kapasitedm[it2][it1])
{
if(int(acik_dm[it1].size())<=dm-1)
{
SA.vectorOldm[it1][it2]=1;
SA.vector02[0][1]=it1;
SA.vector02[1][1]=it2;
Z[it2][1][it1]=Z[it2][1][it1]+tal;
kap=Z[it2][1][it1];
kapasitedm[it2][it1 ]=kapasitedm[it2][it1]-tal;
}
else
{
yer=d[i][it1];
k=it1;
d[i][it1]=INT MAX;
goto bas;
}
}
else
{
it2=random(dm);
yeterl=yeter1+1;
if(yeter1==dm) goto bas;
else goto durakl;
}
int it3=random(ut);
durak?2: if(tal<kapasiteut[it3][it1])
{
if(int(acik ut[it1].size())<=ut-1)
{
SA.vectorOlut[it1][it3]=1;
SA.vector02[2][1]=it3;
tall=tal/(1-alfa[it3][it2][it1]);
Y[it3][it2][it1]=Y[it3][it2][it1]+tall;
kapasiteut[it3][it]1]=kapasiteut[it3][it1]-tall;
}
}
else
{

it3=random(ut);
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yeter2=yeter2+1;
if(yeter2==dm) goto bas;
else goto durak?;
}
kopy.clear();
kopy.resize(ted);
for(j=0;j<ted;j++) kopy[j]=d1[j][it3];
durakO: int
it0=distance(kopy.begin(),min_element(kopy.begin(),kopy.end()));
double toph=0;
for(j=0;j<h;j++) toph=toph+kapasiteted[itO][j][it1];
if(tal<toph){
SA.vector02[3][1]=it0;
for(j=0:j<h;j++)

{
tal2=tall *ra[j];
X[it0][it3][j][1t1]=X[1t0][it3][j][it1]+tal2;
kapasiteted[it0][j][it1 ]=kapasiteted[itO][j][it1]-tal2;
}
}
else
{

kopy[it0]=INT MAX;

itO=distance(kopy.begin(),min_element(kopy.begin(),kopy.end()));
goto durakO;

}
}
for(i=0;i<per;i++)
{
for(j=0;j<dm;j++)
{
if(SA.vector01dm[i][j]==1) acik_dm[i].push_back(j);
}
for(j=0;j<ut;j++){
if(SA.vectorOlut[i][j]==1) acik_ut[i].push_back(j);
}
}

SA.bestvectorut.resize(per, vector<int>(ut,0));
SA.bestvectordm.resize(per, vector<int>(dm,0));
SA.bestvector02.resize(4, vector<int>(m));
SA.bestvectorut=SA.vector0O1ut;
SA.bestvectordm=SA.vector01dm,;
SA.bestvector02=SA.vector02;
amac();
if(stat<lambda) SA.obj=stat;
else SA.obj=lambda;
if(SA.obj<0)
{

TM=3*TM,;
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SM=3*SM;
}
out<<CheckListBox1->Items->Strings[count].c_str()<<"n';
SA.best=SA.obyj;
bestTM=TM,;
bestSM=SM;
Temp=SA.Tfirst;
double L1,L.2,1.3,nL.1,nL.2,nL3;
L1=SA.obj; L2=TM; L3=SM;
while(Temp>SA.Tlast)
{
for(iter=0;iter<SA.iternum;iter++)
{
yedekOlut=SA.vectorOlut;
yedekO1ldm=SA.vectorOldm;
yedek02=SA.vector(02;
if(Temp<88){
int klm;
klm=++klm;
}
SA.neighbor();
amac();
if(stat<lambda) nL 1=stat;
else nL1=lambda;

if(nL1<0)
{
nlL2=3*TM;
nlL3=3*SM;
§
else
{
nL2=TM;
nlL3=SM;
J
if(nL2<L2 && nlL3<L3){
L1=nlL1;
L2=nl2;
L3=nL3;
if(nL2<bestTM && nL3<bestSM)
{
SA.best=nL1;
bestTM=nL2;
bestSM=nL3;

SA.bestvectorut=SA.vector0Olut;
SA.bestvectordm=SA.vectorO1dm,;
SA.bestvector02=SA.vector02;} }
else{
if(((nL2-L2)/(Temp+0.000))<(-381))
{
SA.acceptl=exp(-(-381));
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}
else SA.acceptl=exp(-(nL2-L2)/(Temp+0.000));

if((nL3-L3)/(Temp+0.000))<(-381))
{

}
else SA.accept2=exp(-(nL3-L3)/(Temp+0.000));

double u=random(1000)/1000.000;
if(lu<SA.accept] && u<SA.accept2){

SA.accept2=exp(-(-381));

L1=nL1;
L2=nL2;
L3=nL3;

}

else

{
SA.vectorOlut=yedekO1lut;
SA.vector0ldm=yedek01dm,;
SA.vector02=yedek02;

}

§

§

Temp=Temp*SA.ro;
J
finish=clock();
time=(finish-start)/CLK TCK;
out<<SA.best<<t'<<bestTM<<t'<<bestSM<<t'<<time<<"\n'<<n';
for(i=0;i<per;i++)

{
for(j=0;j<ut;j++)
{
out<<SA.bestvectorut[i][j]<<" ";
h
out<<\n';
h

out<<\n'<<\n';
for(i=0;i<per;i++)

{
for(j=03j<dmsj++)
{
out<<SA.bestvectordm[i][j]<<" ";
h
out<<\n';
h
out<<\n'<<\n';
for(i=0;i1<4;i++)
{
for(j=0:j<m;j++)
{
out<<SA.bestvectorO2[i][j]<<" ";
h
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out<<\n';
}
}
ra.clear(); PU.clear(); PW.clear();
price.clear();
b.clear(); c.clear(); d.clear();
fu.clear(); fw.clear(); alfa.clear(); d1.clear(); d2.clear(); d3.clear();
Cc.clear(); Co.clear(); Ch.clear(); Cb.clear();
a.clear();
SA.vectorOlut.clear();
SA.vectorOldm.clear();
SA.vector02.clear();
Z.clear();
acik dm.clear();
acik ut.clear();
kapasitedm.clear();
kapasiteut.clear();
kapasiteted.clear();
count=count+1;
}
out.close();
ShowMessage("BYTTY!!!!");

}
fmm e e e e
void _ fastcall TForm1::CheckBox1Click(TObject *Sender)
{
if(CheckBox1->Checked)
{
for(i=0;i<CheckListBox1->Items->Count;i++)
CheckListBox1->Checked[1]=true;
}
else
{
for(i=0;1<CheckListBox1->Items->Count;i++)
CheckListBox1->Checked|[1]=false;
}
}
fmm e e e e
void __ fastcall TForm1::BitBtn3Click(TObject *Sender)
{
string str;
str="C:\\Work\\HAS2v2-1\\SAsonuclar.txt";
str="C:\\Windows\\notepad.exe "+str;
system(str.c_str());
}
fmm e e e e
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