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OZET
SINIFLAMA VE REGRESYON AGACLARI

CART yontemi hem kategorik hem de siirekli degiskenleri kullanarak
siniflama ve regresyon problemlerinin ¢éziimiinde karar agaclarin1 kullanan parametrik
olmayan istatistiksel bir yontemdir. Ele alinan bagimli degisken kategorik ise yontem
siniflama agaglari, siirekli ise regresyon agaclar1 olarak adlandirilmaktadir. Ayni sekilde
MARS yontemi de nonparametrik ve dogrusal olmayan bir yontem olup, hem siirekli
hem de ikili bagimli degiskenler igin tasarlanmistir. Bagimli degiskeninin siirekli olmasi
durumunda kestirim amagli olan bu yontem, kategorik olmasi durumunda siniflandirma
amacina sahiptir. Her iki yontemin ortak 6zelligi bagimli degiskenin tiiriine gére hem

siniflama hem de tahmin modeli gelistirebilmesidir.

Bu c¢alismada amag¢ Tiirkiye’de genclerin siyasi goriislerini etkileyen
faktorlerin belirlenmesinde, yani parti tercihlerinde CART ve MARS yontemlerini
karsilastirip, uygulamada hangi yontemin digerinden daha dogru bir siniflama
yapacagim farkli biytikliikteki baglangic ve test verisi kullanarak incelemek ve
sonrasinda en uygun olan baslangi¢ ve test verisi biiyiikliigiine gore farkli biiytikliikteki
ornek sayilar ile bu kez sadece CART ile modelleme yaparak en basarili siniflama

modelini olusturmaya ¢alismaktir.

Yapilan uygulamalar sonucunda, veri setinin yaklasik %70’inin baslangi¢
verisi, geri kalan %30’unun da test verisi olarak alinmasi, en uygun baslangi¢ ve test

verisi biiyiikliigii olarak tespit edilmistir. Ilk asamada bagimli degisken olan parti



tercihinin kategori diizeyi iki olarak ele alinmistir. Bu asamada, hem baslangi¢c hem test
verisi i¢in genel dogru siniflama oranlarinda CART yonteminin sonuglarinin, duyarlilik
ve Ozgiillik hesabinda ise; MARS yonteminin sonuglarinin nispeten daha yiiksek
oldugu gériilmiistiir. Ikinci asamada ise, parti tercihi degiskeninin kategori diizeyi bes
diizey olarak ele alinmis ve farkli bliytikliikteki 6rnek sayilari ile bu kez sadece CART
ile modelleme yapilmistir. Buradan ortaya ¢ikan sonug ise, 6rneklem biiyiikliigii arttik¢a
genel olarak modelin hem baslangig, hem de test verisinin genel dogru smiflama

oraninin arttigl; ayirim giicliniin ise azalip artan bir trend gosterdigi yoniinde olmustur.



GENERAL KNOWLEDGE

Name and Surname : Yeliz Sevimli Saitoglu

Field : Econometrics

Programme . Statistics

Supervisor : Professor Ahmet Mete Cilingirtiirk
Degree Awarded and Date : Doctorate - June 2015

Keywords : CART, MARS, Decision Trees, Turkish

Youth and Their Political Views

ABSTRACT

CLASSIFICATION AND REGRESSION TREES

CART is a nonparametric statistical method that uses decision trees while
solving the classification and regression problems using both categorical and continuous
variables. If the dependent variable is categorical the method is called as classification
tree. If the dependent variable is continuous the method is called as regression tree.
Similar to CART, MARS is a nonparametric and nonlinear method that is designed for
both continuous and binary dependant variables. If the dependant variable is continuous
this method is used for prediction. If the dependant variable is categorical the method is
used for classification. The common feature of these two methods is to develope both

classification and prediction models according to the type of the dependant variable.

The objective of this study is to compare CART and MARS, practically
determining which of them classify better using learning and test data with different
sizes and creating the most successful classification model modeling only with CART
with different sample sizes due to the best appropriate learning and test data sizes. In
this context determining the factors that affect the political views and the political party
choice of the Turkish youth is assessed as an implementation in order to define the best

method for this case.

According to the information obtained from the implementations the best
appropriate learning and test data sizes are determined. By the way approximately 70%

of the data set should be taken as the learning data set and the remain part should be



taken as the test set. In the first step the category level of political party choice which
is dependant variable is taken as 2. At first according to the general correct
classification rate for both learning and test data the results of CART are higher and
according to the sensitivity and specificity calculations the results of MARS method are
higher. Secondly the category level of political party choice is taken as 5 and modeling
with different sample sizes is done only with CART as the sample size increase, the
general correct classification rate of both learning and test data increase generally and
the values of the AUC ratios fluctuate respectively.
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GIRIiS

Birgok disiplin icin ¢ok sayida ve karmasik bilgi yigini igerisinden aciklayict
olanlar1 belirleyip en uygun modelin tahmininde bulunmak 6nemli bir problemdir. Bu
problemin c¢oziilebilmesi ihtiyacindan yola ¢ikilarak bircok teknik gelistirilmistir.
Ozellikle giiniimiizde bilgisayar teknolojilerine uygun yazilimlardaki c¢ok hizl
yenilikler ve ilerlemeler bu tiir problemlerin ¢oziimiine 6nemli katkilar saglamistir. Veri
madenciligi yontemleri de bu durumlarda basvurulan Onemli bir tekniktir. Veri
madenciliginde kullanilan bir¢ok yontem bulunmaktadir. Karar agaglari da bu

yontemlerden bir tanesi olarak ortaya ¢ikmaktadir.

Bu c¢alismada veri madenciligi teknigine kisaca deginilecek ve veri
madenciliginin 6nemli tekniklerinden biri olan karar agaglar1 incelenecektir. Calismanin
as1l amaci karar agaglar1 yontemlerinden CART (Classification and Regression Trees:
Siiflama ve Regresyon Agaclari) ve MARS (Multivariate Adaptive Regression
Splines: Cok degiskenli Uyarlanabilir Regresyon Uzanimlar1) yontemleri hakkinda
detayli bilgi vermektir. Her iki yontemin de ortak 6zelligi bagimli degiskenin tiiriine
gore hem smiflama hem de tahmin modeli gelistirebilmesidir. Bu sebepten dolay1 bu iki

yontemin karsilastirilmasi amaglanmaktadir.

CART yontemi 1984 yilinda Breiman, Friedman, Olshen ve Stone tarafindan
geligtirilmistir.1 CART hem kategorik hem de siirekli degiskenleri kullanarak siniflama
ve regresyon problemlerinin ¢6ziimiinde karar agaglarimi kullanan parametrik olmayan
istatistiksel bir yontemdir. Ele alinan bagimli degisken kategorik ise yontem siniflama
agaclar (Classification Trees-CT), siirekli ise regresyon agaclart (Regression Trees-RT)
olarak adlandiriimaktadir.? Ayni durum MARS yo6ntemi i¢in de gecgerlidir. MARS
yontemi, 1990’larin basinda Stanford Universitesinden istatistik¢i Jerome H. Friedman

tarafindan gelistirilen nonparametrik ve lineer olmayan bir yéntemdir.®

! Ozge Sezgin, “Statistical Method in Credit Banking”, (Yaymlanmamus Yiiksek Lisans Tezi, Orta Dogu Teknik
Universitesi, Uygulamal1 Matematik Enstitiisii, 2006, s.27.

2 Zeynep Burcu Kiran, “Lojistik Regresyon ve CART Analizi Teknikleriyle Sosyal Giivenlik Kurumu ilag Provizyon
Sistemi Verileri Uzerinde Bir Uygulama”, (Yaymlanmamus Yiiksek lisans Tezi, Gazi Universitesi, FBE, 2010),
s.19.

% Jerome H. Friedman, “Multivariate Adaptive Regression Splines”, The Annals of Statistics, Vol.19, No.1 (June
1991), s.1.



MARS yo6ntemi, hem siirekli hem de ikili (binary) bagimli degiskenler igin
tasarlanmistir. Bagimli degiskenin siirekli olmasi durumunda kestirim amagli olan bu
yontem, bagimli degiskenin kategorik olmasi durumunda ise, siniflandirma amacina

sahiptir.*

Bu calismada amag, Tirkiye’de gencglerin siyasi gorislerini etkileyen
faktorlerin belirlenmesinde yani parti tercihlerinde CART ve MARS yontemlerini
karsilagtirarak uygulamada hangi yontemin digerinden daha dogru bir siniflama
yapacagini farkli biiytikliikteki baslangic ve test verisi kullanarak inceledikten sonra en
uygun olan baglangi¢ ve test verisi biiyiikliigiine gore cesitli biliylikliikteki 6rnek sayilar
ile en basarili siniflama modeline karar verilmesidir. Ayrica uygulamada genellikle
insan genetigi, gida bilimi ve hastalik arastirmalar1 gibi c¢esitli alanlarda kullanilan
CART ve MARS yontemleri bu alanlardan farkli olarak Tirkiye gencligi iizerine

yapilmis bir anketten toplanan veriler ile degerlendirilmistir.

Calisma ii¢ ana boliimden olugmaktadir. Birinci boliim “Veri Madenciliginde
Karar Agaglar1”, ikinci boliim “Siniflama ve Tahmin Modelleri” basliklarini almakta ve
tclincli bolimde ise CART ve MARS yontemine iliskin bir uygulamaya yer

verilmektedir.

Calismanin birinci boliimiinde karar agacglarma genel bir giris yapilmistir.
Genel tanim ve kavramlar ile matematiksel ifadelere yer verilmistir ve ¢esitli karar agaci
algoritmalar1 ¢ikis yillarma gdre incelenmistir. Ikinci boliimde ise; CART ve MARS
yontemleri detayli olarak ele alinmistir. Her iki ydntemde sniflama ve tahmin
modellerinin olusum yapist incelenmistir. Olusturulmus olan modeller icerisinde en
uygun modellerin se¢iminin yapilabilmesi i¢in gerekli olan model se¢im kriterlerinden
bahsedilmistir. Sonug¢ olarak her iki yontemin avantaj ve dezavantajlarina bakilarak

yontemler karsilagtirilmistir.

Calismanin tglincli bolimii ise; uygulamadan olusmaktadir. Bu boliimde

KONDA Arastirma ve Danigmanlik sirketinin Nisan 2011 tarihinde yaptig1 “Tiirkiye

* Mukhopadhyay A ve Igbal A, “Prediction of Mechanical Property of Steel Strips Using Multivariate Adaptive
Regression Splines” Journal of Applied Statistics, 2009, Vol.36, No.1, http://www.tandfonline.com/toc/cjas20/current
(23 Mart 2009), 5.3.



http://www.tandfonline.com/toc/cjas20/current

Gengligi Arastirmasi” adli bir anketten faydalanilmstir.” Verilerin analizinde ise, karar
agaclarinda kullanilan smiflama yontemleri olan CART ve MARS yontemleri
kullanilmistir. Analiz sonucunda kurulan modellerin karsilagtirilmasi yapilmis ve her iki

yontemden elde edilen bulgular yorumlanmustir.

® KONDA Arastirma ve Damsmanlik, Tiirkiye Gengligi Arastirmas1’2011
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BIiRINCIi BOLUM

VERI MADENCILIGINDE KARAR AGACLARI

Bu béliimde ilk olarak veri madenciligi hakkinda genel bir bilgi verilmis, daha
sonra veri madenciliginin 6nemli bir kolu olan karar agaglar1 yontemlerinden detayli bir
sekilde bahsedilmistir. Karar agaclar1 anlatilmadan 6nce karar agacglarinda kullanilacak

olan kavramlara yer verilmistir.
1.1. Genel Tanmim ve Kavramlar

Diinyadaki bilgi hacmi her ii¢ yilda bir ikiye katlanarak insanlik tarihinde daha
once hi¢ goriilmedigi kadar hizli artis gostermektedir. Ham maddesi dag gibi bilgi
yiginlar1 olan Big Data (Biiyiik Veriler) ve bununla ilgili teknolojiler son zamanlarda

6

cok biiylik onem kazanmaya baslamistir.” Bu biliylik verilerin islenmesinde veri

madenciligi yontemleri kullanilmaktadir.

Veri madenciligi daha 6nceden bilinmeyen, gecerli ve uygulanabilir bilgilerin
genis veri tabanlarindan elde edilmesi ve bu bilgilerin isletme kararlar1 verirken
kullanilmasidir.” Veri madenciligi ile biiylik veri yiginlarindan olusan veri sistemleri
icerisinde gizlenmis bilgilerin ¢ekilmesi saglanir. Bu islem, istatistik, matematik
disiplinleri, modelleme teknikleri, veritaban1 teknolojisi ve ¢esitili bilgisayar
programlari kullanilarak yapilir. Veri madenciligi kendi basina bir ¢éziim degil ¢dzlime
ulagsmak i¢in verilecek karar siirecini destekleyen, problemi ¢ozmek i¢in gerekli bilgileri

saglamaya yarayan bir aragtir.®

® Bilim ve Teknik, “Rastlantinin Bittigi Yer Big Data”, Cilt. 46, Say1. 550 (Eyliil 2013), s. 22-23.

" Gokhan Silahtaroglu, Veri Madenciligi (Kavram ve Algoritmalar), 2. Basim, Istanbul: Papatya Yaymcihik
Egitim, 2013, s.12.

® Gamze Pehlivan, “Chaid Analizi ve Bir Uygulama”, (Yaymlanmams Yiiksek lisans Tezi, Yildiz Teknik
Universitesi, FBE, 2006), s.13.



Karar verme siirecinde énemli bir yere sahip olan veri madenciligi; pazarlama,
bankacilik ve sigortacilik, borsa, perakendecilik, telekominikasyon, endiistri ve

miihendislik, saglik ve ilag gibi ¢esitli sektorlerde kullanilmaktadir.’

Veri madenciliginde kullanilan modeller, “Tanimlayict Modeller” ve “Tahmin
Edici Modeller” olmak lizere iki baslik altinda incelenebilir. Tanimlayict modellerde
(descriptive models) amac¢ karar vermeye rehberlik etmede kullanilabilecek mevcut
verilerdeki oriintiilerin tanimlanmasini saglamaktir. Tanimlayici modeller, iliski analizi
ve kiimeleme analizi olmak iizere iki grupta incelenebilir. Iliski analizi kapsaminda ise
birliktelik kurallar1 (association rules) ile ardisik zamanli Oriintiiler yer almaktadir.
Tahmin edici modellerin (predictive models) amaci ise, sonuglar1 bilinen verilerden
hareket edilerek bir model gelistilmesi ve kurulan bu modelden yararlanarak, sonuglari
bilinmeyen veri kiimeleri i¢in sonu¢ degerlerini tahmin etmektir. Tahmin edici modeler
ise smiflandirma ve istatistiksel tahmin modelleri olmak iizere iki baslik altinda
incelenmektedir. Karar agaglari, Yapay sinir aglar1 ve genetik algoritmalar en yaygin
olarak kullanilan smiflandirma teknikleridir. Istatistiksel tahmin modellerinde ise
regresyon analizi, diskriminant analizi ve lojistik regresyon analizi en yaygin kulanilan

tekniklerdir.'® Bu durum asagidaki tabloda 6zet olarak gdsterilmistir.

Tablo 1.1. Veri Madenciliginde Kullanilan Modeller

Veri Madenciliginde Kullanilan Modeller

Tahmin Edici Modeller Tanimlayic1 Modeller
istatistiksel Tahmin
Siniflandirma Modelleri iliski Analizi Kiimeleme Analizi
-Karar Agaglar
~Yapay Smlr_ Aglar -Regr.esyon Anahz.l . -Birliktelik Kurallar1 | -Hiyerarsik Kiimeleme -
-Genetik -Diskriminant Analizi . .
. - -Ardisik Zamanli Hiyerarsik Olmayan
Algoritmalar -Lojistik Regresyon Oriintiiler Kiimeleme
-Bellek Tabanl Analizi
Smiflandirma

Kaynak: Yazar tarafindan gesitli eserlerden yararlanilarak olusturulmustur.

Tahmin edici modellerden olan siniflandirma modeli, sinifi tanimlanmig
mevcut verilerden yararlanarak, sinift belli olmayan verilerin sinifin1 tahmin etmek igin

kullanilan bir veri madenciligi modelidir. Smiflama modelinin i¢inde yer alan karar

9 Pehlivan, s. 14.
% Umman Tugba Simsek Giirsoy, Uygulamali Veri Madenciligi: Sektorel Analizler, 3. Basim, Ankara: Pegem
Akademi, 2012, s.5.



agac1 yontemi ile verinin igerdigi ortak ozelliklere gore veri simiflanir ve ¢ok sayida
kayit iceren bir veri kiimesi bir dizi karar kurallar1 uygulanarak daha kiiciik kiimelere
béliiniir."* Ornegin bir banka kredi verdigi miisterilerin risk durumunu karar agaclari
yardimiyla siniflayarak belirlediginde, miisterilerin risk profili ortaya ¢ikmis olacaktir.
Buna gore, belirli 6zelliklere sahip miisterilerinden kredi talebi geldiginde, karar agaci
bilgilerine dayanarak kredi verip vermeme konusunda karara varmis olacaktir."® Tahmin
edici modellerde yer alan istatistiksel tahmin modelleri ise, bagimli degisken ile

bagimsiz degiskenler arasindaki neden sonug iliglikilerinin belirlenmesinde kullanilir.

Tanimlayici modellerden olan kiimelemenin amaci1 ise, verilerin kendi
arasindaki benzerliklerini goz oniine alarak gruplandirmasidir. Bu model 6zellikle Pazar
arastirmalarinda  kullanilmaktadir. Ornegin alisveris magazalarinda miisterilerin
gruplara ayrilmasi bir kiimeleme islemidir. Bunun disinda desen tanimlama, resim
isleme ve uzaysal harita verilerinin analizinde kullanilmaktadir.® Kiimeleme analizi,
hiyerarsik kiimeleme ve hiyerarsik olmayan kiimeleme olmak {iizere ikiye ayrilir.
Hiyerarsik olmayan kiimelemede kullanilan yontem k-ortalamalar kiimesi yontemidir ve
kiime sayis1 onceden belirlenir. Hiyerarsik kiimelemede ise, kiime sayisi analiz
sonucunda elde edilen aga¢ grafigi ve uzaklik katsayilar1 bulgularina gore belirlenir.
Kiimeleme analizininin diskriminant analizinden farki, diskriminant analizinde gruplar
onceden belirlenirken kiimeleme analizinde bu belirleme analiz sonucunda elde

edilmektedir.**

Tanimlayici modellerinden olan birliktelik kurallarinin amaci ise, veritabani
icinde yer alan kayitlarin birbirleriyle olan iligkilerini inceleyerek, hangi olaylarin es
zamanlt olarak birlikte gerceklesebileceklerini ortaya koymaktir. Bu model 6zellikle
pazarlama alaninda kullanilmaktadir. “Pazar sepet analizleri” adi verilen bu
uygulamalar bu tiir veri madenciligi yontemlerine dayanir. Pazar sepet analizleri
yardimiyla miisterilerin aligveris aliskanliklar1 belirlenmeye calisilir. Bir miisteri

herhangi bir iirlinii aldiginda, sepetine bagka hangi iriinleri de koydugu belirli bir

MAli Sait Albayrak, Sebnem Koltan Yilmaz, “Veri Madenciligi: Karar Agac1 Algoritmalari ve IMKB Verileri iizerine
Bir Uygulama”, Siileyman Demirel Universitesi iktisadi ve Idari Bilimler Dergisi, Cilt.14, Say1.1 (2009), s.33.
12 yalgin Ozkan, Veri Madenciligi Yontemleri, 2. Basim, Istanbul: Papatya Yaymecilik Egitim, 2013, s.45.
13 &5

Ozkan, s. 47. .
1 Aliye Kayis, “Kiimeleme Analizi”, Seref Kalayci (Ed.), SPSS Uygulamah Cok Degiskenli Istatistik Teknikleri,
icinde (349-376), Ankara: Asil Yayin Dagitim, 2006, s.349.
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olasiliga gore hesaplanir. Birlikte satin alinan iirtinler belirlendiginde, magazalarda
raflar ona gore diizenlenerek miisterilerin bu tiir iriinlere daha kolayca erismeleri
saglanabilir.”® Tanimlayict modellerinden olan ardisik zamanli orintiiler, birliktelik
kurallariyla ayn1 amaci saglamak igin kullanilir ve birbirini izleyen olaylardaki

oruntileri belirler.

Sonug¢ olarak iki baslik altinda incelenebilen tahmin edici ve tanimlayici
modellerden tahmin edici yontemlerin amaci, verilerden hareket ederek bir model
gelistirmek ve kurulan bu model yardimiyla sonuglari bilinmeyen veri kiimelerinin
sonu¢ degerlerini tahmin etmek, siniflamak ve karakterize etmektir. Eger tahmin
edilecek degisken siirekli bir degisken ise tahmin problemi regresyon, kategorik bir
degisken ise siniflama problemi olarak tanimlanmaktadir. Tanimlayici yontemlerin
amaci ise, bir biitlin olarak veri kiimesinin yapisini incelemek ve verilerdeki oriintiilerin
tanimlanmasini saglamak‘ur.16 Veri madenciliginde kullanilan modeller burada kisaca

anlatildiktan sonra karar agaclar1 daha detayli olarak asagida anlatilmistir.

Veri madenciliginde kullanilan 6nemli bir yontem olan karar agaglar1 yani agag
temelli yontemler, parametrik olmayan istatistiksel yontemlerde kullanilan bir veri
analizi yontemidir. Incelenen dznitelikler uzaym (feature space) bir dizi dértgene boler
ve basit bir modele uydurmaya calisir.'’” Bilindigi iizere parametrik ydntemler
orneklenen kitlenin belirli 6zellikleri sagladigi varsayimina dayanir. Bu varsayimlar:
gozlemlerin bagimsiz olmasi, normal dagilimh kitleden alinmis olmasi, en azindan
aralikli bir oOlgekle Ol¢iilmiis olmast ve kitle varyanslarinin aymi olmasidir. Bu
varsayimlarin pratikte her zaman saglanmasi zor oldugu i¢in bu varsayimlarin
saglanamadigi durumlarda parametrik olmayan istatistiksel yontemler kullanilir.’® Bu
yilizden karar agaglari, birtakim varsayimlari saglama kosulu tasimamasi, kurulmasinin
ucuz olmasi, yorumlanmasinin kolay olmasi, veritabani sistemleri ile kolayca entegre

edilebilmeleri, giivenilirliklerinin iyi olmasi ve aga¢ yapist ile kolay anlasilabilen

1% Ozkan, s. 48-49

18 Fiiriizan Koktiirk, Handan Ankarahi ve Vildan Siimbiiloglu, “Veri Madenciligi Yontemlerine Genel Bakis”,
Tiirkiye Klinikleri Journal of Biostatistics, Cilt.1, Say1.1 (2009), s.22.

17 Trevor Hastie, Robert Tibshirani ve J erome Friedman, The Elements of Statistical Learning: Date mining,
Inference and Prediction, New York: Springer, 2001, s.266.

Giilay Kiroglu, Uygulamal Parametrik Olmayan istatistiksel Yontemler, istanbul: Paymas, 2001, s.7.
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kurallar yaratabilmesi nedeni ile veri madenciliginde tahmin edici yontemlerden biri

olan siniflandirmada kullanilan 6nemli bir yéntemdir.19

Karar siireci diyagramlarinin sonlu sayida karar diigiimleri, onlar1 birbirine
baglayan dallar1 ve yapraklari ile agaca benzeyen bir yapisi vardir. Bu yiizden karar
agact olarak adlandirilmislardir. Karar agacinin  en tepesinde kok diglimii
bulunmaktadir. Kok diigiim verideki ilgili bagimsiz degiskene ait biitiin gozlemleri
kapsamaktadir. Her ara diiglim ya da diger adlariyla; yaprak olmayan diigiim, ug
olmayan digim (internal node-nonleaf node-nonterminal nodes) bir degiskene
yapilacak testi belirtir. O yilizden karar diigiimii olarak da adlandirilirlar. Bu testin
sonucunda karar agaci herhangi bir veri kaybina ugramadan dallara ayrilmaktadir. Bu
durumda her diigiimden ayrilan dal, o diigiime uygulanan testin sonucunu ifade eder.
Yani dallar diiglimler aras1 baglant: iliskilerini ifade eder. Her diigiimde test ve dallara
ayirma islemi ardisik olarak devam eder. Eger bir dalin ucunda siniflama islemi
gerceklesmiyorsa bu noktada bir karar diiglimii yani ara diigiim meydana gelir. Eger
simiflama islemi yapilabiliyorsa bu durum o dalin sonunda yaprak diigiimii ya da bir
diger adiyla ug diigiim (leaf node-terminal node) oldugunu ifade eder. Iste bu u¢ diigiim,
veri kiimesi iizerinde belirlenmek istenen smiflardan birisi olmaktadir.*** Buna gore

bir karar agacina ait diiglimlerin tanimlar1 asagidaki tablo ile 6zetlenebilir.

Tablo 1.2. Karar Agacimin Diigiimleri

Diigiim Adi Tanim Agacta Bulundugu
Yer
Ana diigimdiir.
Verideki ilgili bagimsiz degiskene ait biitiin
Kok Diigiim gozlemleri kapsar. Basta
Karar diigtimiidiir. Yaprak degildir.
Ilgili degiskenin test sonucuna gére yeniden boliiniir.
Ara Diigiim Bu yiizden ucta bulunmayan diigiimdiir. Ortada
Yaprak diigiimdiir.
Ug Diigiim Boliinme yapmaz. Smifa atama olur. Sonda

Kaynak: Yazar tarafindan ¢esitli eserlerden yararlanilarak olusturulmustur.

¥ Kiran, s.11.

2 Jiawei Han ve Micheline Kamber, Data Mining Concept and Techniques, 2. Basim, Amerika: Morgan
Kaufmann Publications, 2006, s.291.

2L Aysan Sentiirk, Veri Madenciligi Kavram ve Teknikler, 1. Basim, Bursa: Ekin Basin Yayin Dagitim, 2006, 5.34-
35.



Kisaca karar agaci stireci kok diigiimden baslayarak, yukaridan asagiya dogru
ardisik diigiimler takip edilerek yapraga ulasincaya kadar devam eden bir siiregtir.??
Yani kok digiim boliinmeler yaparak kendi alt kiimeleri olan ara ve u¢ diigimleri
olusturmaktadir. Buna gore yukaridaki tanimlardan yola ¢ikarak 6rnek bir karar agaci
modeli asagidaki sekil ile gosterilebilir. Sekilde de goriildigi gibi u¢ diigiimler kare
seklinde gosterilirken, u¢ olmayan yani boliinmeye devam eden diigiimler daire seklinde

gosterilir.®

@ +— 1.diizey

@ @ o
Us

U Diagim — 3.diizev

i e 5 o
Diigiim Diigiim Diaiim Dy Eim

— 4. diizey

Sekil 1.1: Karar Agaci1 Modeli Ornegi
Kaynak: Yazar tarafindan gesitli eserlerden yararlanilarak olusturulmustur.

Sekildeki agacin, ayni aile soyagacinda oldugu gibi hiyerarsik bir yapisi vardir.
Bu yiizden daha 6nce belirtmis oldugumuz kok, ara ve ug diigiim ifadeleri tipki aile
soyagaclarinda kullanilan ata, ana, kardes, cocuk ve torun gibi bir¢ok kavrami
icermektedir.”* Buna gore bu kavramlari sirasiyla agiklayabiliriz. Sekildeki diizey
ifadesi, bir diigiimiim koke olan uzakligidir. Buna derinlik de denilebilir. Kok diigiimiin
diizeyi birdir. Buna gore, bir diigiime dogrudan bagli olan diiglimlere o diigiimiin
cocuklar (child) denir. Sekilde de goriildiigii gibi kok diigiimiin 2. diizeyde iki tane

cocuk diiglimii vardir. 2. diizeydeki ara diiglimlerin de 3. diizeyde goriildiigii iizere,

22 Sentiirk, s.35.
2% |_eo Breiman ve Digerleri, Classification and Regression Trees, New York: Chapman & Hall, 1993, s. 21.
24 Rifat Colkesen, Veri Yapilar: ve Algoritmalar, 9. Basim, istanbul: Papatya Yayincilik Egitim, 2014, s.268.
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ikiser tane ¢ocuk digimi vardir. Ama ug¢ diigiimlerin ¢ocuk diigimii yoktur.
Diigiimlerin dogrudan bagl olduklari diigiim aile (parent) olarak adlandirilir. Ornegin 2.
diizeydeki ara diigiimlerin ailesi kok diigiimdiir. Ayn1 digiime bagl olan diigiimlere
kardes (sibling) diigiim denir. Ornegin ikinci diizeydeki ara diigiimler ayn1 zamanda
birbirinin kardesidir. Aile diiglimiiniin daha {istiinde kalan diigiimlere ata (ancestor)
denir. Ornegin kék diigiimiin {istiinde baska diigiim olmagindan atas1 yoktur. Ama 3.
diizeydeki diigiimlerin atas1 kok diigiimdiir. 4. diizeydeki diigiimlerin atasi ise hem 2.
diizey hem de 1. diizeyde bulunan digiimlerdir. Bir diigiimiin ¢ocuguna bagli olan
diigiime ise torun (descendant) denir. Ornegin kok diigiime 3. diizeyden itibaren bagl
olan tiim digiimler kok diigiimiin torunudur. Burda bu kavramlar kisaca kok, ara ve ug

diigim olarak kullanilacaktir.

Karar agaci kurulurken eldeki veri kiimesinin bir kismi 6grenme (learning)
islemi i¢in geri kalani ise olusturulan agaci test etmek icin kullanilir.?® Ogrenme islemi
i¢cin kullanilan bu veri, baslangic veri kiimesi (learning sample) ya da egitim verisi

(training data) olarak da adlandirilir.

Baslangic veri kiimesi i¢inde ge¢mis bilgileri barindirir ve biitiin gozlemlerin
onceden hangi siniflara atanmis oldugunu bilir. Boylelikle ge¢mis veri kiimesine (set of
historical data) gore karar agaci olusturulur ve yeni veri kiimesi de bu agagtaki bilgilere
gore siiflandirilir.?® Karar agaclart bir dizi soru ile temsil edilmektedir. Bu yiizden
baslangi¢ veri kiimesi bir dizi sorular araciligiyla daha kiiciik parcalara boliiniir. Agag
kurulurken baslangi¢ veri kiimesi yani egitim verisi ile agag olusturulur. Bu veriler veri
kiimesi iginden rasgele secilir. Rasgele segilen bu veriler ile bir siniflama kural
olusturularak, siiflama modeli elde edilir. Veri kiimesinin geri kalani ise, test verisi
(test data) olarak adlandirilir ve agac¢ olusum siirecinde olusturulan siniflama kuralinin

dogrulugunu tahmin eder. Eger tahmin edilen dogruluk orani kabul edilebilecek bir

% Silahtaroglu, s.73.

% Roman Timofeev, “Classification and Regression Trees (CART) Theory and Aplications”, 2004, Humbolt
University, Center of Applied Statistics and Economics,
http://tigger.uic.edu/~georgek/HomePage/Nonparametrics/timofeev.pdf (26 Kasim 2012).
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diizeyde ise, bu kural yeni veriler tizerinde de uygulamr.27 Boylelikle karar agaclari ile

bir siniflandirma modeli olusturulmus olur.

Bu durum asagidaki 6rnek bir siniflandirma modeli ile daha iyi anlasilabilir.
Asagidaki sekilde goriildiigli gibi miisterilere ait bor¢ ve gelir degiskenleri bagimsiz
degiskenler iken, siif degiskeni olan risk ise bagimli degisken olarak degisken
niteliklerine yani seviyelerine gore gosterilmistir. Boylelikle karar agacininda baslangic
veri kiimesi ilk olarak, belirli bir 6rnege gore, yani egitim kiimesindeki veriye gore

olusturulmustur.

Egitim Verisi

Miisteri Borg Gelir Risk
1 Yiiksek Yiikesek Kati
2 Yiiksek Yiikesek Kati
3 Yiksek Digiik Kot
4 Ditgitk Yiksek Iyi
5 Ditgitk Digiik Koti
6 Ditgitk Yiksek Iyi

I

Simmflama Algoritmas:

J

Smflayic: Model
EGER Borg=YUKSEK ise
Risk=K&tii:
EGER Borg=DUSUK
Ve Gelir=DUSUK ise RISK=KOTU;
EGER Borg=DUSUK
Ve Gelir=Yiiksekise RISK=IYT;

Sekil 1.2: Siniflama ile Tlgili Olarak Model Kurma Siireci
Kaynak: Yalgin Ozkan, Veri Madenciligi Yontemleri, 2. Basim, Istanbul: Papatya
Yaymcilik Egitim, 2013, 5.52.

Smiflandirma siirecinin ikinci asamasinda ise Sekil 1.3°te goriildiigi tlizere
baslangi¢ veri kiimesinin geri kalan kismi olan, test verileri iizerinde siniflama kural
belirlenir ve s6z konusu bu kurallar bu kez test verilerine uygulanarak sinanir. Sekil

1.3’te gorildiigi gibi artik 11 numarali yeni bir miisteri kredi talebinde bulundugunda,

2" Han ve Kamber, s. 287.
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bu miisterinin risk durumunu belirlemek i¢in 6rnek verilerden elde edilen karar kurali
dogrudan uygulanir. Bu miisteri i¢in Bor¢=Diisiik, Gelir=Y1iiksek oldugu biliniyorsa risk
durumunun Risk=IYI oldugu hemen anlasilir. Yapilan test sonucunda elde edilen
modelin dogru oldugu kabul edilecek olursa, bu model diger veriler {izerinde de
uygulanir. Elde edilen sonu¢ model mevcut ya da olas1t miisterilerin gelecekteki kredi

talep risklerini belirlemede kullanilir.?®

Test Verisi
Miisteri Borg Gelir Risk
7 Yiksek Dhigiik Eatia
8 Diigiik Yiiksek Ivi
o Driagiike Dhigiik Eatia
10 Yiiksek Yiiksek KEaéti
| Smmflama Algoritmasi
Sflayica Model
EGEE. Borg=YUKSEK ise
Rlisk=Kotii; o
EGER. Borg=DUSUK o
Ve Gelir=DUSUK ize RISEK=KOTU;
EGER Borg=DUSUK
Ve Gelir=Yiiksek ise BISK=IV1:
Kredi Talep Eden Yeni Miisteri
Miisteri | Borg [ Gelir [ Risk
11 | Driigiile | Tiiksek | T

~ Sekil 1.3: Modelin Uygulanma Siireci .
Kaynak: Yalgin Ozkan, Veri Madenciligi Yéontemleri, 2. Basim, Istanbul: Papatya
Yayincilik Egitim, 2013, s.52.

Boylelikle uygun siniflama algoritmalar1 uygulanarak elde edilen siniflama
modelleri ile olumlu sonug elde edilirse, bu modeller sayesinde mevcut ya da olasi

kayidin gelecekte hangi sinifta yer alacagi belirlenebilir.

2 Ozkan, s.52.
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Buna gore veri madenciliginde énemli bir yontem olan karar agaglar ile igili
genel tanim ve kavramlar hakkinda bilgi edinildikten sonra, karar agaclari ile
siiflandirma modellerinin nasil ger¢eklestiginin anlasilmasi i¢in genel matematiksel
gosterimlerin bilinmesi gerekir. Bu amagla bundan sonraki asamada Karar agaclari ile
smiflamanin  matematiksel olarak ifade edilebilmesi ic¢in kullanilacak genel

gosterimlerin tanimlanmasi gerekmektedir.

Buna gore X; olgtim vektorii (measurement vektor) olarak adlandirilir ve bir
gozlem i¢in Ol¢giilmek istenen degiskenlerinin Slgiim sonuglarini i¢inde barindirir. Yani
p adet degiskenden olusan bir gézlemin vektorii olarak diisiintilebilir. Buna gore 6lgtim

vektori su sekilde gosterilir:

1

X' = (X, XgyeeX) (1.2

X; ise Ol¢iim uzayr (measurement space) olarak adlandirilir ve biitlin
gozlemlerin Slgiim sonuglarini yani 6l¢lim vektorlerini iginde barindiran bir matristir.
Olgiim uzay1 icinde hangi 6l¢iimler Snemliyse onun &lgiim vektdriinii tasir. Bu yiizden
birgok 6l¢lim uzay1 matrisi olusturulabilir. Buna gore (nxp) boyutlu X matrisi asagidaki

gibi gosterilir:

X (1.2)

Burdag=1, ...,nve I=1, ..., p olmak iizere; n gbzlem sayisini, p ise bagimsiz
degisken sayisin1 gostermektedir. Buna gore X, matrisinde ilk indis gdzlem

numarasini, ikinci indis ise degisken numarasini gosterir.

Olusturulan karar agac1 T ile ifade edilmek {iizere, T agactaki u¢ diigiimlerin
olusturmus oldugu bir kiimeyi ifade etmek i¢in kullanilacaktir. Gozlemlerin J adet sinifa
atandigimi varsaydigimizda sinif sayisi 1,2,...J adet olmak {izere, C sinif kiimesi olarak

adlandirilir ve;
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c={12...0} (1.3)

ile gosterilir. Burda C’ler aslinda bagimli degisken degeridir. Bagimlh
degiskende kag adet sinif yani kategori oldugunu ifade eder.

Bir smuf iiyeligini tespit ederken izlenecek yol X € X olmak iizere her bir x
vektoriini (yani her bir gézlemi), 1’den J’ye kadar olan bu siiflardan birine atamaktir.
Buna gore bir siniflayict ya da siiflama kurali (a classifier or classification rule), d(x)
ile gosterilen bir fonksiyon ile tanimlanir. Her problemde siniflayicinin yani siniflama
kuralinin gorevi bir gbézlemin (vakanm) ya da nesnenin hangi smifta yer alacagim
sistematik bir sekilde tahmin etmektir.”® Buna gore d(x) fonksiyonu, X matrisi ve
dolayisiyla X vektorii iizerinde tanimli bir fonksiyondur ve 1’den J’ye kadar olan
smiflardan birine esittir {d(X) = j}. Yani smiflandiricinin [d(x)] asil amaci, X matrisinin

bir alt kiimesini olarak tanimlanan A, ’yi olusturmaktir.

A, ={x; d(x) =j} (1.4)

(1.4) nolu esitlige gore x vektorli, d(X) olarak tanimlanan bir smiflandirici

fonksiyonu araciliftyla j sinifina atanmakta ve A; denilen yani j siufini iginde

barindiran bir alt kiime olusturmaktadir. Boylelikle her bir gézlemin siniflara atamasi
gergeklestirilir. Bu durum bize baslangic veri kiimesinin nasil bir yol izleyerek alt

parcaya ayrildigini gosterir.

Ciinkii Al,...,Aj ’ler X matrisinin alt kiimeleridir ve X = U Aj olup, her x
j
vektorii tahmini bir j smifina atanmaya galisilir. Atandig1 siif iginde X € A, *dir.%
Karar agaclari ile siniflamanin matematiksel gdsterimi ile bir agacin daha alt

kiimelerine ayrilirken nasil bir yol izleyerek siniflama yaptig1 yukarida detayl olarak

anlatilmustr.

% Breiman ve digerleri, s.3.
% Breiman ve digerleri, s. 4.
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Fakat burdan sonra akillara gelen bir diger soru bu agacta bdliinmeler yani
dallanmalar olurken, bu dallanmalarin nasil gergeklestigi yani hangi kriterlere gore
belirlendigidir. Bu amagla bundan sonraki asamada karar aga¢lariin dallanma Kkritelerin

anlatilmasi gerekmektedir.
1.2. Karar Agaclarinda Dallanma Kriterleri

Karar agaglarinin olusturulmasi sirasinda dallanmaya hangi degisken ile
baslanacagl olduk¢a Onemlidir. Ciinkii olasi tiim aga¢ yapilarmi ortaya c¢ikararak
iclerinden en uygun olani ile baslamak miimkiin degildir. Bu sebeple karar agaci
algoritmalarinin ¢ogu daha baslangicta bir takim degerleri hesaplayarak ona gore agac

olusturma yoluna gitmektedir.*!

Buna gore karar agaclarinda ¢oziilmesi gereken en dnemli problemlerden biri,
kokten itibaren boliinmenin veya bir baska deyisle dallanmanin hangi kritere gore
yapilacagidir. S6z konusu bu kriterler entropi hesabina dayali Kriterler ve onun
tiirevleri olan kazang Olgiitii ve kazang orani olabilecegi gibi ikinci bdliimde detayli
olarak anlatilan Siniflama ve Regresyon Agaglarinda (Classification and Regression
Tress: CART) kullamilan kriterlerdir. ** Simiflama ve regresyon agaglarinda kullanilan

kriterler ise safsizik fonksiyonuna (impurity function) “¢” dayali boliinme

kriterleridir. Bu kriterler blme uyum kriteri (goodness of split criteria) olarak da
adlandirilir. Siniflama agaci problemlerinde kullanilan safsizlik fonksiyonuna dayali
kriterler gini kriteri (ya da gini indeks) ve twoing bdlme kriteridir. Regresyon agaci
problemlerinde kullanilan ve safsizlik fonksiyonu dayali bolme kriteri ise en kiiglik
kareli sapma (least squared deviation: LSD) ve onun alternatif yontemi olan en kiiglik

mutlak sapma (least absolute deviation: LAD) yontemidir. 3%

%1 Pinar Tapkan, Lale Ozbakir ve Adil Baykasoglu “Weka ile Veri Madenciligi Siireci ve Ornek Uygulama”, Endiistri
Miihendisligi Yazilimlar1 ve Uygulamalari Kongresi, Izmir: MMO, 30 Eyliil — 01/02 Ekim 2011, 5.249.

%2 Ozkan, s.54.

* Sezgin, s. 31.

3 IBM SPSS Modeler 15 Algorithms Guide, C&RT Algorithms, 2012,
ftp://public.dhe.ibm.com/software/analytics/spss/documentation/modeler/15.0/en/AlgorithmsGuide.pdf (29 Mart
2014), s.60.

% Tree-based Regression, (t.y.) http://www.dcc.fc.up.pt/~ltorgo/PhD/th3.pdf (28.02.2014).
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Buna gore herbiri farkli bir hesaba dayali dallanma kriteri igin bir karar agaci
algoritmasimin olusumu s6z konusudur. Bu algoritmalar 1.4. kisimda anlatilmigtir. Bu
algoritmalarin olusum mantigin1 anlamak i¢in sirasiyla entropiye ve safsizlik

fonksiyonuna dayali dallanma kriterlerinin anlatilmasinda fayda vardir.
1.2.1. Karar Agaclarinda Entropiye Dayah Dallanma Kriterleri

Karar agaglarinda dallanmalarin nasil olacagi belirlenirken kullanilan
kriterlerden biri de entropiye dayali algoritmalardir. Karar agaglarinda entropiye dayali
boliinme kriterleri olan kazang 6l¢iitii ve kazang oran1 anlatilmadan 6nce entropinin ne
oldugunun bilinmesi gerekir. Enformasyon teorisinde, entropi rassal bir degiskenin
belirsizliginin 6l¢iisii olarak tanmimlanmaktadir. Entropi 1948 yilinda Claude E.
Shannon’un “A Mathematical Theory of Communication” adli makalesinde
anlatilmistir.®® Oysa enformasyon teorisindeki gegmisi Pauli ve Von Neumann’a
dayanmaktad1r.37 Entropinin belirlenmesi i¢in enformasyonun bilinmesi gerekir.
Enformasyon, rassal bir olaymm gerceklesmesine iliskin bir bilgi olgiitlidiir.

Enformasyonun formiilii agagidaki gibidir.

() =log, — =—log, p(x) (15
p(x)

Shannon’ a gdre bir x mesajimin tasidigr bilgi, yukaridaki bagintida ifade
edildigi gibi, onun gerceklesmesi olasiligina baglidir ve bu olasilifin a tabanina gore
eksi isaretli logaritmasi ile ifade edilir. Bilginin birimi ise, logaritmanin tabanina
baghdir. Eger taban 2 ise birim bit’tir, e ise birim nat’tir, 10 ise birim hartley’dir.
Bilgisayar diinyasinda O ve 1’lerle yani bitlerle calisildig: i¢in logaritmanin tabam 2
olarak kabul edilir. Bu bagintiya gére enformasyon, o bilgiyi ifade etmek i¢in kag bit

kullanilmas1 gerektigini gosterir. Yukaridaki esitlik yliksek olasiliga sahip mesajlarin

% Entropy (information theory),(t.y.)
http://www.princeton.edu/~achaney/tmve/wikil00k/docs/Entropy (information_theory).html (15.11.2013).
%7 Shannon entropy, (t.y.) http://www.ueltschi.org/teaching/chapShannon.pdf (15 Kasim 2013).
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diisiik bilgi igerdigini, diisiik olasiliga sahip mesajlarin ise yiiksek bilgi icerdigini

gostermektedir.®

Buna gore, X bir kaynak olmak tizere bu kaynagin {f1,5,..., fw,...,[w} olmak
tizere W mesaj tiretebildigi varsayilsin. Tiim mesajlar birbirinden bagimsiz iiretilmekte

ve W mesajlarinin iretilme olasiliklart p, olmak tizere, P ={p;, P, s Pyr-r Pw }

olasilik dagilimina sahip mesajlar1 iireten X kaynagmin entropisi H(X) asagidaki
gibidir:*

H(X)=E(I(X)) = ZP(XW)J(XW)

I<swsw

H(X)= Zp(x Ylog, o~ ——ZP log, P,

w=1

(1.6)

Yukaridaki formiilasyondan anlasilacagi iizere entropi, bir siire¢ igin tim
ornekler tarafindan igerilen enformasyonun beklenen degeridir. Yani Shannon Entropisi
ile iletilen bir mesajin tasidigi enformasyonun beklenen degeri bulunmus olur.
Enformasyon ve entropi zit seyleri temsil etmelerine ragmen Shannon’a gore
maksimum belirsizlik maksimum enformasyon sagladigi i¢in enformasyon ve belirsizlik

terimleri benzerdir.*

Ciinkii diisiik olasiliga sahip mesajlar 1.5’teki formiilasyonda goriildiigli gibi
yiiksek bilgi yani maksimum enformasyon igerir. Maksimum enformasyonda 1.6’daki
formiilde goriildiigii lizere, entropinin yiliksek ¢ikmasini saglamaktadir. Bu yiizden

enformasyon ve entropi terimlerinin benzer oldugu sdylenir.
Enropi formiilasyonundan anlasilacagi iizere:
i. Ornekler ayn1 sinifa ait ise entropi=0

ii. Ornekler smiflar arasinda esit dagilmissa yani esit olasilikli durumda

entropi=1

®Giilser Dondurmaci, “Veri Madenciligi'nde Regresyon Agaglart ile Smmflandirma ve Bir Uygulama®,
(Yaymlanmams Doktora Tezi, Mimar Sinan Giizel Sanatlar Universitesi, FBE, 2011), 5.68.

% Ozkan, s.55.

0 Umut Orhan, “Makine Ogrenmesi”, 2012, Cukurova Universitesi, Bilgisayar Miihendisligi,
http://bmb.cu.edu.tr/uorhan/DersNotu/Ders03.pdf (15 Kasim 2013).
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iii. Ornekler simflar arasinda rastgele dagilmissa O<entropi<l olur. **

Buna gore olasilik 1 oldugunda yani kesin durumlarda entropi yani belirsizlik 0
iken, olasiligin esit oldugu durumlarda ise entropi 1 olup, en yiiksek belirsizligin ortaya

ciktigin1 gostermektedir. Bu durum Sekil 1.4°te gosterilmektedir.

)] (.5 1.1
PriX L)

Sekil 1.4: Entropi Deger Araligi
Kaynak: Entropy (information theory),
http://en.wikipedia.org/wiki/Entropy (information_theory)
(15 Kasim 2013).

Buna gore entropinin formiilasyonunun anlagilmasinin ardindan karar
agacgindaki dallanmanin entropinin alacagi degere gore nasil belirlendigi su sekilde ifade
edilebilir. Yukarida da anlatildigi gibi veri kiimesinin sinif niteliginin yani bagimli

degiskenin {C,,C,...C,} olmak iizere J adet sinifa ayrildig: varsayilabilir. Bu siniflarla

ilgili olarak ortalama bilgi miktar1 belirlenebilir. Buna gore veri kiimesindeki gozlem

sayist N ve her j smifinda bulunan gézlemlerin sayis1 da N; olmak iizere, smiflarin

olasilik dagilimi P; su sekilde hesaplanir:

N, N N
(%) @

I Dondurmact, s. 68.
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N .
Bu durumda p;, :WJ olasiligi ise C; sinifinda bulunan gozlemlerin kiime

icindeki oranini verir. O halde C sinifi igin ortalama bilgi miktar1 yani entropi su sekilde

gosterilir:*

H(C)=-3p,100,(p) (L8)

1.2.1.1. Kazane Olciitii

Karar agaclarinda hangi degiskene gore dallanmanin yapilacaginin
belirlenmesinde entoropiye bagvurulabilecegi anlatilmistir. Entropi kavramindan
faydalanarak hesaplanan “kazang¢ élgiitii” dallanma ig¢in hangi degiskenin Segilmesi

gerektigi belirleyen kriterlerden biridir.

Buna gore; hedef degiskenini yani sinifi ifade eden C, hedef degiskeni olmayan
(yani sinif degiskeni olmayan) nitel bir X degiskeninin kategori (sinif) diizeyine (z)
bagli olarak C/,C,,...,C, z adet alt kiimeye ayrilir. Buna gore hedef degiskeni C’nin bir
sinifin1 belirlemek igin gerekli bilgi, C) ’nin bir kategori diizeyinin belirlenmesinde

gerekli olan bilgilerin agirlikli ortalamasi olarak kabul edilir. O halde, bu ifadeye gore
C’nin bir elemaninin sinifin1 belirlemek i¢in gerekli bilgi su sekilde hesaplanr:
S\

H(X,C)=>" NZH(c;) (1.9

Buna gore, C hedef sinifin1 nitel bir X degiskenin kategori diizeyine gore

.9

ayirma sonucunda elde edilen bilgileri 6lgmek icin “kazan¢ olgiitii” adi verilen bu

ifadeye bagvurulur. Bu 6lciit su sekilde tanimlanir:

Kazang(X,C)=H(C)-H(X,C) (1.10)

2 Ozkan, ss. 56-57.
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Burada ayirma islemi yapilirken Kazang(X,C) degerini engoklama amaglanir.
Veri kiimesi i¢inde yer alan degiskenlerden en yiiksek bilgi kazancini saglayan, yani

kazanct maksimize eden X degiskeni seg:ilir.43

Boylelikle kazang Olgiiti  hesabina gore, veri kiimesi igerisindeki
degiskenlerden hangisinin kazanci en yiiksek ise (1.10 nolu formiilii en yiiksek

buluyorsa) dallanma artik o degiskenden devam eder.
1.2.1.2. Kazan¢ Oram

Karar agacimin olusturulmasi yani dallanmanin hangi degiskene gore
gerceklestileceginin belirlenmesinde kazang 6lgiitii anlatilmisti. Ancak uygulamada bu
yontemden daha iyi sonuglar veren entropiye dayali bir bagka yontem daha
kullanilmaktadir. Bilgi boliinmesi (split information) adi verilen bu kavram Quinlan
tarafindan ortaya atilmistir. Burada kazang Olglitiinden faydalanilarak kazang¢ orani
hesaplanmaktadir. C hedef sinifinin, nitel bir X degiskeninin degerini belirlemek igin

gereken bilgi miktar1 H (P, ) bigiminde ifade edilir. X degiskeninin kategori diizeyi z
adet olmak {iizere, P, . ifadesi X degiskeninin her kategori diizeyinde bulunan gézlem

sayisina gore hesaplanan olasilik dagilimidir ve su sekilde hesaplanir:

N, N, N
P .=|—t 2 1.11
(N . Nj (111)

Burada H (P, ) miktar1 C hedef sinifina ait veri kiimesinde bulunan nitel bir X

degiskeni icin bilgi bélinmesi olarak bilinmektedir. Bu deger su sekilde

hesaplanmaktadir:

Nl N2 NZ
H(nyc)zH[W,W,..., . j (1.12)

Buna gore entropi formiilasyonundan faydalanarak H(Py .)degeri su sekilde

yazilabilir:

3 Ozkan, .58.
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H(R, o) = -3 Iogz['\ll;j (1.13)

Sonug olarak, yukarida verilen H (P, .)degeri ve kazang 6lgiitii yardimiyla

kazang orani asagidaki gibi hesaplanir:**

Kazang(X,C)

Kazang Oranmi(X,C) =
H(Pyc)

(1.14)

Bu hesaplama sonucu elde edilen kazang oranlarindan en biiyiik degerli
degisken, kok ve sirasiyla bir sonraki diigiim olarak atanur.*® Yani veri kiimesi icerisinde
yer alan degiskenlerden hangisinin kazang oranmi en yiiksek bulunmugsa, dallanma igin

artik o degisken kullanilir. Bu siire¢ u¢ diiglime varincaya kadar devam eder.

1.2.2. Karar Agaclarinda Safsizhk Fonksiyonuna Dayali Dallanma

Kriterleri

Karar agaclarinda dallanmalarin nasil olacagt belirlenirken kullanilan
kriterlerden bir digeri ise safsizlik fonksiyonu ya da 6lgiitiine dayali kriterlerdir. Teoride
bir¢ok safsizlik fonksiyonu olmasina ragmen, iki tanesi yaygin olarak kullanilmaktadir.
Bunlar Gini kiteri (ya da gini indeks) ve Twoing B6lme Kriteri olup, ilk olarak Breiman
ve ark. tarafindan kullamlmustir.*® Daha 6nce de bahschdildigi gibi bu iki kriter
Siniflama ve Regresyon Agaclarinda kullanilan ve bolme uyum kriteri olup, bagiml
degiskenin kategorik olmasi durumunda yani siniflama agaci probleminde kullanilir.
Bagimli degisken siirekli oldugunda yani regresyon agaci problemlerinde ise en kiicilik

47

kareli sapma yontemi kullanilir.® Bu kriterler anlatilmadan o©nce safsizlik

fonksiyonunun ne oldugunun bilinmesi gerekir.

* (Ozkan, s. 75-76.

4 Silahtaroglu, s.82.

6 Sezgin, s. 31.

47 |BM SPSS Modeler 15 Algorithms Guide, C&RT Algorithms, 2012,
ftp://public.dhe.ibm.com/software/analytics/spss/documentation/modeler/15.0/en/AlgorithmsGuide.pdf (29 Mart
2014), 5.60.
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Safsizlik fonksiyonu diigiimiin safligin1 belirleyen bir fonksiyondur. En iyi
bolme uyum kriterlerinin hesaplanabilmesi igin ise safsizlik fonksiyonunun belirlenmesi

gerekir.

Karar agaclarinda bir diglimiin iki alt kiimeye yani iki alt diiglime
ayrilabilmesi i¢in boliinmenin yapilacagi en iyi degiskenin bulunmasi gerekir. Bunun
i¢in bir diiglime ait biitiin degiskenler ve degiskenlerin olas1 degerleri arastirilir. Burda
her bir diigiim (t) degeri igin aday bir boliinme & degeri vardir ve S bir diigiime ait
boliinme degerlerini () barindiran bir aday kiime ya da deger kiimesi olmak {iizere,
safsizlik fonksiyonuna dayali dallanma kriterlerinde en uygun bdlinme degerinin

bulunmasi amaglanir.

Safsizlik fonksiyonu tahmin etmek i¢in bir diigiimdeki (t), j sinifinin oranini
bilmek gerekir.*® Bunun i¢in; 7(j) yani j smifinin nsel olasiligi hesaplanir.

. N,
n(;):W‘ (1.15)

Boylelikle her diigiime ait ilgili sinifa (j) diisen gozlem sayisinin, tiim gozlem
sayisina boliinmesi ile gozlemin j siifinda olma olasiligi yani j sinifinin 6nsel olasiligi

bulunmus olur.

Hesaplanan 7(j) asagidaki formiile yerlestirilirse;

N, (1)
NJ'

p(i,t) =7z()) (1.16)

esitligi bulunmus olur.
Burda;

N (t) : j sinifina ait t diigiimiiniin gézlem sayisidir.

p(],t): hem j sinifi hem de t diigiimiiniinde bulunan bir gézlemin olasiligidir.

“8 Sezgin, s. 30.
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Formiilasyon (1.15)’te belirtilen z( j) degeri, (1.16)’da belirtilen formiilasyonda

yerine yazilirsa;

N. N.(t N . (t
D(J',t)=—1£ O

N N,

= p(j,t)= (1.17)

degeri bulunmus olur. Boylelikle p(j,t) formiilasyonu ile t diiglimiiniinde

bulunan ve j sinifina ait olan bir gézlemin olasilig1 hesaplanmis olur.

Ayrica;
pt)=> p(i.t) (1.18)

Burda;

p(t) : t digiimiine ait olan herhangi bir gézlemin olasiligidir.

Ve,

iy Pab _N;O 1.19
p(j/t) o) - NO (1.19)
Burda;

p(j/t): t digimindeki j smifinda olmanin kosullu olasiligidir. Yani t

diiglimiine diismiis oldugu bilinen bir gozlemin j sinifinda olmas1 olasilig1 olup bir

kosullu olasiliktir. zj p(j/t) =1 oldugu bilinmektedir.*®

Bir safsizlik fonksiyonu tiim J kiimesi ve €,..., p, : oranlar tizerinde tanimli
¢ ‘nin bir fonksiyonu olmak iizere, p;=>0, j=1..,J, Zj p; =1 kosulunu

saglamaktadir. Buna gore safsizlik fonksiyonu asagidaki ozelliklere sahip p(j/t) ’nin

bir fonksiyonudur.

“9 Breiman ve digerleri, s.28.
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I. ()l,..., P; ;oranlarl (%,%...,%) oldugunda safsizlik fonksiyonu ¢ en biiyiik
depegerini alir. Yani p(l/t) = p(2/t) =,...,= p(j/t) =% iken safsizlik fonksiyonu

¢ (% %) en biiyiiktiir.

Ii. Bir t digiimiinde sadece bir sinifin biiylik bir ¢ogunlugu varsa, o zaman

safsizlik fonksiyonu ¢(p(L/t),..., p(J /t)) en kii¢iik degerini alir. Bu durum sdyle ifade
edilebilir: ¢, en kii¢ik degerine (1,0,...,0), (0,1,0,...0),...,(0,0,...0,1) sadece bu

noktalarda sahip olur.

ii. ¢, €©,...,p, :’nin simetrik bir fonksiyonudur. Yani t diiglimiindeki j

siifinin olasilig1 simetrik bir fonksiyondur.

Buna gore, bir safsizlik fonksiyonunun ¢, her bir diigiimiine (t) ait safsizlik

Olcttii i(t) asagidaki gibi tanimlanur:™
i(t) = ¢(p/1),..., p(I /1)) (1.20)

(1.20)’de gortldigii tizere safsizlik fonksiyonu p(j/t) *nin bir fonksiyonudur.

Bu fonksiyon, biitiin siniflar esit olasilikli dagilmis iken maksimum degerini alirken,

diigimde sadece bir sinif oldugunda en kii¢iik degerini alir.

En iyi boliinmenin belirlenebilmesi igin, diiglimlerin homojenliginin dl¢iilmesi
gerekir. Safsizlik fonksiyonundaki degisimin maksimum olmasi ile en iyi boliinme
kuralinin segilmesi saglamir.> Buna gore her bir ana diigiimiin safsizlik derecesi kendi
alt diigiimlerinin safsizlik derecesi ile karsilagtirilir. Ana ve alt diigimlerin safsizliklar

arasindaki farkin biiylik olmas istenir.

%0 Breiman ve digerleri, s.32.
%! Sezgin, s. 31.
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Buna gore, belli bir 6 bdliinme degeri i¢in bir t diiglimiiniin safsizlik

fonksiyonundaki degisim yani safsizliktaki azalis asagidaki gibi tanimlanir:2

Ai(s,t) =i(t) - pLi(tL)_ pRi(tR) (1.21)
Burda;

p, : sol digiimdeki (t, ) gdzlemlerin orani (olasilig1), yani t ana diigiimden sol

tarafa ayrilan gozlemler.

Pg: sag diiglimdeki (t;) gdzlemlerin orani (olasilig1), yani t ana diigiimden sag

tarafa ayrilan gozlemler.

Boylelikle en iyi bolme kriteri olan ¢(5,t) yani bir diger adiyla safsizlik
fonksiyonu, Ai(d,t)’ye yani bir § bolinme degeri i¢in bir t digimiiniin safsizlik
fonksiyonundaki degisim ifadesine denk gelmektedir. ¢(5,t) degerini maksimize eden

5 degeri i¢in t diiglimiiniin boliinmesi gergeklestirilir.

Buna gore karar agacinin olusmasi asamasinda ilk diigiim yani kok diigiim olan

t, *den basliyarak aday boliinme degerleri arasinda safsizliktaki azalis1 en biiyiik yapan

5 boliinme degeri igin t, diiglimiiniin boliinmesi gergeklestirilir.
A5 1) = max Ai(S,1)) (1.22)

Boylelikle kok diigiim olan t, en iyi & bolinme degerine gore t, ve
t, diigiimlerine boliiniir. Ayni siireg, en 1yi 6 € Sdegeri i¢in t, ve t,diiglimlerine ayri

ayri uygularur.53

Safsizlik fonksiyonu anlasildiktan sonra bundan sonraki asama en iyi

boliinmenin bulunmasini saglayan safsizlik fonksiyonunu i(t)dlgiitleri olan gini ve

twoing kriterlerini belirlemektir.

52 Breiman ve digerleri, s.25.
%% Breiman ve digerleri, s. 26.
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1.2.2.1 Gini Kriteri

Siniflama ve regresyon agaclarinda her bir diigiim her agamada belli bir kriter
uygulanarak ikiye ayrilmaktadir. Bunun i¢in tiim degiskenlerin sahip oldugu degerler
g0z online alinir ve tiim eslesmelerden sonra iki boliinme elde edilir. Bu kriter degisken
degerlerinin sol ve sagda olmak iizere iki boliime ayrilmasi esasma dayanir.”
Diiglimlerin ikiye ayrilabilmesi i¢in bdliinme noktalarin belirlenmesi gerekir. En iyi
bolinmeyi segmek icin gelistirilen gini kriteri ya da bir diger adiyla gini indeksi bir
safsizlik Ol¢iitii (fonksiyonu) olarak da anlatilmaktadir. Daha once belirtildigi gibi

p(j/t) ve j=1,...J, t digimindeki j smifinin olasilig1 olmak iizere, t diiglimiiniin
safsizhigmin Olgiti i(t) = g(p(L/t),..., p(J /1)) formiilasyonu ile tanimlanir. Diigiimiin

ve dogal olarak agacin safsizligini diisiiren boliinme arastirilir. Boylelikle gini kriterine

gore olusturulan safsizlik fonksiyonu asagidaki gibi tanimlanir.>

i) =, p(j/t)p(i/t) (1.23)

j#i

Gini indeksi ayn1 zamanda asagidaki formiilasyon ile de gosterilebilir.

i©)=Q_p(i/)* -2 p*(i/)=1-3 p*(i/1) (1.24)

N.(t
p(j/t)= ((t)) oldugu igin, (1.24) nolu formiilasyonda yerine yazilirsa,

;Y
i(t)=1- 1.25
0-1-3( 10 (129
t diiglimiine ait gini indeksi bulunur. Bu formiil t diiglimiiniin sol ve sag

diigiimiine atanan degiskenin kategori degerleri i¢in ayr1 ayr1 hesaplanir.

Iki smifli problemlerin ¢dziimii igin ise, indeks asagidaki formiilasyon ile

¢Oziimlenebilir.

% Ozkan, .89
% Breiman ve digerleri, s. 103.
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i(t) = 2p(L/t) p(2/1) (1.26)

Buna gore, (1.21) nolu formiilasyonda verilen safsizlik fonksiyonundaki
degisim Ai(5,t) =i(t)— p_i(t, ) — pgi(tz) olmak iizere, bu formiil (1.24) nolu formiile
gore yeniden diizenlenirse safsizlik fonksiyonundaki degisim asagida gosterildigi gibi

olur;

J J J

NI =1-Y P (i)~ p A= P (/1)) P (1= 2P (i/t)  (127)
J J J

Ayrica p, + pg =1 oldugundan (1.27) nolu formiilasyonda yerine yazilirsa;

- J 2 - J 2 - J 2 -
AR) =D p*(i/1t)+p > P (J/t) +Pe ) P (i/tg) (1.28)
j i i

(1.28) nolu esitlik elde edilir. Sonucta gini indeksining(p,,..., p;) 'nin bir
fonksiyonu oldugu goriiliir. Ai(d,t) yani bir § boliinme degeri igin bir t digiimiiniin
safsizlik fonksiyonundaki degisim en iyi bolme kriteri olan ¢(J,t) yani bir diger adiyla
safsizlik fonksiyonu, ifadesine denk gelmektedir. Buna gore, ¢(J5,t) degerinin

maksimum yapan & degeri i¢in boliinme yapilir.

Daha once de bahsedildigi gibi en iyi bolme kurali safsizlik fonksiyonundaki
degisimi maksimize eden gini degerine gore belirlenir. Maksimum gini degisimini veren

degiskenin ilgili kategorisine gdre boliinme yaplhr.56

Eger gozlemlerin kategorileri bir diigiimde ayni oranda dagilmigsa gini indeksi
maksimum degerini (1-1/J) alir. Burda J gozlemlerin kategori sayisidir. Bunun tersi
durumunda yani bir diigimdeki gozlemler ayni (esit) kategori degerine sahipse gini

indeksi sifira esit olur.”’

% Sezgin, 5.32.

5 IBM SPSS Modeler 15 Algorithms Guide, C&RT Algorithms, 2012,
ftp://public.dhe.ibm.com/software/analytics/spss/documentation/modeler/15.0/en/AlgorithmsGuide.pdf (29 Mart
2014), 5.61.
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1.2.2.2. Twoing Bolme Kriteri

Twoing bolme kurali her diigiim i¢in smiflar1 sol ve sag olmak lizere iki alt
diigiime ayirir ve her seferinde safsizligi hesaplar. Her diigiim icin en iyi boliinme

safsizlik fonksiyonundaki degisimi maksimize eden degerdir.

Daha 6nce bahsedildigi tizere ¢ok siifli problemlerde gozlemlerin J adet sinifa
atandigimi varsaydigimizda smif sayis1 1,2,...J adet olmak iizere, C smf seti olarak
adlandirilir ve C = {1,2,...,J} ile gosterilir. Her diiglimde siniflar sag ve sol olmak iizere
iki {ist sinifa (superclasses) atanir. Gozlemlerin {g=1,2,....k,...n} bir kisminin atandigi

smif C,, geri kalanmmin atandign smuf C,olup;C, ={1,2,..k},C, =C-C,
yaniC, ={n—-1L,n—2,...,n—k} dir. Buna gére, Ai(5,t) yani bir § bolinme degeri i¢in
bir t digiimiiniin safsizlik fonksiyonundaki degisim C,’in sec¢imine bagh olur ve
notasyon Ai(d,t;C,) ile ifade edilir. Problem artik Ai(J,t;C,) degerini maksimize eden
& (C,) boliinmesini bulmaya déniisiir ve ilgili C, bulunur. Bu durumda notasyon
Ai(57(C),t;C))ile ifade edilir ve bdlinme & (C,)durumunu saglayan diigiim icin
gergeklestirilir. Bu mantik siniflar1 ikiye ayirmak icin ayni sekilde uygulamr.‘r’8 Buna

gore twoing bolme kuralinin teoremini su sekilde agiklayabiliriz;

Iki simf kriteri p(1/t)p(2/t)altinda bir & béliinme degeri ve bir {ist simf
C,(5) degeri igin Ai(s™(C,),t;C,) ifadesi maksimize edilir. Burda C,(5):

C.(6) ={J: p(J/1)= p(J/t:)} (1.29)

ile ifade edilir. Buna gore twoing bdlme kuralina gore hesaplanan safsizlik

degisimi asagidaki gibi formiile edilir.

mEX AI(5,1,C,) =%{Z p(j/tL)p(j/tR)} (1.30)

%8 Breiman ve digerleri, s. 104-105.
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Neticede herhangi bir t diigiimii ve 6 bolme degeri i¢in t digiimii t, ve tg

olarak ikiye ayrilir ve twoing bolme kriteri fonksiyonu ¢(J,1t) :

AL = $(6,1) = %[Z B3/t )P /tR)} (1.31)

formiilasyonu ile ifade edilir. Eger J adet sinif mevcut ise, algoritma C siifini

ikiye bolmek igin 2’ adet olasi bolme arastirir.”®

1.2.2.3. En Kiiciik Kareli Sapma

Siniflama ve Regresyon Agaclarinda kullanilan bir diger bolme uyum kriteri
bagiml degisken siirekli oldugunda yani regresyon agaci problemlerinde kullanilan ve
safsizlik fonksiyonu dayali bolme kriteri olan en kiiciik kareli sapma yontemidir.
Regresyon modelleri olusturmada, model parametrelerini elde etmede bu yontem ile
onun alternatifi olan en kii¢lik mutlak sapma yontemi kullanilir. En kiiciik kareli sapma
yontemi ile en kiigiik kare hata (least squares error) kriteri minimize edilerek

parametreler tahmin edilir.®

Regresyonda bir gozlem veri setinde (X,y) formatindadir. Yani X degeri, ilgili
gbzlemin Ol¢iim vektdrii olup, X Olgiim uzayinda y gercek degeri ile bulunmaktadir.
Degisken y, yanit degiskeni ya da bagiml degisken; X degiskenleri ise bagimsiz ya da
tahmin degiskeni olarak adlandirilmaktadir. Bir kestirim kurali, X 6l¢lim uzayiminda
tanimli bir d(x) fonksiyonudur. Burada notasyonda dikkat edilmesi gereken husus X
matrisi ve dolayisiyla X vektorii lizerinde tanimlanan d(x) fonksiyonu; siniflama
agaclarinda smiflayici (classifier) olarak adlandirilirken, regresyon agaclarinda

kestirimci (predictor) olarak adlandirilmaktadir.

Buna gbre amac¢ baslangic veri setinden L baslayarak d(x) kestirimcisini

olusturmaktir. d(x) kestirimcisinin olusturulmasinin iki amaci vardir:

% Breiman ve digerleri, s. 107-108.
% Tree-based Regression, (t.y.) http://www.dcc.fc.up.pt/~ltorgo/PhD/th3.pdf (28.02.2014).
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1. Gelecekte ortaya ¢ikan 6lgiim degerlerini miimkiin olacak en dogru bigimde

tahmin edebilmek i¢in yanit degiskenini tahmin etmek.

ii. Yanit degiskeni ile Ol¢iim degiskeni arasindaki yapisal iligkiyi ortaya

koyabilmek.

Buna gore N adet gbézlemden olusan {(X1,y1)...(Xn,YN)} bir baslangic veri
kiimesi ile d(x) kestirimcisinin bulunmaya c¢alsildig1 diisiiniildiiglinde, kestirimcinin
dogrulugunun nasil dlgiilecegi sorusuna cevap aranir. Bu yiizden eger N, boyutunda
ok biiytik (X}, Y1), (Xy,, ') bir test drnegi meveut ise, d(x) kestirimeisinin dogrulugu
asagida formiilasyonu verilen ortalama hata (average error) ile dlgiilebilir.

1%
—> lyr —d(x)) (1.32)
N, =

Burada d(x;), n=1...N, olmak iizere Yy, ’in bir bir tahmincisidir. Bu 6l¢iim

yukarida da bahseldigi gibi en kiiciik kareler yonteminin alternatif yontemi olan, en
kiigiik mutlak sapma yontemidir. Fakat regresyonda hesap kolaylig1 saglamak iizere
dogruluk olgiitii i¢in genel olarak hata kareleri ortalamasi (averaged squared error)

kullanilir. Hata kareler ortalamasi asagidaki formiilasyon ile gosterilir.

1 & ' ry 2
N_Z Qn _d(xn)/ (133)
2 n=1

Regresyon agagclari ile aga¢ olusum siireci en kiigiik kareler yontemi tizerinde
doner. Hata kareler ortalamasinin dogrulugunu belirleyebilmek i¢in teorik bir catiya
ihtiyag vardir. Bunun i¢in baslangi¢ veri kiimesinin (L) ve raslantisal (X, Y) vektoriiniin

birbirinden bagimsiz olarak ayni dagilimdan alimmis oldugu varsayildiginda, d

kestirimcisinin hata kareler ortalamas1 R™ (d) asagidaki gibi ifade edilir.

R'd) =E | —d(x))? (1.34)
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Burda d(X), Y’nin kestirimcisi olup R'(d)ise, hata karelerin beklenen
degeridir. Simiflama agaclarinda ise bir sinif degeri tahmin edildigi icin R (d) degeri, d

kestirimcisinin hatali siniflama oranini ifade eder.®* Oysa regresyon agaglarinda bir simnif

degerini tahmin etme yerine, kestirimcinin dogrulugunun 6l¢iisii belirlenir. Bu durumda

(1.34)’te verilen formiilasyondan hareketle R™(d) degerini minimize eden optimal d,

kestirimcisi (Y) ;
d, =E(Y/X =) (1.35)

bigiminde ifade edilir ve d; ilgili X dl¢iim vektoriine yonelik yanitin kosullu

beklenen degeridir.62

Boylelikle regresyon agaclarinda baslangic veri kiimesi araciligiyla bir

kestirimci d(x) ve onun hata tahmini olarak ifade edilen R (d) degeri tahmin edilir.

R"tahmin etmek igin bircok yol bulunmaktadir. Yerine koyma (resubstitution) en
yaygin olan tahmin yéintemidir.63 Diger tahmin yontemi ise agirliklandirilmis varyans

yontemidir. Bunun i¢in ilk olarak yerine koyma tahmin yontemi anlatilmistir.

Yerine koyma hatasi asagidaki gibidir:
13 2
R(d) =N2(yn —d(x,)) (1.36)
n=1

Bu esitlikten anlasildigl tlizere en iyi boliinme degeri, diiglim ici kareler
toplaminin  ortalamasimi  veya yerine koyma tahminini minimize eden
degerdir.® R(d) degerini minimize etmek icin y(t) degeri kullamilir. y(t) degeri t
diigiimiine diisen biitiin gozlemler (X,,y,) i¢in Y, ’in ortalamasidir. Bu durumda

y(t)’nin minimize edilmesi asagidaki gibidir:

¢! Breiman ve digerleri, s. 221-222.
82 Breiman ve digerleri, s. 222-223.

% Breiman ve digerleri, s. 223.
% Sezgin, 5.36.
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_ 1
y(t) = N—(t)Z;y (1.37)

Burada, y, t diigiimiindeki bagimli degiskenlerdir. Yy, ’in tiim degerlerinin
toplami, X, €t ve N(t) t diigimiinde bulunan gbzlemlerin toplam sayisi, olmak iizere
y(t) degeri, t diiglimiindeki gézlemlerin ortalamasi yani Y, ’in ortalamasidir. (1.37)’de

verilen Onermenin ispati Z:(yn —a)? ifadesini minimize eden a sayisinin bulunmasi
n

esasia dayanir. Buna gére minimum a sayisini elde etmek igin Z:(yn —a)? ifadesinin
n

a’ya gore tiirevi alinarak sifira esitlenir.

N

-2> 'y, +2aN =0 (1.38)
n=1
Buna gore;
1
a= Wz Y, (1.39)

[fadesi bulunur. Benzer sekilde y,’in her alt kiimesi Yy, i¢in a sayisinn,

Z(yn, —a)” ifadesi i¢in minimize edilmesi ile bu kez y! ’in ortalamas1 olur. Béylelikle

bu asamadan itibaren her t digimiinin kestirim degeri yerine a= y(t) nin
kullanilabilecegi goriilmektedir. Bu durumda R(d) yerine, T ile ifade edilen karar

agacinin yerine koyma hatast olan R(T) notasyonu kullanilir. Sonu¢ olarak

formiilasyonlar agagidaki gibi diizenlenebilir:

RM) == 2 (3, - 0)* (1.40)
Ve,
RO =~ X3, - YO)* (141)

X, et
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Boylece (1.40)’ta bulunan formiilasyon asagidaki gibi yazilabilir:

R(T) =D R() (1.42)

teT

(1.41)’deki formiilasyonun basit bir yorumu vardir. Her t digimii ig¢in

Z:(yn — ¥(t))* diigiim igi kareler toplamudir. Bu ifade, y,’in yani t diigiimiindeki

X, et
bagimli degiskenlerin, y(t) yani t digimiinin tahmin degerinden (yani kendi
ortalamasindan) sapmasinin kareleri toplamidir. T agactaki ug¢ diiglimlerin olusturmus

oldugu bir kiimeyi (t e:I:) ifade etmek tizere, diigiim i¢i kareler toplamininin N ile

boliimii, ortalamay1 verir.

Buna gore, S biitiin aday boliinme degerlerini i¢inde barindiran bir kiime ve

teT olmak iizere t diiglimiine ait en 1yi bolinme ¢ ) degeri smiflama agaclarinda
oldugu gibi R(T)’deki azalmay1 yani degisimi maksimize eden degerdir. Daha detayli
anlatilacak olursa; her bir ¢ boliinme degeri igin bir t diiglimiiniin sol t ve sag

t; diglimlerindeki azalis asagidaki gibi tanimlanir:
AR(o,t) =R(t) - R(t, ) —R(tz) (1.43)

Boylelikle regresyon agact R(T)’deki azalisi maksimize etmek i¢in tekrarli yani
ardisik bir bigimde boliinerek olusturulur. Aday bdliinme degerleri arasinda azalisi en

biiyiik yapan & béliinme degeri i¢in t diigiimiiniin yerine koyma tahmindeki degisim;
AR(57,t) = mex AR(S,1) (1.44)
de
bigiminde de ifade edilir.®® Bu ifadeyi maksimum yapan & degeri igin
boliinme gergeklestirilir.

Baslangigta da belirtildigi iizere yerine koyma tahminin alternatif yolu

agirliklandirilmis varyansi kullanmaktir. Buna gére, p(t) = N(t)/ N ifadesi t diigiimiine

® Breiman ve digerleri, s. 230-231.
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diisen raslantisal olarak se¢ilmis bir gézlemin olasilig1 i¢in yerine koyma tahmini olsun.

Buna gore t diigiimiiniin varyansi asagidaki gibidir.

LSy, -y’ (1.45)

Sz(t) :N—(t)

Boylece R(t) = s*(t) p(t) ve buradan;

R(T) = s*(®)p(t) (1.46)
teT
s?(t), t diigiimiindeki y, degerlerinin 6rnek varyansidir. Béylece t diigiimiine

ait en iyi boliinmenin agirlikli varyanst minimize etmesi beklenir.
pLS®(t) + Prs®(te) (1.47)

(1.47)de gorildiigi gibi agirliklar sirastyla sol (p,)ve sag (pg)diiglimde

bulunan goézlemlerin oranidir. Bu ifadeyr minumum yapan boliinmeler segilerek

regresyon agact olusturulur.®®

Bir baska ifadeyle agirliklandirilmis varyanstaki degisim asagidaki gibi olmak

uzere;
Asz(é‘,t):sz(t)— pLSZ(tL)_ pRSZ(tR) (1-48)

Agirlaklandirilmis varyanstaki degisimi maksimum yapan bolinme en iyi

béliinme olarak secilir.®’

Sonugta regresyon agaglarinda bagimli degisken siirekli oldugu i¢in kategori
degerleri icermemektedir. Bu yilizden regresyon agaci yonteminde siniflama agaglarinda
kullanilan bolme Kiterleri olan, gini ve twoing kriterleri kullanilmaz. Regresyon

agacindaki boliinmeler ikili olarak sonuglanan diigiim i¢in tahmin edilen toplam

% Breiman ve digerleri, s. 231-232.
%7 Segin, 5.37.
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varyansin minimize olmasinin gerekliligi anlamina gelen ““artiklarin karelerini azaltma”

esasinina gore ger<;eklestirilir.68

Agac olusum siirecinde, dallanmanin gergeklestirilebilmesi ic¢in kullanilan
kriterler genel olarak anlatildiktan sonra olusan agacin budanmasi1 devaminda

anlatilmistir.
1.3. Karar Agaclarinin Budanmasi

Karar agaglart ¢ogu kez karmasik bir goriinlime sahip olabilir. Aga¢ olusum
siirecinde yapilan onemli adimlardan biri de budama islemidir. Budama ile agagta
bulunan sonucu etkilemeyen ve simiflamaya herhangi bir katkisi olmayan dallarin
agactan alinmasi saglanir. Bdylelikle agacin iginde gereksiz detaylarin olmast
engellenir. Ciinkii agacta bircok diigiim ve dal olusursa, agacin alt dallart ve
yapraklaria ulagan veri sayis1 da azalacaktir. Bu da agacin hassasiyetini azaltacaktir.*®
Buna gore, bir karar agacinda bir alt agaci atarak yerine bir yapragin yani ug¢ diigiimiin
yerlestirilmesi s6z konusu olabilir. Boylelikle agacin derinligi yani asagi dogru
biliylimesi (dallanmasi) azaltilmis olur. Bu sekilde yapilan isleme “karar agacinin
budanmasi:” adi1 verilir. Alt agacin yerine yaprak yerlestirmek ile, algoritma “ongoriilii
hata oranmmmi” yani hatali siniflama oranini azaltmayi ve simiflandirma modelinin
kalitesini arttirmay1 amaglar. Ongdriilii hata oranini hesaplamak igin artik egitim verileri
kiimesi kullanilmaz. Onun yerine test verilerinden olan yeni bir kiime ile ¢aligilir. Test
ornekleri ile olusturulan agagta smiflama dogruluguna katkisi olmayan agaglarin
cikarilmasi budama isleminin temelini olusturur. Boylece daha az karmasik bir agag
olusturulmus olur. Smiflama algoritmalarinda budama yapmak yani 6zyinemeli bolme

islemine son vermek i¢in iki yol kullanilir:

i. Bolme islemine son verme, yani durdurma olgiitii olarak y°gibi istatistik
testlerinden faydalanilabilir. Eger boliinme oncesinde ve sonrasinda kayda deger bir
fark yoksa, s6z konusu diigiim bir yaprak olarak gosterilir. Yani agacin dallara

ayrilmasindan 6nce karar verilir. Bu yilizden bu teknige “6n budama” denir.

% Kiirsad Ozkan, “Simflandirma ve Regresyon Agact Teknigi (SRAT) ile Ekolojik Verinin Modellenmesi”,
Siileyman Demirel Uni. Orman Fak. Dergisi, Cilt.13, Say1.1-4 (2012), s.2.
% Silahtaroglu, s.74.
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ii. Baz1 agaglarda ise, bir “dogruluk élgiitii” segilerek aga¢ budanabilir. Bu

yontemde ise, budama islemi aga¢ olusturulduktan sonra yapilmis olur.”

Budamanin gerceklestirilmesi i¢in kullanilan algoritmanin isleyis big¢imi
budamanin hizi agisindan Onemlidir. Kullanilan algoritmalarin ¢ogunda varsayilan
(default) deger olarak %35-%30 arasi1 degerlerden diisiik anlamlilik gosteren degerler
budanirken, bu anlamliligin belirlenmesi kullaniciya birakilmaktadir. Bu islem ile
agacin olusumundan sonra budama isleminin gergeklestirilmesi s6z konusudur.
Yukarida da bahsedildigi lizere budama, gerek agacin kurulumu esnasinda gerekse de
kurulduktan sonra yapilabilir. Eger, aga¢ olusmadan once belirli bir saflik diizeyine gore
islem yapilirsa agacin kurulmasi esnasinda budama islemi gerceklestirilmis olur. Bu
islemde ise aga¢ kurulmadan once belirlenen bir saflik degeri gdzoniine alinarak agacin
yapraklar1 belirli bir yiizde degerdeki, 6rnegin %70, %95 gibi saflik degerine ulasinca
dek agaca yaprak atamasi yapilir.”* Buna gore karar agaclarimin budanmasindaki genel

amacin, optimum boyuttaki agaca ulasmak oldugu sdylenebilir.

Buraya kadar karar agaglari ile ilgili anlatilan genel bilgilerden yola ¢ikarak,
aga¢ olusum siirecinde farkli yontemleri kullanan karar agaclarinin oldugu

anlasilmaktadir. Bundan sonraki asamada ise, bu karar aga¢larindan bahsedilmistir.
1.4. Karar Agaci Yontemleri

Karar agaglar1 yontemleri, temel anlamda hedef (bagimli) degiskeni, tahmin
edici degiskenlere gore ayirma mantigina dayansa da, biinyesinde degisik amaglara
hizmet eden birbirinden farkli algoritmalara sahiptir.72 Karar agaglarma dayali olarak
gelistirilen bir¢cok algoritma vardir. Bu algoritmalar kok, diigim ve bdlme kriteri
secimlerinde izledikleri yola gore birbirinden farklilik gosterir. Kullanilan algoritmaya
gore agacin sekli degisebilir. Bu durumda degisik agac yapilart ortaya ¢ikar ve farkli
siniflama sonuglar1 olusur. Kok denilen ilk diiglimiin farkli olmasi, en ugtaki yapraga

ulasirken izlenecek yolu ve dolayisiyla siniflamay1 da deg:“gistire(:ektir.73

© Ozkan, s.83.

n Silahtaroglu, s.74.
72 Dondurmaci, s.26.
" Silahtaroglu, s.74.
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Karar agaclarinda kullanilan bir takim teknik ve algoritmalar sadece bazi

tirdeki verilerle calisabilirler. Bazi algoritmalar sadece sayisal degerlerle, bazilari

sadece kategorik degerlerle, bazilar1 ise 0-1 degerlerle islem yaparlar. Bu durumda

meveut veri kullanilacak algoritmaya uygun hale getirilmelidir.”* Bu durumda hangi

algoritmanin uygulanacag ise, hem mevcut veri tiirline hem de amag¢ ve uygulamaya

baghdir. Karar agaglarinda genel olarak kullanilan algoritmalar asagidaki tabloda

gosterildigi gibidir.

Tablo 1.3 Karar Agaci Algoritmalar:

Karar Agaci . L - Calisma Olusan Agag Agac Dallanma
Algoritmasi Gelisim Sireci Veri tipi Mekanizmasi Modeli Kriteri
B_aglmh degisken ) | Bagimh
nicel Agagta sadece ikili >, .
et degisken nicel Gruplar arasi kareler
. Morgon ve (aralikli/oransal) , boliinmeler olur. L. S
AID Algoritmasi - N o S oldugu icin toplamu Kriterini
Sonquist-1964 bagimsiz degisken Yani ikili agacglar reqresvon agact | kullamr
kategorik (nominal olusturur. olg ry £ ’
/ordinal ) olmalidir. usur.
Bagimli degisken
Bagiml degisken Bagimli stirekli ise F testini-
kategorik (ordinal / N degisken Bagimli degisken
nominal ) veya Agag coklu alt kategorik ise, nominal ise pearson
CHAID Gordon V gruplara ayirilir - LT
. . stirekli, bagimsiz . L smiflama agaci- | Ki-kare testini,
Algoritmasi Kass-1980 oy . Yani ¢oklu agaglar P - -
degisken kategorik olusturur stirekli ise bagimli degisken
(nominal /ordinal ) 3 ’ regreyon agaci ordinal ise en ¢ok
olmalidir. olusur. olabilirlik testini
kullanir.
< < Bagimli g ..
Bagimli degisken desisken Bagimli degisken
Breiman, kategorik (ordinal / Agacta sadece ikili katgesorik ise kategorik ise, gini ya
CART Friedman, nominal ) veya boliinmeler olur. sint gama a‘a:c1- da twoing kriteri,
Algoritmast Olshen ve stirekli olabilir. Yani ikili agaglar siirekli ise & bagimli degisken
Stone-1984 Bagimsiz degisken olusturur. < siirekli ise EKK
¢esidi ayrimi yoktur. regreyon agact yontemi kulanilir.
olusur.
Bagiml
Bagimli ve bagimsiz | Agac ¢oklu alt degisken
. - degiskenler gruplara ayirilir. kategorik Kazang olgiitii
ID3 Algoritmas: Quinlan-1986 kategoriktir(ordinal / | Yani ¢oklu agaglar | oldugu igin kriterini kullanir.
nominal ). olusturur. siiflama agaci
olusur.
Bagimli
Bagimli degisken o s degisken _— .
e Agagta sadece ikili L Ileriye ve geriye
MARS Jerome H. ”EIII (pmary.) veya boliinmeler olur. kategorik IS}?, dogru adim
. - stirekli olabilir. S simiflama agaci- .
Algoritmast Friedman-1991 < oy Yani ikili agaglar P algoritmalarin
Bagimsiz degisken siirekli ise
olusturur. kullanir.

¢esidi ayrimi yoktur.

regreyon agaci
olusur.

™ Tapkan, 5.249.
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Karar Agaci . L S Cahsma Olusan Agac Agac Dallanma
Algoritmasi Gelisim Siireci Veri tipi Mekanizmasi Modeli Kriteri
Bagimli degisken
Bagimli degisken Bagiml stirekli ise F testini-
_ kategorlk (ordinal / Aga coklu alt degisken Bagimli degisken
Exhaustive . . nominal ) veya kategorik ise, nominal ise pearson
Biggs, de ville BT gruplara ayirilir. ~ . e
CHAID ve Suen-1991 stirekli, bagimsiz Yani coklu agaclar siniflama agaci- | ki-kare testini,
Algoritmast degisken kategorik ¢ £ag stirekli ise bagimli degisken

(nominal /ordinal )
olmalidir.

olusturur.

regreyon agaci
olusur.

ordinal ise en gok
olabilirlik testini

kullanir.
Bagimli degisken Bagiml
kategorik (ordinal / Agag ¢oklu alt degisken
. — nominal ), bagimsiz gruplara ayirilir. kategorik Kazang orani kriterini
C4.5 Algoritmast Quinlan-1993 degiskenler ise Yani ¢oklu agaclar oldugu i¢in kullanir.
kategorik veya olusturur. smiflama agaci
siirekli olabilir. olusur.
Bagimli degisken Bagiml
kategorik (ordinal / Agag coklu alt degisken
. A nominal ), bagimsiz gruplara ayirilir. kategorik Kazang orani kriterini
5.0 Algoritmast | Quinlan-1993 degiskenler ise Yani ¢oklu agaglar | oldugu i¢in kullanir.
kategorik veya olusturur. siiflama agaci
stirekli olabilir. olusur.
- < Bagiml
Bagmli degisken o o
Mehta, kategorik (ordinal / | Aga¢ goklualt degisken o
. - - gruplara ayirilir. kategorik Gini kriterini
SLIQ Algoritmas1 | Agarwall ve nominal ), bagimsiz . N 2
: .. . Yani ¢oklu agaglar oldugu i¢in kullanir.
Rissanen-1996 degiskenler kategorik <
P 1 olusturur. siniflama agaci
veya siirekli olabilir.
olusur.
- <. Bagiml
Bagmh_deglsk_e n Agag coklu alt degisken
Shafer, kategorik( ordinal / - S
SPRINT - ~ gruplara ayirilir. kategorik Gini kriterini
Algoritmast Agarwall ve nominal ), bagimsiz | i cortu agaglar | oldugu igin kullanir
gortmas Mehta-1996 degiskenler kategorik ant okl agacia oldugu e uiianir.
P g olusturur. siniflama agaci
veya siirekli olabilir.
olusur.
Bagimli degisken Bagimli
kategorik (nominal), | Bagimli degiskeni degisken Kuadratik
OUEST Loh ve Shih- bagimsiz degiskenler | sadece ikiye boler. kategorik diskriminant analizini
Algoritmast 1997 kategorik( ordinal / Yani ikili agaglar oldugu i¢in

nominal ) veya
stirekli olabilir.

olusturur.

siniflama agaci
olusur.

kullanir.

Kaynak: Yazar tarafindan gesitli eserlerden yararlanilarak olusturulmustur.

sirastyla inceleyebiliriz.

1.4.1. AID Algoritmasi

Buna gore, ge¢misten giiniimiize karar agaclarinda kullanilan algoritmalari

Karar agaglarinin ilk temelleri AID (Automatic Interaction Detector: Otomatik

Etkilesim Belirleyicisi) yontemi ile atilmistir. Bu teknik 1964 yilinda Michigan

Universitesi Inceleme ve Arastirma Merkezi’nde Morgon ve Sonquist tarafindan

gelistirilmistir. Bu teknikte amac¢ veri kiimesini, nicel bir bagimh degiskene gore,
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siiflayict (nominal) ve siralayici (ordinal) bagimsiz degiskenler kullanarak ikiye

bolmektedir.”

AID yonteminin kullanim sarti bagimsiz degiskenlerin siniflayici dlgekte ve
bagimli degiskenlerin ise aralikli ya da oransal ol¢ekte Slgiilmiis olmasidir. Bagimli
degiskenlerin dagilimi ya da bagimsiz degiskelerin fonksiyonel formu ile ilgili herhangi
bir varsayim AID yonteminde yoktur. AID yonteminin amaci anakiitleyi bagimli
degisken ile ilgili en miimkiin istatistiksel alt gruplara bolmektir. Belirli segment ya da
gruplar i¢in homojenlik gruptaki her bireysel grup ve grup ortalamasi arasindaki farkin
kareleri toplaminin hesaplanmasi ile Olgtiliir. Bu da grup ici degiskenligin Olgiisii olan
gruplar i¢i kareler toplamidir. Gruplar ici kareler toplamimin kiiciik olmasi yiiksek

homojenligi gostermektedir. "

AID algoritmas1 bigisayar destekli (computer-intensive) bir regresyon agaci
olup, veri i¢indeki ¢ok boyutlu oriintiileri ve iliskileri bulur. Ayrica higbir varsayim
icermediginden regresyon analizinin nonparametrik bir alternatifidir.”” Regresyon
analizinde asil amag¢ asagidaki formiilde gosterilen degiskenler arasindaki iliskiyi

saptamaktir.
y=f(X,..,X,)+e (1.49)

Regresyon analizinin nonparemetrik bir alternatifi olan AID analizinin amaci
ise yukaridaki formiilde gosterilen problemi ¢ézmeye yonelik olmayip, formiiliin
yapisini tanimlamaktir. Regresyon analizinden farkli olarak AID teknigi bilesenlerin
nisbi 6nemi ya da istatistiksel anlam1 hakkinda giivenilir bir bilgi vermemektedir. AID
teniginin baglica fonksiyonu, degiskenlerin arasindaki iligkilerin dogasini, 6zelliklerini
yani katkili ya da etkilesimli olup olmadiklarini arastirmaktir. Bu o6zelligiyle, AID
regresyon analizi ya da benzer teknikler i¢in baslangi¢ niteligindedir. Temel prensip
bagimli degisken ve aciklayict degiskenler arasindaki miimkiin tiim iliskileri arastirmis

onceki ¢alismalarla bagimli degiskenin varyansini agiklamaya calismaktir. Arastirmanin

™ pehlivan, s. 23.

7 Pehlivan, s. 26.

7 Jasna Soldic-Aleksic,” Combined Approach Of Kohonen Som And Chaid Decision Tree Model To Clustering
Problem: A Market Segmentation Example”, Journal of Economics and Engineering ,\Vol.3, No.1 (April 2012),
s.21.
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sonuglart ikili agacta gosterilir ve dallandirmanin yani sira her boliimiin genisligi ve

modelin aciklayict giicii agagta yer alir. Algoritmay1 6zetleyecek olursak, anakiitle ile

baslar dnce anakiitleyi iki gruba boler. Bu gruplardan her birini toplam kareler kriterine

gore hem grup boliinemeyecek kadar kiiciik hem de grup homojen oluncaya kadar iki

gruba daha boler. Algoritmanin adimlari su sekildedir:

1. Tim degiskenler dikkate alindikta sonra, |. degisken yani en biiyiik kareler

toplamina (Total Sum of Squares) sahip olan segilir.

degeri

TSS, => Y | =2 (1.50)

Burada;
TSS;= 1. degisken ya da grup i¢in kareler toplami
Y = Bagiml degiskene ait gézlemler

Ya = |. degisken ya da grupla birlikteki gozlem ¢ifti icin bagiml degisken

N, = I. degisken ya da gruba ait gbzlem sayisidir.

2. Bir degisken segildikten sonra, gozlemler asagidaki esitligi maksimum

yapacak iki alt gruba bdliiniir.

BSSI,l,Z = (nlY_12 + nzY_zz) - r‘|Y_|2 (1.51)
N1, N2 = boliinme sonrasi her gruptaki gézlem sayisidir.
Y,,Y, = her boliinmiis grup i¢in ortalamadir.

n; = boliinme 6ncesi |. degisken ya da grup igin gézlem sayisidir.
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Y, = boliinme 6ncesi |. degisken ya da grup icin ortalamadir.

BSS,,,(B)=1ve 2 gruplarina béliinen |. degisken ya da grup i¢in gruplar arasi

kareler toplamidir (Between Sum of Squares).
Bu adimlar sonucu olusan aga¢ asagidaki bilgileri icermektedir:
I. Her grup i¢in bir bagimli degiskenin ortalamasi,
Il. Her grup icindeki gézlem sayisi,

iii. Her degisken boliinmesine ait birlestirici giice dayali siralayici dereceler

olusturan boliinmelerin mertebesi,
iv. Herbir boliinmenin degeri.

V. Analizin toplam aciklayic1 giiciinii gosteren R? degeri (determinasyon

katsayisi).

AID agacinin her bir dali ii¢ durdurma kuralindan bir tanesi ile son verilene

kadar dallanir. Dallanma asagidaki durmlarda son bulur:
1. Boliinemeyecek kadar kiiclik siniflar olustugunda,
2. Grubun homojen hale gelmesiyle daha fazla boliinme gereksiz oldugunda,

3. Artik gruplar arasi kareler toplamimi kiigiiltecek higbir olast boliinme

kalmadiginda durur.”

AID yontemi biiyiikk veri setlerine yonelik uygulamalar i¢in tanimlayici
metodlart gelistirmede popiilerligini tasdik etse de uygulamadaki en biiyiik eksikligi
AID’in ¢ikarimsal yonleri ile ilgili saglikli analizler yapllmamamdlr.79 Bu yiizden de
yanlis kullanilmasi ve yorumlanmasi s6z konusu olmustur. Bunu 6nlemek i¢in veri

analizinin basinda yanli tahminlerin ne kadar kabul edilebileceginin belirlenmesi ve

"8 pehlivan, 5.27-28.
™ G.V. Kass, “Significance Testing in Automatic Interaction Detection (A.LD.)”, Applied Statistics, Vol.24, No.2
(1975), s.178.
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dogrulama testleri olmadan kullanimimin tatmin edici olmayacaginin g6z Oniinde

bulundurulmasi gerekir.80
1.4.2. CHAID Algoritmasi

CHAID (Chi-Squared Automatic Interaction Detector: Otomatik Ki-Kare
Etkilesim Belirleme Analizi) algoritmasi bir ¢esit karar agaci olup, diizeltilmis
anlamlilik testine (Bonferroni testine) dayanir. Bu teknik Giiney Afrika’da gelistirilmis
olup, 1980 yilinda Gordon V. Kass tarafindan doktora tezi olarak basilmstir.®* CHAID
analizi, AID analizinin bir uzantis1 olup, kategorik bagimli degiskenler i¢in
tasarlanmistir ve AID analizinden farkli olarak bagimli degiskeni ¢oklu alt gruplara
ayirmaktadir. CHAID analizinde amag¢ bagimli degiskeni en iyi sekilde agiklayabilmek
icin veriyi birbirini kapsamayacak sekilde (homojen) alt gruplara bolmektir. Olusturulan
alt gruplar kii¢iik tahmin edici gruplardan olusmustur ve bu tahmin ediciler daha sonraki
analizlerde bagimli degiskenin tahmininde kullanilir.®> CHAID analizi ile bir bagimli ve
birden fazla bagimsiz degisken arasindaki iliskiler arastirilir. CHAID algoritmasi
bagimli degiskeni aciklayan bagimsiz degiskenler arasindaki ¢ok yonli etkilesimleri
vermekle beraber, bu etkilesimleri aga¢ diyagrami yoluyla kolaylikla yorumlama
imkan1 da sag“glamaktadlr.83 CHAID algoritmasinda bagimli degisken smiflayici,
siralayici veya siirekli olabilir. Bagimsiz degiskenler ise sadece siniflayici ve siralayict
kategorik degiskenkenlerden olugsmalidir. Eger bagimsiz degisken siirekli ise,
algoritmaya yerlestirilmeden ©nce siralayict kategorik degiskene doniistiiriilmesi

gerekir.®*

CHAID analizi ikili olmayan yani ¢oklu alt gruplar olusturdugu i¢in (yani bir
kok ya da diigiime ikiden fazla dal baglanabildigi i¢in) biiylik veri setleri i¢in nispeten
daha uygun bir algoritmaya sahiptir. Ayrica ¢ok sayida kategoriden olusan kategorik bir

bagimli degiskeni, cok sayida smifi bulunan kategorik bagimsiz degiskenlerle

8 pehlivan, s.28.

81 CHAID, (t.y.) http://en.wikipedia.org/wiki/CHAID (14 Ocak 2014).

8 G.V. Kass, “An Exploratory Technique for Investigating Large Quantities of Categorical Data”, Applied
Statistics, Vol.29, No.2, (1980), s.119.

8 Nezih Dagdeviren, ve Digerleri, “Akademisyenlerde Is Doyumunu Etkileyen Faktorler”, Balkan Med J, Cilt.28,
Say1.69-74 (2011), s.71.

8 CHAID and Exhaustive CHAID Algorithms (t.y.),
ftp://ftp.software.ibm.com/software/analytics/spss/support/Stats/Docs/Statistics/Algorithms/13.0/ TREE-CHAID. pdf
(18 Ocak 2014).

42


http://en.wikipedia.org/wiki/CHAID
ftp://ftp.software.ibm.com/software/analytics/spss/support/Stats/Docs/Statistics/Algorithms/13.0/TREE-CHAID.pdf

smiflayabilmek igin, ¢ok yonlii frekans tablolarin1 (multi-way frequency tables) etkin
bir bigimde kullanir.?> Bu yiizden CHAID analizi istatistikte bilinen Ki-kare test

yontemini kullanarak bir karar agaci olusturur. Dolayisiyla hem bir karar agaci
algoritmas1 hem de istatistige dayali bir algoritmadir.?® “Ki-kare” ( z%)ismini almasinin

nedeni algoritmasinda bir¢ok ¢apraz tablonun kullanilmasi ve istatistiksel 6nem oranlari
ile g;alls,melsldlr.s7 Ozellikle bagimmsiz degiskenlerin birbirleriyle olan iliski ve
etkilesimlerini konu edindigi i¢in Ki-kare istatistiginden faydalanilir. Ciinkii Ki-kare

istatistigi degiskenler arasindaki bagimliligs ele alir.®

CHAID analizi ile ¢ok kategorili degiskenlerin yer aldigi biiylik bir veri
kiimesi, benzer kategoriler birlestirilerek ve 6nemli sayilan degiskenlere gore boliinerek,
indirgenir. Her bir bagimsiz degisken icin kategorilerin anlamli bir sekilde

birlestirilmesinden sonra, bagimli degiskene gore kontenjans tablolari olusturularak,
Bonferronni p degerleri ile y”istatistikleri hesaplanir. Bagimsiz degiskenler birbirleri

ile karsilastirilip en kii¢lik Bonferronni p degerine sahip degiskenin kategorilerine gore,
veriler tekrar alt gruba ayrlllr.89 Bonferronni ¢arpani ¢ok katli testlerde p degerini
diizeltmek amaciyla kullanilir. Degiskenlerin boliinmeye uygun olup olmadigina

Bonferrroni diizeltilmis p degeri kullanilarak karar verilir.%

Burda dikkat edilmesi gereken husus ise kategoriler birlestirilirken kullanilan
anlamlilik degeridir (p value). Bunun i¢in bagimli degiskenin tiirine bakilir. Eger
bagimli degisken siirekli ise F testi kullanilir. Eger bagimli degisken nominal kategorik
bir deger ise pearson ki-kare istatistigi kullanilir. Eger ordinal kategorik ise en ¢ok

olabilirlik testi (likelihood ratio) kullanilir. Her birlestirilmis kategori i¢in de bulunan p

8 Evgeny Antipov ve Elena Pokryshevskaya, “Applying CHAID for logistic regression diagnostics and classification
accuracy improvement”, Journal of Targeting, Measurement and Analysis for Marketing, 2010, VVol.18, No.2,
http://www.palgrave-journals.com/jt/journal/v18/n2/pdf/jt20103a.pdf (31 Ekim 2013), s.111.

8 Silahtaroglu, s.104.

8 http://wiredspace.wits.ac.za/bitstream/handle/10539/7268/thesis.pdf?sequence=2 (18 Ocak 2014), s.4.

8 Murat Kayri ve Murat Boysan, “Aragtirmalarda Chaid Analizinin Kullanimi ve Bag Etme Stratejileri ile Tlgili Bir
Uygulama”, Ankara Universitesi Egitim Bilimleri Fakiiltesi Dergisi, Cilt.40, Say1.2 (2007), s.140.

8 pehlivan, 5.32.

% CHAID and Exhaustive CHAID Algorithms (t.y.),
ftp://ftp.software.ibm.com/software/analytics/spss/support/Stats/Docs/Statistics/Algorithms/13.0/TREE-CHAID .pdf
(18 Ocak 2014).

43


http://www.palgrave-journals.com/jt/journal/v18/n2/pdf/jt20103a.pdf
http://wiredspace.wits.ac.za/bitstream/handle/10539/7268/thesis.pdf?sequence=2
ftp://ftp.software.ibm.com/software/analytics/spss/support/Stats/Docs/Statistics/Algorithms/13.0/TREE-CHAID.pdf

degerinin anlamli olup olmadigina bakilir. Bu silire¢ anlamli olmayan kategori

birlesmesi bulununca son bulur.*

Bagimsiz degiskenin kategori sayisi e ve birlesme neticesinde olusan kategori
sayist r olmak iizere, Bonferrroni carpan1 B, e kategorisinin, r adet kategori sayisina
indirgenmesini saglayan miimkiin olasiliklarin sayis1 olmak iizere; degisken tiiriine gore

hesaplanan Bonferrroni diizeltilmesi 2 <r <e i¢in asagidaki gibidir:

B = Z( ol r=n" (152)

+r
r — 2 r - 1

Yukaridaki formiilasyonda birinci siradaki esitilik sirali, ikinci siradaki esitlik

nominal ve son olarak Uglincli siradaki esitlik eksik kategorili ordinal bagimsiz
degiskenlerdeki hesaplamalar igin kullanilir. Burda r=e i¢in B=1 bulundugu

formiilasyonda géin'ilmektedir.92

CHAID algoritmasinda bagimli degisken i¢in siif sayis1 J >2olmak iizere.
analiz edilecek belirli bir bagimsiz degisken ise, e > 2 sayida kategori diizeyine sahip
olsun. Analizdeki amag, bagimsiz degiskendeki uygun kategorileri birlestirerek exj

boyutlu ¢apraz tablonun en anlamli rxj tablosuna indirgenebilme problemi olsun. Bu
amagla ilk olarak, 1 miimkiin olan birlestirmelerin sayisin1 gostermek iizere, T
istatistigi hesaplanir. Bu istatistik cxe tablosu igin (r: 2,3.4,.....e) bilinen
7y istatistigidir. Eger T =max:T") ise en iyi rxe tablosu igin y*istatistigi elde
edilmis olur. Bu durumdaT,” en anlaml olarak segilir. Buna gore algoritmanin tamami

su sekildedir:

% Decision Trees (t.y.), http://www.ise.bgu.ac.il/faculty/liorr/hbchap9.pdf (20 Ocak 2013).

%2 CHAID and Exhaustive CHAID Algorithms (t.y.),
ftp://ftp.software.ibm.com/software/analytics/spss/support/Stats/Docs/Statistics/Algorithms/13.0/TREE-CHAID.pdf
(18 Ocak 2014).
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Adim 1. Her bir bagimsiz degisken i¢in, bagimhi degiskenin kategorileri ile
bagimsiz degiskenin kategorileri arasinda ¢apraz tablo olusturulur ve sirasiyla ikinci ve

ticlincli adim uygulanir.

Adimm 2. Sadece bagimsiz degiskenin tiirline gore belirlenen uygun ciftler
arasindan 2xj alt tablosunda anlamlilig: diisiik olan bagimsiz degisken kategori ¢iftleri
bulunur. Eger anlamlilik derecesi kritik bir degere ulasmiyorsa, bu iki kategori
birlestirilir. Artik bu birlesim tek bir kategori olarak ele alinir ve bu adim tekrarlanir. Bu
islem bagimsiz degiskenin kendi i¢inde birlesmeleri anlamsiz oluncaya kadar devam

eder.

Adim 3. Bagmmsiz degiskenin tiirii tarafindan olusturulan ve orijinal
kategorilerin ii¢ veya daha fazlasinin birlestirilmesi ile meydana gelen; her bir birlesik
kategori i¢in, birlesmenin tekrar ayrilabilecegi en 6nemli iki boliinme bulunur. Eger
onem derecesi kritik degerin iizerindeyse, boliinme gergeklestirilir ve ikinci adima

donulir.

Adim 4. Optimum diizeyde birlestirilen bagimsiz degiskenlerin her birinin
anlamlilig1 hesaplanir, en ¢ok anlamli olan digerlerinden ayrilir. Eger bu anlamlilik
verilen kritik bir degerden biiyiikse veri kiimesi segilen bagimsiz degiskenin birlestirilen

kategorilerine gore alt gruplarina boliindir.

Adim 5. Heniiz analiz edilmemis gruplar igin birinci adima gidilir. Bu adimda
en az gozleme sahip olan gruplar géz ardi edilebilir. Burada bahsedilen ilk {i¢c adim
birlestirme, dérdiincii adim bolme, besinci adim ise durdurma olarak agiklanabilir.®* Bu

algoritmanin genel kodu EK 2’de gdsterilmistir.
1.4.3. CART Algoritmasi

CART (Classification and Regression Trees: Siniflama ve Regresyon Agaglari)
yontemi 1984 yilinda Breiman, Friedman, Olshen ve Stone tarafindan gelistirilmistir.g4

CART hem kategorik hem de siirekli degiskenleri kullanarak siniflama ve regresyon

% Pehlivan, 5.32-33.
?4 Ozge Sezgin, “Statistical Method in Credit Banking”, (Yaymlanmams Yiiksek Lisans Tezi, Orta Dogu Teknik
Universitesi, Uygulamal1 Matematik Enstitiisii, 2006, s.27.
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problemlerinin ¢éziimiinde karar agaglarini kullanan parametrik olmayan istatistiksel bir
metottur. Ele aliman bagimli degisken kategorik ise yoOntem siniflama agaclar
(Classification Trees-CT), siirekli ise regresyon agaglari (Regression Trees-RT) olarak

adlandirilmaktadir.®

CART yontemi, veri setinin ¢ok karmasik oldugu durumlarda dahi bagimh
degiskeni etkileyen degiskenleri ve bu degiskenlerin modeldeki 6nemini basit bir agag
yapist ile gorsel olarak sunabilmektedir.® Yontemin asil amact; incelenmekte olan
probleme yonelik tahmin yapisini ortaya ¢ikaran hatasiz bir veri seti siniflayicisini
olusturmaktir. Siniflamanin amaci ise, karakterize edilmis aga¢ sayesinde gelecekteki
herhangi bir degerin hangi smnifa disecegini belirlemektir. Bu amagla, hangi
degiskenlerin ya da degiskenler arasi etkilesimin en iyi sonucu tahmin etmek igin

gerekli oldugu belirlenir.”’

CART yontemi ile aga¢ olusum siireci, {i¢ temel kural igermektedir. Bunlar
sirastyla; “Orneklemi bdolme kurali (sample-splitting rule)”, “bélme uyum kriteri
(goodness of split criteria)” ve “optimum agact segme” kriteridir. CART Onceden
belirlenmis bolme kuralina ve diigiim bélme siirecinin her asamasinda uygulanan bélme
uyum Kriterine gore agag olusturur. Agac olusum siirecinde CART baglangig veri setini,
bagimsiz degiskene sordugu sorulardan alacagi evet/hayir cevaplarina gore ikili alt
parcaya (alt 6rnekleme) boler. Her soru sadece bir bagimsiz degisken i¢in sorulur.
Alinan cevaba bagli olarak veri seti sag ve sol alt pargaya ayr111r.98 CART algoritmasina

ornek olarak asagidaki agac goriilmektedir.

% Kiran, s.19.

% Giilhan Orekici Temel, Handan Camdeviren, Zeki Akkus, “Siniflama Agaglar1 Yardimiyla Legs Syndrome (RLS)
Hastalarina Tani Koyma”, inénii Uni. Tip Fak. Dergisi, Cilt.12, Say1.2 (2005), s.111.

9 Yohannes, s. 4.

%y ohannes, s. 4-6.
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12 13

Sekil 1.5: CART Karar Agac1 Modeli Ornegi
Kaynak: CART:Classification and Regression Trees,
http://artax.karlin.mff.cuni.cz/~smetpOam/odkazy/CLASSFINAL.PPT#278,24,Slide 24 (25
Kasim 2012).

Sekilde CART algoritmasina gore olusturulan bir karar agaci modeli
goriilmektedir. Burada, bir numarali diigiim kok diigimdiir. Boliinme sonucu olusan alt
pargalar da birer diigiimdir. Yuvarlak olan digiimler (2, 3, 4, 7 ve 10 numaral
diigiimler) homojen olmayan diigiimler olup, bolinmeye devam ederler. Bunlar daha
once anlatildig1 gibi ara diigim olarak adlandirilirlar. Kare seklindeki diger diigiimler
ise; (5, 6, 8, 9, 11, 12 ve 13 numarali diigiimler) u¢ digiim olarak adlandirilir. Ug
diigiimler son diiglim olup boliinme yapmazlar. Oysa yuvarlak diigiimler, u¢ diigim
olmadigindan béliinmeye devam ederler.”® Burda her u¢ diigiim bir simfa atanir. Ayni

sinifa atanan iki veya ikiden ¢ok u¢ diigiim olabilir.*®

CART algoritmasi en iyi boliinmeyi bulabilmek i¢in biitliin degiskenlerin olas1
her degerini arastirir. Baslangic veri kiimesine yoOneltilen sorulardan alinan cevaplar ile
veri kiimesi daha kii¢iik pargalara ayirir. Soru sormadaki amag¢ veriyi maksimum

homojenlige sahip iki par¢aya bolebilmektir. Bu siire¢ bdlme sonucu olusan her bir veri

% Roman Timofeew, “Classification and Regression Trees (CART) Theory and Aplications”, 2004, Humbolt
University, Center of Applied Statistics and Economics,
http://tigger.uic.edu/~georgek/HomePage/Nonparametrics/timofeev.pdf (26 Kasim 2012).

1007 ¢o Breiman ve Digerleri, Classification and Regression Trees, New York: Chapman & Hall, 1993, s.21.
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parcasi i¢in tekrarlanir ve veri parcasi u¢ diiglime ataninca islem son bulur.%*

Buna gore
veri kiimesini en az hata ile siniflayabilen optimum aga¢ CART algoritmasi ile

olusturulmus olur.

Sonug olarak CART yd&ntemi biitlin baslangi¢ veri setini iginde barindiran kok
diiglimden baslayarak her diigiimii iki ¢ocuk diigiime béler ve ikili agaclar olusturur.
CART algoritmasinin olusum mekanizmasi diiglimdeki homejenligi en iist diizeye
¢ikarabilmek icin c¢alisir. Bir diiglimiin i¢cinde homojen bir alt kiimenin bulunmasi
diiglimiin safsizliginin bir gostergesi olur. Yani bir u¢ diigiim her durumda bagiml
degisken icin ayni1 degere sahipse boliinme yapmaz. Ciinkii artik saf bir dl'igl'imdiir.m2
Burada kategorik bagimli degiskenler igin safsizligin olgiisii Gini ve Twoing Kkriteri
iken, siirekli bagimsiz degiskenler i¢cin ise en kiigiik kareli sapma yontemidir. Bu
kriterler safsizlik fonksiyonuna bagli boliinme kriterleri olup, bunlardan daha once
bahsedilmistir. Buna gére CART ile olusturululan algoritmanin genel kodu EK 3’te
gosterilmistir. CART algoritmasinin formiilasyonu ise tezin ikinci bdliimiinde detayli

olarak anlatilmistir.
1.4.4. 1D3 Algoritmasi

Karar agaglar1 yardimiyla siniflama islemlerinin yerine getirilmesi {izerine J.
Ross Quinlan (1986) tarafindan gelistirilen algoritmalardan biri de ID3 algoritmasidir.
ID3 algoritmasi entropi tabanli bir algoritmadir. ID3 algoritmasinda hangi degiskene
gore dallanmanin yapilacagmin belirlenmesinde bdl ve yonet (divide-and-conquer)
stratejisi ile entropi Ol¢iisiinii kullanir. Boylelikle siniflamada en ayirict 6zellie sahip

103,104

degisken belirlenmis olur. ID3 algoritmas1 baslangicta tavla ve oyunlar i¢in iyi

oyun oynama stratejilerini 6grenmek amagli kullanilmistir. Sonrasinda akademi ve

102 Roman Timofeew, “Classification and Regression Trees (CART) Theory and Aplications”, 2004, Humbolt
University, Center of Applied Statistics and Economics,
http://tigger.uic.edu/~georgek/HomePage/Nonparametrics/timofeev.pdf (26 Kasim 2012).

192 Eygeny Antipov ve Elena Pokryshevskaya, “Applying CHAID for logistic regression diagnostics and
classification accuracy improvement”, Journal of Targeting, Measurement and Analysis for Marketing, 2010, Vol.18,
No.2, http://www.palgrave-journals.com/jt/journal/v18/n2/pdf/jt20103a.pdf (31 Ekim 2013), s.111.

103 Ozkan, s.54.

104 Hsinchun Chen, Ganesan Shankaranarayanan ve Linlin She, “A machine Learning Approach to Inductive Query
by Examples: An Experiment Using Relevance Feedback, ID3, Genetic Algorithms and Simulated Annealing”,
Journal Of American Society for Information Science, Vol.49, No.8, (Temmuz 1998), s.693.
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sanayi gibi ¢ok genis bir alanda problemlere uygulanmaya basladigindan beri oldukga
5

degismis ve gelismistir.10

ID3 algoritmasi bir veri tabani bdliinmeden 6nce dogru siniflandirma yapmak
icin gelen bilgiyle, veri tabani boliindiikten sonra dogru siniflandirma igin gelen bilgi
arasindaki farki kullanir. Yani verilerin ham (baslangigtaki) halinin entropisi ile herbir
alt boliimiin entropilerinin agirlikli toplami arasindaki fark hesaplanir. Bu aradaki fark
kazanim olarak adlandirilir. Bu fark hangi alt boliim i¢in biiyiikse o alt boliime dogru
dallanma yaplhr.106 ID3 algortitmasinda kullanilan dallanma kriteri entropi hesabindan
faydalanarak hesaplanan “kazang¢ olciitii” kriteridir. Bu kriterde kazancin maksimum
oldugu degiskene gore Oncelikli diigim belirlenir ve dallanmalar o diigiimden devam

eder. 1%’

Bununla ilgili bilgiler kisim 1.2.1.1°de kazang¢ olgiitii bashig altinda detayl
olarak anlatilmistir. ID3 algoritmasmin olusumunda kullanilan genel kod EK 4’te

gosterilmistir.
1.4.5. MARS Algoritmasi

Cok Degiskenli Uyarlanabilir Regresyon Uzanimlar1 (Multivariate Adaptive
Regression Splines: MARS) yontemi, 1990’larin basinda Stanford Universitesinden
istatistik¢i Jerome H. Friedman tarafindan gelistirilen nonparametrik ve lineer olmayan
bir tekniktir.'® MARS yéntemi, hem siirekli hem de ikili (binary) bagimh degiskenler
icin tasarlanmistir. Bagimli degiskeninin siirekli olmasi durumunda kestirim amagli olan
bu yontem, bagimli degiskeninin kategorik olmasi durumunda ise, smiflandirma
amacina salhiptir.109 Bu yontemin formiilasyonu tezin ikinci boliimde detayli olarak

anlatilmstir.

105 serhan Koyuncugil, “Veri Madenciligi Yéntemleri ve Uygulamalar1”, 2010, Baskent Universitesi, Ticari Bilimler
Fakiiltesi, http://www.koyuncugil.org/files/ders/bolum9.6.pdf (9 Kasim 2013).

106 Silahtaroglu, s.75.

07 Bzkan, s.55

198 Jerome H. Friedman, “Multivariate Adaptive Regression Splines”, The Annals of Statistics, Vol.19, No.1 (June
1991), s.1.

109 Mukhopadhyay A ve Igbal A, “Prediction of Mechanical Property of Steel Strips Using Multivariate Adaptive
Regression Splines” Journal of Applied Statistics, 2009, Vol.36, No.1, http://www.tandfonline.com/toc/cjas20/current
(23 Mart 2009), s.3.
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1.4.6. E-CHAID Algoritmasi

CHAID algoritmasinin kapsamli incelemesi 1991 yilinda Biggs, De ville ve
Suen tarafindan yapllmlstlr.llo Bu kisiler her diigiimdeki bagimsiz degiskenlerin
kategorilerini (e) birlestirmede daha kesifsel (heuristic) bir yaklasim kullanarak CAHID
algoritmasina Onemli bir iyilestirme ile Exhaustive CAHID (Kapsamli CAHID)
algoritmasi gelistirmislerdir. Bu iyilestirme Bonferroni diizeltme faktdriinde nominal
degiskenlerin ¢ok sayida kategoriye ayrilmasini engellemek tizere gelistirilmis yeni bir
Bonferroni carpani hesabidir.™"* Boylelikle CHAID algoritmasindan Bonferroni
diizeltmesine yonelik getirdigi alternatif bir yaklasim ile ayrilmaktadir. Buna gore bu
algoritma ile en sonda sadece iki kategori kalmak iizere iki kategoriyi ardisik olarak
birlestirilir. Boylelikle her iterasyon sonucunda iki kategoriyi birlestirmede miimkiin

olan Bonferroni ¢arpani sayisi degisken tiirlerine gore asagida snalanmls‘ur.112

e(e-1)
2
e(e’ -1)
2
e(e-1)
2

(1.53)

Yukaridaki formiilasyonda birinci siradaki esitlik sirali, ikinci siradaki esitlik
nominal ve son olarak iiclincli siradaki esitlik eksik kategorili sirali bagimsiz
degiskenlerdeki miimkiin olan birlestirme sayilarim1  hesaplamada kullanilan
formiillerdir. Buna goére E-CHAID algoritmasinda CHAID algoritmasinda oldugu gibi
birlestirme, bolme ve durdurma adimlar1 s6z konusudur. CHAID algoritmasindan farkl
olarak sadece birlestirme adiminda, yukarida verilen birlestirme kombinasyonu
acisindan farklilik gostermektedir. Bunun disinda E-CHAID algoritmasinda CHAID

algoritmasinda oldugu gibi bagimli degisken siniflayici, siralayici veya siirekli olabilir.

110 Answer Tree Algorithm Summary,(t.y.) http://lyle.smu.edu/~mhd/8331f03/AT.pdf (17 Mart 2014).

11 Gilbert Ritschard, “CHAID and Earlier Supervised Tree Methods”, 2010, University of Geneva, Dept of
Econometrics, http://www.unige.ch/ses/metri/cahiers/2010_02.pdf (17 Mart 2014).

112 CHAID and Exhaustive CHAID Algorithms (t.y.),
ftp://ftp.software.ibm.com/software/analytics/spss/support/Stats/Docs/Statistics/Algorithms/13.0/TREE-CHAID.pdf
(18 Ocak 2014).
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Bagimsiz degiskenler ise sadece siniflayici ve siralayici kategorik degiskenkenlerden
olugmalidir. Eger bagimsiz degisken siirekli ise, algoritmaya yerlestirilmeden &nce
siralayict kategorik degiskene doniistiiriilmesi gerekir. Yine kategorilerin birlestirilmesi
asamasinda kullanilan anlamhilik degeri i¢in bagimli degiskenin tiirline bakilir. Eger
bagimli degisken siirekli ise F testi kullanilir. Eger bagimli degisken nominal kategorik
bir deger ise pearson ki-kare istatistigini, sirali kategorik ise en ¢ok olabilirlik testini

(likelihood ratio) kullanilir.
1.4.7. C4.5 Algoritmasi

ID3 algortitmasi yine J. Ross Quinlan (1993) tarafindan gelistirilerek C4.5
algoritmasi elde edilmistir. Bu algoritma ile sayisal degerlere sahip degigkenler igin de
karar agaci olusturulmasina olanak saglanmustir. Sayisal degere sahip bir degiskeni iki
araliga bolmek igin en biiyiik bilgi kazancini saglayacak bi¢cimde bir “f” esik deger

belirlenir. Bunun igin herbir degiskene ait Olgiim degerleri {X;;,X,5,..-Xgpees Xop 3
oncelikle kiiciikten biiyiige siralanir. Siralanmis olan degerlerden Igl, X411 _ arahigmin

orta noktasi alinir ve agsagida gosterilen esik degeri belirlenmis olur.

- % (1.54)

Buna gore elde edilen esik degeri kullanilarak degisken degeri iki parcaya
ayrilir. Boylelikle sayisal degere sahip olan bu degisken degerine ikili test uygulanir ve
degiskenin aldig1 degerin ilgili f esik degeri ile karsilastirmasi yapilir. Ornegin bir A
degiskeni icin A< f ve A>f ikili karsilastirmas1 yapilir.'*® Béylelikle sayisal degere
sahip olan degisken, ilgili esik degerinden kiiciik esit veya biiyliik olmasina gore
kategorilestirilir. Bundan sonraki asama ise, dallanmanin yapilacagi en uygun

degiskenlerin belirlenmesidir.

C4.5 algortitmasinda kullanilan dallanma kriteri entropi hesabindan
faydalanarak hesaplanan “kazan¢ orami” kriteridir. Bu kriterde veri kiimesi iginde

kazang oraninin maksimum oldugu degiskene gore oncelikli diigiim belirlenir ve

113 Ozkan, s.77.
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dallanmalar artik o diigiimden devam eder. Bununla ilgili bilgiler kisim 1.2.1.2°de

kazang orani bagligi altinda detayl1 olarak anlatilmistir.

C4.5 algoritmasi ID3 algoritmasina su konularda ustiinliik saglamaktadir. 1D3
algoritmasinda karar agaci olusturulurken nicel olgekli degiskenler ve kayip veriler
hesaba katilmazken C4.5 algoritmasinda bdyle bir kisitlama yoktur."* Boylece daha
duyarli ve daha anlamli kurallar ¢ikartan bir aga¢ olusturulabilir. C4.5 algoritmasinin

olusumunda kullanilan genel kod EK 5’te gosterilmistir.
1.4.8. C5.0 Algoritmasi

C5.0 algoritmasi, C4.5 algoritmas1 gibi Quinlan tarafindan gelistilmis olup,
C4.5 algoritmasimin gelistirilmis halidir ve daha ¢ok ticari amagli bir yazilimdir (SEE 5
Yazilimi). C4.5 algoritmasindan iistiin yanlari daha hizli olmasi, C4.5’ten daha kiiciik
karar agaclar1 olusturmasit ve boosting metodunu desteklemesi ile smiflamanin

dogrulugunu  arttirir.**®

C5.0 algoritmasinda bagimli degisken kategorik olmak
zorundadir. Orneklem maksimum bilgi kazancim verecek sekilde alt ornekleme
boliiniir. Alt 6rneklemler ilk bolmenin devami olarak daha kiigiik alanlara bdliinmeye
devam eder. Bu islem alt 6rneklemlerin boélinemeyecek duruma gelmelerine kadar
devam eder. Son olarak en diisiik seviyede olan béliinmeler yeniden incelenir ve

modelin degerine dnemli bir katki yapmayanlar budanur. &1

1.4.9. SLIQ Algoritmasi

SLIQ (Supervised Learning in Quest: Arastirmada Denetimli Ogrenme)
algoritmas1 1996 yilinda Uluslararas1 Is Makinalar1 Sirketi (International Business
Machines Corporation) Almaden Arastirma Merkezinde Mehta, Agarwall ve Rissanen

18

tarafindan  onerilmistir.*® Algoritma hem sayisal hem de kategorik verilerin

smiflandirilmasinda  kullanilabilmektedir. Sayisal verilerin  degerlendirilmesinde

1% Decision Trees (t.y.), http://www.ise.bgu.ac.il/faculty/liorr/hbchap9.pdf (20 Ocak 2013).

15 ¢4 5 algorithm. (t.y.) http://en.wikipedia.org/wiki/C4.5_algorithm (30 Ekim 2013).

118 C5.0 Node. (t.y.)

http://pic.dhe.ibm.com/infocenter/spssmodl/v15r0mO0/index.jsp?topic=%2Fcom.ibm.spss.modeler.help%2Fc50node

general.htm (30 Ekim 2013).

17 Nilima Patil, Rekha Lathi ve Vidya Chitre, Comparision of C5.0 and CART Classification Algorithms Using

Eguning Technique”, International Journal of Engineering Research and Technology, Vol.1, No.4, (June 2012), s.2.
Kiran, s.18.
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maliyeti azaltmak i¢in agacin olusturulmasi sirasinda Onceden-siralama teknigi
kullanilir. Sayisal verilerle islem yapilirken en iyi dallara ayirma kriterini bulmak igin
verileri siraya dizme onemli bir faktordiir. SLIQ algoritmasinda en iyi dallara ayirma
kriterinin bulunmasinda kullanilan teknik; verilerin siralama isleminin her diigiimde
yapilmasi yerine 6grenme verilerinin sadece bir kere, o da agacin biliyiime asamasinin

baslangicinda yapilarak ger¢eklestirilmesine dayanir.

ID3 ve C4.5 gibi algoritmalar “6nce derinlik” ilkesine (agacin asagi dogru
bliytimesi) gore ¢alisirken, SLIQ algoritmasi “6nce genislik™ (agacin sag ve sola dogru
coklu boliinmeler yapmasi) diisiincesiyle hareket ederek ayni anda birgok yapragi
olusturur. Dallara ayrilma isleminde gini kriterini kullanilir. SLIQ, bunun disinda,
kategorik verileri alt kiimelere ayirmada hizli bir algoritma kullanir. Agacin budanmasi
islemi i¢in ise MDL (Minumum Description Length-En Kiigiik Uzunluk Tanimlamasi)

ilkesine dayanan bir strateji izler.

MDL ilkesine gore verileri en iyi temsil edecek model, tanimlanma ve
olusturulma maliyeti en diisiik olan modeldir. Bu algoritma hizli olmasinin yani sira ¢ok
1yi sonuglar veren karar agaglar1 da iiretebilmektedir. Ayrica, SLIQ disk odakli denilen
sadece sabit disk gibi depolama birimlerinde tutulabilen, bellekte tutulmasi gii¢ olan ¢ok
biiylik verilere uygulanabilir. Veriler bellege alinmadan dogrudan bir kerede tek bir

agac olarak siniflanirlar.*®
1.4.10. SPRINT Algoritmasi

SPRINT (Scalable Parallelizable Induction of Decision Trees: Olceklenebilir,
Parelellenebilir Timevarim Karar Agac1 ) algoritmasi 1996 yilinda Shafer, Agarwall ve
Mehta tarafindan onerilmistir. Daha 6nce de bahsedildigi tizere ID3, CART ve C4.5 gibi
algoritmalar 6nce derinlik ilkesine gore c¢alisirlar ve en iyi dallara ayirma kriterine
ulasabilmek igin her diigiimde verileri siraya dizerler. SLIQ ise her bir degisken igin
ayr1 bir liste kullanarak bu siraya dizme islemini sadece bir kez yapar. SPRINT
algoritmasi bu yoniiyle SLIQ algoritmasina benzer ve sozii edilen diger algoritmalardan

ayrilir. Ancak farkli veri yapilari kullanilarak SLIQ algoritmasindan ayrilir.

119 Silahtaroglu, s.86.
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SPRINT ilk olarak her bir degisken i¢in ayr1 degisken listesi hazirlar. Her
tabloda kullanilacak olan degisken, sinif ve sira no bulunur. Boylece veri tabanindaki
degisken sayis1 kadar tablo olusur. Siirekli degerleri tasiyan tablolar siirekli deger
degiskenine gore siraya dizilirken, kategorik veri tasiyan diger tablolar sira numarasina
gore sirali olarak kalir. Egitim verilerinden elde edilen ilk listeler siniflandirma agaci
kokiiyle iligkilendirilir. Agag bliyliylip diigiimler yeni dallara boliindiik¢e diigiimlere ait
degisken listeleri de boliinerek yeni dallarla iligkilendirilir. Liste boliindiigiinde i¢indeki
kayitlarin siralamasi degistirilmez, boylece olusturulan yeni listelerin bir daha kendi
iclerinde siraya dizilmesine gerek kalmaz. Diiglimlerden alt dallara ayirma kriteri iginse
SLIQ algoritmasinda oldugu gibi gini kriterini kullanilir.®® SPRINT algoritmasmnin
olusumunda kullanilan genel kod EK 6’da gosterilmistir.

1.4.11. OUEST Algoritmasi

OUEST (Quick, Unbiased, Efficient Statistical Tree: Hizli, Yansiz, Etkin
Istatistisel Agag) algoritmasi Loh ve Shih tarafindan 1997 yilinda tanimlanmustir.
OUEST algoritmas1 CART algoritmas1 gibi ikili agaglar iiretmektedir.*** Algoritma
CHAID ve CART algoritmasindan farkli olarak degisken se¢imi ve bdliinme noktasi
secimi islemlerini ayr1 ayr1 ele almaktadir. CART algoritmasinda agac¢ biiylime
stirecinde daha fazla bolinmeyi saglayan kesikli deger ile degisken se¢me yoluna
gidilmektedir. Bu durum sonuglarin genellestirilmesini azaltarak modelin yanl
olmasina neden olmaktadir. QUEST algoritmasinda ise, eger bagimli degisken icin
bagimsiz degiskenler ayn1 bilgi verecekse, bu bagimsiz degiskenlerden herhangi biri esit
olasilikla segilir. Ayrica hesaplamalardaki etkinligi acisindan da kuvvetli yapidadir.
CART algoritmasinin sagladig biitlin avantajlara sahip olmasina ragmen yine de CART
gibi hantal bir aga¢ yapisina sahiptir. Bagimli degisken tekdir ve nominaldir. Bir ya da
daha fazla bagimsiz degisken siniflayici, siralayict ve siirekli tiirde olgiilmiis olabilir.
Kayip verilerde yerine koyma kurallart uygulanir. Bu durumda QUEST algoritmasina,
bagiml degiskenler kategorik yapida ise, yansiz aga¢ dnemli ise, biiyiik ve karmagik

yapida veri seti varsa ve aga¢ tahmininde etkili bir algoritmaya gerek varsa ve agac ikili

120 Silahtaroglu, s.86.

121 QUEST Nod. (ty.)
http://pic.dhe.ibm.com/infocenter/spssmodl/v15r0m0/index.jsp?topic=%2Fcom.ibm.spss.modeler.help%2Fc50node
general.htm (30 Ekim 2013).

54


http://pic.dhe.ibm.com/infocenter/spssmodl/v15r0m0/index.jsp?topic=%2Fcom.ibm.spss.modeler.help%2Fc50node_general.htm
http://pic.dhe.ibm.com/infocenter/spssmodl/v15r0m0/index.jsp?topic=%2Fcom.ibm.spss.modeler.help%2Fc50node_general.htm

boliinme ile smirlandirilmigsa basvurulur. CART algoritmasinda oldugu gibi 6n
olasiliklar kullanilmaktadir. QUEST algoritmast su sekildedir; her ayirma igin her
bagimiz degisken ve bagimli degisken arasindaki ortaklik Anova F testi ya da Levene
testi (siralayict ve siirekli bagimsiz degiskenler igin) ya da Pearson Ki-Kare degeri
(siniflayict bagimsiz degiskenler igin) hesaplanarak bulunur. Degisken se¢imi igin
kiigiik p degerine sahip olan degisken secilir. Ayirma isleminde ise eger bagiml
degisken ikiden fazla kategoriye sahip ise iki siiper sinifi bulabilmek i¢in iki ortalamali
kiimeleme algoritmas1 kullanilir. Aksi takdirde bagimsiz degiskenin en iyi boliinmesini
bulmak i¢in Kuadratik Diskriminant Analizi (QDA) kullanilir. Bu siire¢ herhangi bir
durdurma kuralina rastlayincaya kadar devam eder. CART algoritmasinda oldugu gibi

maliyet-karmasiklik 6lgiisii ile optimum agag belirlenir.*?

122 pehlivan, s.21.
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IKiINCi BOLUM

SINIFLAMA VE TAHMIN MODELLERI

Bircok disiplin i¢in ¢ok sayida ve karmasik bilgi yigini igerisinden agiklayici
olanlar1 belirleyip en uygun modelin tahmininde bulunmak 6nemli bir problemdir. Bu
problemin ¢oziilebilmesi ihtiyacindan yola ¢ikilarak bir¢cok yontem gelistirilmistir. Bu
yontemler ile ¢ok boyutlu verilerin i¢ginde gizlenmis bilgiler ortaya cikarilmaktadir.
Ozellikle giiniimiizde bilgisayar teknolojisindeki ¢ok hizli yenilikler ve ilerlemeler bu
tiir problemlerin ¢oziimiine 6nemli katkilar saglamistir. Bu boliimde bu problemden
yola ¢ikarak gelistirilmis olan Siniflama ve Regresyon Agaglar1 (CART) ve Cok
Degiskenli Uyarlanabilir Regresyon Uzanimlart (MARS) yontemleri iizerinde
durulmugtur. Her iki yontemin ortak ozelligi, bagimli degiskenin tiiriine gére hem
smiflama hem de tahmin modeli gelistirebilmesidir. Bagimli degiskenin kategorik
olmasit durumunda siniflama amaci tasiyan bu yontemler, bagimli degiskenin stirekli
olmasi durumunda ise, istatistiksel tahmin amac1 tasimaktadir. Bu amagla sirasiyla bu

iki yontem detayl olarak aciklanmistir.

2.1. Siniflama ve Regresyon Agaclar’’min Teorik Cercevesi

Regresyon analizlerinde aga¢ kullanim yaklagimi ilk olarak 1960’11 yillarda
Morgan ve Sonquist tarafindan gelistirilen AID yontemine dayanmaktadir. 1973
yillarinda ise Breiman ve Friedman birbirinden bagimsiz olarak siniflamada agac
yotemlerinin kullanilmasin1 yeniden kesfetmek iizere caligmalar yapmugtir. Daha
sonrasinda Breiman ve Friedman caligmalarini biraraya getirmis ve Stone’un da
katilimiyla yontemin gelismesine anlamli katkilar saglanmistir. Olshen ise medikal
uygulamalarda aga¢ yonteminin ilk kullanicilarindan olup, ekibin ¢aligmalarinin teorik
gelismelerine katkilar saglamistir. Agacglarla ilgili biitin bu caligmalar Friedman
tarafindan birlestirilmis ve 1980°1i yillarda CART (Classification and Regression Trees)

ad1 verilen bu teknigin dogmasini saglamstir.'?

Bilimsel ¢alismalardan elde edilen verilerin analizinde siiflama (diskriminant,

lojistik regresyon, kiimeleme analizleri gibi) ve regresyon modelleri sikca

122 o Breiman ve Digerleri, Classification and Regression Trees, New York: Chapman & Hall, 1993, s.ix.
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kullanilmaktadir. Ancak bu tiir modellerin gerektirdigi varsayimlar pek ¢ok alanda
istatistiksel analiz imkanlarin1 kisitlamaktadir. Incelenen veri seti iizerinde hicbir
varsayim gerektirmemesi nedeniyle, Siniflama ve Regresyon Agaglari (CART) bu tiir
istatistiksel siniflama ve regresyon tekniklerine karsi giiclii bir alternatif olarak ortaya
cikmaktadir. Breiman, Friedman, Olshen ve Stone tarafindan gelistirilen bu algoritma
ile ikili karar agaglar1 olusturulur. Ele alinan bagimli degisken kategorik yapida ise,
yontem Siiflama Agaglart (Classification Trees: CT) siirekli ise, Regresyon Agaglari

(Regression Trees: RT) olarak adlandirilir."?*

Buna gore Smiflama ve Regresyon Agaci yontemi bagimli degiskenin 6lgiim
tiiriine gore; Siniflama Agaclar1 ve Regresyon Agaglari olmak {izere iki baglik altinda

detayli bir sekilde anlatilmistir.
2.1.1. Simiflama Agaclari

Verinin igerdigi ortak 6zelliklere gore ayristirilmasi iglemi siniflama olarak
adlandirilir. Simflama veri madenciliginin 6nemli bir konusudur.'” Smiflama agaglari

veri madenciliginin siniflama ile ilgili konusu arasinda yer alir.

Siniflama ¢aligmalarinin asil amaci, dogru bir siniflayici tiretmek ve problemin
altinda yatan tahmin edici yapiy1 ortaya ¢ikarmaktir. Bunun i¢in bir gézlemin hangi
smifta yer alacagmin belirlenmesinde; hangi degiskenlerin ya da degiskenler arasi
etkilesimin olay1 ¢dzmede faydali olacagimin anlagilmaya c¢aligilmasi gerekmektedir.
Siiflama siirecindeki en onemli kriter sadece, veri setine yonelik dogru bir siiflayict
tiretmek degildir. Ayn1 zamanda tahmin edici yapida bulunan verilere 1s1k tutmak ve
anlamaktir. Yani ilgili veriye yonelik uzman kisinin ge¢mis deneyimi de énemlidir. Bu
iki kriter ayn1 anda 6nemli olmaktayken, bazen biri digerinden daha biiyiik bir etkiye
sahiptir.'?°

Buna 6rnek olarak California Universitesi, San Diego Tip Merkezi’nde yapilan
bir siniflama ¢alismasina yer verilebilir. Kalp krizi gegirmis bir hasta hastaneye kabul

edildiginde Ik 24 saat icinde 19 degiskenin dlgiimii yapilir. Kan basinci, yas gibi

124 Temel, “Siniflama Agaclar1 Yardimiyla Legs Syndrome (RLS) Hastalarina Tan1 Koyma”, s.111.
125 %

Ozkan, s.51.
126 Breiman ve digerleri, s.6.
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hastanin durumunu incelemede 6nemli oldugu diisiiniilen ikili ve sirali diger 17 medikal
semptoma bakilir. Burdaki amag ilk 24 saat i¢inde elde edilen verilere gore, yiiksek risk
faktoriindeki (en azindan 30 giinde kurtarilamayan) hastalari belirlemektir. Bu 6rnekte
kalp krizi geciren yaslt ve diisiik tansiyonlu hastalarin yiiksek risk grubundaki sinifa
atanmas1 doktorun, ge¢cmis deneyimine bagli olarak belirlenmistir. Asagidaki siniflama

agaci da bu durum i¢in olusturulmustur.*?’

minumum sistolik kan basmer
il 24 saatten bittikten sonra> 917
evet havir

yag=62.57

evet havyir
sinils tagikardi
mevcut mu?
gvet

Sekil 2.1: San Diego Tip Merkezi Hastalarinin Siniflama Agact
Kaynak: Leo Breiman ve Digerleri, Classification and Regression Trees, New
York: Chapman & Hall, 1993, s. 2.

Sekilde goriildiigii gibi, hastalarin medikal tanist belirlenmeye ¢alisilmistir. G
hafi yiiksek risk faktoriindeki hastalari, F harfi ise diisiik risk faktoriindeki hastalari
nitelemektedir. Burdaki sorulardan alinan evet/hayir yanitlarina bagli olarak baslangic
veri seti ikili boliinmeler yapmistir. Yani hastalar ya G denilen yiiksek risk sinifina ya
da F denilen diisiik risk sinifina atanmaya ¢alisilmistir. Buna gore, ilk 24 saatin sonunda
kan basinct 91 ve daha kii¢lik olan hastalar yliksek risk sinifina atanmistir. Kan basinci
91°den yiiksek olan hastalar i¢in smiflama islemi artik yas degiskenine ve siniis
tasikardinin mevcut olup olmamasina bagl olarak devam etmistir. Boylelikle baslangig
veri setinden faydalanilarak simniflama kuralina bagli bir aga¢ olusturulmustur. Olusan

simiflama kuralina bagl olarak yeni gelecek hastalarin ilk {i¢ soruya verecegi yanita

127 Breiman ve digerleri, s.1.
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gore diisiik ya da yliksek risk faktoriindeki sinifa atanmasi saglanmis olacaktir. Agag
olusumundaki bu basitlik, standart istatistiksel siniflama kurallarinin daha dogru
simiflama kurallar1 verecegine dair bir siiphe uyandirir. Bunlar denendiginde ise

kurallarin, olduk¢a karmasik ve daha az dogru sonuglar iirettigi gozlemlenir.'?

Yukaridaki ornekte de goriildiigi gibi siniflama agaci olusum asamasinda, ilgili
veri setine yonelik uzman kisinin ge¢mis deneyimleri baslangi¢ veri kiimesini olusturur.
Bu veri kiimesi N tane gozlemin gesitli Ol¢iimlerini yani, degiskenlerinin gergek

siniflamasini igerir.

Baslangi¢ veri kiimesi (L) formiilasyon olarak su sekilde agiklanabilir: X,e X
ve jp € {1,2,...,J}, n = 1,...,N olmak iizere (X1, J1), ..., (Xn, Jn) ile gOsterilen veri

kiimesini icerir ve asagidaki gibi gt')sterilir.129

L ={(xJ1), ....(Xn, Jn) } (2.1)

(2.1) nolu formiilasyonunda da goriildiigii lizere, baslangi¢ veri kiimesinin
icinde X 0l¢iim uzay1 (yani bagimsiz degiskeler matrisi) ve siniflar (yani bagimh
degisken vektoriinii) bulunur. Sonug olarak baslangi¢ veri seti (L) kullanilarak agag

olusturabilir.

Buna gore, siniflama agaglarinda, ikili aga¢ yapisinin olusumu baslangi¢ veri
kiimesi olan X’in daha homojen iki alt kiimeye ayrilmasi ile baglar. Asagidaki 6rnek

sekil ile bu durum gosterilmistir.

128 Breiman ve digerleri, s.1.
129 Breiman ve digerleri, s. 5
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Sekil 2.2: ikili Smiflama Agaci Alt Kiime Ornegi
Kaynak: Leo Breiman ve Digerleri, Classification and Regression Trees,
New York: Chapman & Hall, 1993, s. 21.

Sekil 2.1°de goriildigi iizere, X = X, U X, benzer sekilde X, U X, =X, ve
Xs W X, = X, olarak herbir alt kiime bir digey adiyla diiglim, azalan sekilde iki alt
kiimeye ayrilmaktadir. X, Xg, X5, X;;, X, Xy Xis, X V& Xy, alt kiimelerinin

ise boliinme yapmadigi goriilmektedir. Bu yiizden bu alt kiimeler ug alt kiimeler olarak
adlandirilir. Ug alt kiimeler bitis noktasi oldugu i¢in her u¢ alt kiime, altinda
numarasinin gosterildigi bir smifa (C) atanir. Ayn1 sinifa atanmis iki veya daha cok alt

kiime olabilir. Sekilde de goriildiigu gibi X,, ve X, ayni sinif olan 3. sinifa atanmistir.

Olusturulan ug alt kiimelerden ayni sinifa denk gelenler asagida goriildiigii gibi biraraya

getirilir.*** Bu durum X matrisinin bir alt kiimesini olarak tanimlanan A;’lerin nasil

olustugunu gostermektedir.
A = Xis A =X UXy Ay =X U Xy

A4:X6UX17 ASZXS A6:X12

%0 Breiman ve digerleri, s.21.
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Bu béliinmeler x=(X;,X,,...) Ol¢iim vektoriiniin koordinatlarinin kosullarina
gore olusturulur. Boylelikle boliinme 1 (Split 1) X’in X, ve X, alt kiimesine ayrilmis
hali oldugu icin X, ve X, alt kiimlerinin 6rnek olarak asagidaki formda bir yapi ile

olustugu sdylenebilir. Bu durum yukarida anlatildigr gibi diigiime uygulanan testin

sonucuna gore her alt kiimenin nasil olustugunu gosterir.
X,={x; x, <c}, X,={X; x,)c}

Ayni durum geri kalan béliinmeler i¢in benzer sekilde gergeklestirilir. Sonug
itibariyle x bir u¢ kiimeye atandiginda onun sinif tahmini, u¢ kiimesinde yazan sinif
etiketi ile gosterilir. Bu noktada agag teorisindeki terminoloji yeniden sekillenmektedir

ve anlatilmak istenen;
Bir t diigiimii = X matrisinin bir alt kiimesi
ve
Kok diigiim t, = X

olur. Bu yiizden ug alt kiimeler artik; ug¢ diigiimler olarak adlandirilir. Benzer
sekilde u¢ olmayan alt kiimeler; u¢ olmayan diigiimler olarak adlandirlir.”** Bu

durumu anlatan sekil 2.2 artik sekil 2.3.’te gosterildigi gibi yeniden etiketlendirilir.

131 Breiman ve digerleri, 5.22.
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Sekil 2.3: ikili Smiflama Agaci Diigiim Ornegi
Kaynak: Leo Breiman ve Digerleri, Classification and Regression Trees,
New York: Chapman & Hall, 1993, s. 23.

Yukarida anlatilan 6rnekten de anlasilacagi iizere, bir agacin tamamiyla olusum

siireci ti¢ temel unsur etrafinda doner:
1. Boliinmelerin se¢iminin yapilmasi,

2. Bir diigiimiin u¢ diigiim olduguna ya da boliinmeye devam etmesine karar

verilmesi,
3. Her bitis diiglimiiniin bir sinifa atanmasinin yapilmasidir.

Aga¢ olusumunda ¢oziilmesi gereken problem, boliinmeleri, u¢ diigiimleri ve
onlarin simif atamalarin1 belirlemek igin, baslangic veri kiimesinin (L ) nasil
kullanilacagidir. Boylelikle tiim gereken en iyi bdliinmeyi bulmak ve bdliinmenin ne

zaman durudurulacagini bilmektir.**

Siniflama agaci olusturmadaki ilk adim maksimum boyuttaki agacin
olusturulmasi (Tmax) ile baslar. Bunun igin baslangi¢ veri kiimesi boliinerek son gozleme

kadar her bir gézlem bir sinifa atanir. Maksimum boyuttaki bu aga¢ olusturulduktan

132 Breiman ve digerleri, s.22-23.
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sonra, ikinci adim olarak agacin boyutunun optimum olup olmadigina karar verilmesi
gerekir. Bu amagla budama iglemi yapilir. Yiiksek boyuttaki aga¢ her nekadar diisiik bir
yanlis siniflama orani (misclassification rate) verse de yeni bir veri kiimesine
uygulandiginda yanlis sonuglar dogurur ve yorumlanmasi ¢ok karmasik olur. Agacin
boyutu c¢ok kiigilk oldugunda ise, baslangic veri kiimesindeki bilgileri iginde
barindirmaz ve yiiksek bir yanls siniflama oran1 dogurur. Ugiincii ve son adimda ise
optimum boyuttaki aga¢ olusturulduktan sonra, aga¢ yeni gozlemleri siniflayabilmek

i¢in kullanilir,*®

Buna gore, siniflama agaglarinin olusum siireci li¢ asamadan olusmaktadir.
Bunlar sirasiyla maksimum boyuttaki agacin olustulmasi, optimum boyuttaki agacin
olusturulmasi ve boylelikle optimum boyuttaki agac¢ ile yeni bir veri setinin
siniflandirilmasidir. Maksimum boyuttaki aga¢, aga¢ olusum siirecinde insa edilen en

biiyiik boyuttaki ilk agactir. Buna gore, bu asamalar sirasiyla asagida anlatilmistir.

2.1.1.1. Maksimum Boyuttaki Simiflama Agacinin Olusturulmasi

Baslangi¢ veri kiimesinin en son gozleme kadar boliinmesi ile maksimum agag
olusturulur. Yani her bir gézlem u¢ diigiimlerde tek bir smifta yer alinca maksimum

boyuttaki aga¢ olusmus olur.™*

Buna gore maksimum agacin olusturulmasi, baslangi¢ veri kiimesinin yani kok
diigiimiin iki alt kiimeye boliinmesi ile baslar. Ilk olarak bir bagimsiz degiskene ait
biitiin gozlemler kok diiglime yerlestirilir ve bagimsiz degiskene ait biitiin gézlemler ile
baslangi¢ veri kiimesini iki parcaya boliinlir. Bu sekilde her bir alt kiime bir diigliime
atanir. Sonucta boliinmeler ile baslangi¢ veri kiimesi asagida goriildiigii gibi iki diigiime
boliiniir. Burda t kok diigiim t, ve t; ise, sirasiyla sol ve sag diigiimler olup, ¢ocuk

diigimii olarak adlandirilabilir.*®

138 5e7gin, 5.28.
1% Timofeev, s. 9.
1% Sezgin, 5.28.

63



b
“
///
A
y

Sekil 2.4: CART Bolme Algoritmasi
Kaynak: Breiman ve Digerleri, Classification and Regression Trees, New
York: Chapman & Hall, 1993, s.25.

Her bir t diiglim degeri igin aday bir béliinme 6 vardir. &, digimii (t) t, ve
t; olmak tizere iki pargaya ayiran bir boliinme degeridir. p,, t diigiimiindeki gozlemin
sol diiglime t, gitme oranidir. p; ise, t diigiimiindeki gézlemin sag diigiime t; gitme
oranidir. S ise, diiglime ait boliinme degerlerini (6 ) barindiran bir aday kiimedir. Bu
aday kiime (S ) boliinme degerinin belirlenebilmesi i¢in ig¢inde bir dizi soru kiimesi (2)
barindirmaktadir. Soru kiimesinde (2) bulunan her soru, x ¢ A?, AcX formuna
sahiptir. Iligi bolinme & degerine gore t diigiimiinde bulunan biitiin X, degerleri,
yanitlayacagi cevaba gore sol ya da sag diiglime atanir. Eger “evet” cevabin alirsa sol

diigiime t, , “hayir” cebam alirsa sag diigiime t, atanir, **°

Buna gore, her boliinmede her gozlemin X, degerinin X, <6 olup olmadigi

arastirilir. Bu esitsizlige verilen cevap evet ise gozlem sol diiglime, hayir ise sag
diigiime atanir. Sonra her béliinme i¢in bélme uyum kriteri tahmin edilir ve bu kritere
gbre en iyl boliinme segilir. Bu siire¢ biitiin bagimsiz degiskenler i¢in ardisik olarak
tekrarlanir. Bu tekrarli bir siire¢ oldugu i¢in tekrarli boliinme (recursive partitioning)
olarak adlandirilir. Bundan sonra biitiin degiskenler safsizlig1 azaltacak bir bélme uyum

kriterine gore incelenir. Sonlandirma islemi ise, her diigiimiin u¢ diigiim olup olmamasi

1% Breiman ve digerleri, 5.25.
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ile neticelenir ve her ug diigiime bir sinif atanir. Bu siireg, baslangi¢ veri setindeki her

o . 137
bir gbzlem, bir siifa atanana kadar devam eder.

Yukarida bahsedilen siirecin gergeklesmesi i¢in baslangi¢ veri kiimesinin hangi
kritere gore boliinmesi gerektiginin bilinmesi gerekir. Bu kriterler ise birinci boliimde
detayli olarak anlatilan safsizlik fonksiyonuna dayali boliinme kriterleridir. Buna gore
siiflama agaglarinda uygulanan bélme uyum kriterleri olan gini Kriteri ya da twoing
bolme Kkriterine gore agacta boliinmeler olur. Bu siire¢ maksimum boyuttaki agac
olusana kadar yani safsizlik fonksiyonundaki degisim maksimum olana kadar devam

eder.

Maksimum boyuttaki agacin olusum siireci, dort adet temel unsura gore

ger¢eklesmektedir. Bunlar:**®

1. Bir soru kiimesine (2) ait ikili sorular; {Is x ¢ A?} , Ac X formuna sahip

olmalidir.

2. Her bir t diiglim degeri i¢in aday bir bolinme 6 vardir ve en iyi bolme

kriteri ¢(5,t) her t diigiimiiniin her béliinme & degeri igin degerlendirilir.

3. Boliinmeyi sona erdiren bir durdurma kuralinin olmas.
4. Her ug diigiimii bir sinifa atayan kuralin belirlenmesi.

Buna gore, birinci temel unsurda belirtildigi iizere, soru kiimesinde (2) {Is X €

A?} sorusuna verilen cevap ‘“evet” ise, goézlemler sol diigime t, atanir ve
t, =t Aolur. Verilen cevap “hayir” ise gozlemler sag diigime t, atanir ve
t, =t~ Aolur. Daha 6ncede belirtildigi iizere, X matrisi biitiin gdzlemlerin Sl¢iim
sonuglarini yani dl¢lim vektorlerini ig¢inde barindiran bir matristir. A,..., A; ’ler ise, X

matrisinin alt kiimeleridir. Boylelikle sag diiglime atanan gdézlemlerin A’nin tiimleyeni

oldugu goriilmektedir.

187 Sezgin, s. 29.
1%8 Breiman ve digerleri, 5.28-29.
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Eger X matrisi yani veri seti standart bir yapiya sahipse ve x o6l¢iim vektorii

X = (X,;,..., Xp) biitiin degiskenler i¢in sabit P boyutunda olup, kategorik ya da ordinal

Olcek tipinde ise, soru kiimesinde (2) asagidaki gibi tanimlanr: ™

1. Her boliinme sadece tek bir degiskenin degerine bagh olur.

2. Her bir sirali X, degiskeni i¢in soru kiimesi (2), {Is x; <6 ?} formundadir

ve S 'nin aralig1 (-0, c0)’dur.

3. Eger X, degiskeni (e,e,,...,e ) gibi kategorik degerler aliyorsa, soru

kiimesi (2), {Is X, € S?} formundadir ve S (g;,€,,...,€ ) degerlerinin alt kiimeleridir.

Boylelikle maksimum boyuttaki agacin olusumunda degisken tiirliniinde
dikkate alinarak biiyiimenin nasil gerceklestigi anlatilmistir. Siniflama agaglarinda agac
olusum siirecinde bu kez akillara gelen diger soru agacin biiylime siirecinin
sonlandirilmasi ve optimum boyuttaki agacin secilmesidir. Bu yiizden 6ncelikle agacin

biiylime siirecinin nasil sonlandiginin anlatilmasinda fayda vardir.

2.1.1.2. Maksimum Boyuttaki Simiflama Agacinin Biiyiime Siirecinin

Durdurulmasi

Baslangicta da belirtildigi {izere; agac olusturulurken karsilagilan temel
problem baslangi¢ veri setinin nasil boliinecegidir. Bunun i¢in 6ncelikle veri kiimesinin
diiglimlere nasil boliindiigi birinci boliimde gini ve twoing bdlme kriteri ile
anlatilmistir. Bundan sonraki asamada ise, bir diigiimiin nasil sonlandirilacagi ve bir

siifin bitig diiglimiine nasil atanacagi kurallarinin belirlenmesidir.

Sonlandirma kurali basit bir siireci i¢inde barindirmaktadir. Bir diigiimiin
sonlandirilabilmesi i¢in agagtaki boliinmenin bitmis olmasi gerekir. Bolme siireci
agacin safsizligindaki azalis artik imkasizlasmaya baslayinca son bulmaktadir. Buna

gore agacin safsizligindaki degisim Al (T) olmak iizere;

AL(T) = Ai(t) p(t) (2.2)

1% Breiman ve digerleri, s. 29.
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formiilasyonu ile belirlenmektedir. Agacin safsizligindaki azalis son bulunca
agag sonlanir ve ug¢ diiglimler belirlenmis olur. Aga¢ ¢iziminde daha 6nce de belirtildigi

gibi u¢ digimler dikdértgen seklinde, diger diigiimler ise daire seklinde olur.**

Maksimum boyuttaki aga¢ olusumu i¢in gerekli olan son asama ise, bir sinifin

bitis diiglimiine nasil atanacaginin belirlenmesidir. Bunun i¢in iki farkli yol vardir.

I. Agacin biiylime siirecini sonlandirmak i¢in ise kesifsel (heuristic) bir kural
tasarlanmistir. Bunlardan ilki ¢ogunluk (plurality) kuralidir. Yanlis siniflama maliyeti
ayni oldugunda bu kural uygulanir. Buna gore, bir t diiglimiiniin safsizligindaki azalig
Onemsenmeyecek kadar azalinca t diigiimiiniin boliinmesi son bulur ve ug¢ diiglim olur.
Yani, gozlemlerin ¢ogunlugu belirili bir sinifa ait oldugunda sinif diigiime atanir. En

yiiksek olasiliga sahip olan sinifin (j), diiglime atanmasi spesifik olarak;
P(Jy /1) = mex p(i/) 23)

kosulunu saglar ve t diigiimii artik j, u¢ diigiim sinifina atanmis olur.**

ii. Ikinci kurala gore, beklenen yanlis siniflama maliyetini minimize eden
diigiime sinif atamasi yapilir. Eger siiflarin yanlis siniflama maliyetleri birbirinden
farkli ise gogunluk kurali kullanilamaz. Buna gore beklenen yanlis siniflama maliyeti su

sekilde tanimlanir:
J - - -
r(t)=> c(/j)p(i/t) (2.4)
=l
Burda c(i/ j) j sinifinda oldugu bilinen bir gozlemin i smifina atanmasinin

maliyetidir.'*

Siniflama agaglarinda maksimum boyuttaki agacin olusum siireci ve bu
stirecinin nasil sonlandirildigimin anlatilmasinin ardindan optimum boyuttaki agacin

nasil secilmesi gerektgine karar verilmesi gerekir. Buna gore optimum boyuttaki agacin

149 5e7gin, s. 32.
1 Breiman ve digerleri, s. 26.
142 5ezgin, s. 33.
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secilmesi 2.4. kisim olan model se¢im kriterlerinde detayli olarak anlatilmistir. Bundan
sonraki asamada ise Siiflama ve Regresyon Agaclarinin ikinci baglig1 olan regresyon

agaclart anlatilmigtir.

2.1.2. Regresyon Agaclari
Daha 6nce bahsedildigi gibi bagimli degisken siirekli oldugunda karar agaci

regresyon agaci olarak adlandirilir. Bu siiregteki aga¢ olusum yapisi bazi farkliliklarina
ragmen siiflama agaci ile benzerlik gosterir. Siniflama agaclarinda bagimsiz
degiskenler, u¢ diiglim olarak sonlanan bir sinifa atanmaya calisir. Oysa regresyon
agaclarinda, bagimli degisken siirekli oldugu i¢in her u¢ diiglime atanan deger, bagimli
degiskenin sayisal bir tahminidir. Bu sebepten otiirii regresyon agaclarindaki bélme

kriteri de farklilik gostermektedir.**?

Regresyondaki aga¢ olusum siireci, siniflamadakinden daha basittir ve agacin
biiylimesi i¢in kullanilan safsizlik kriteri, ayn1 zamanda agacin budanmasinda da
kullanilmaktadir. Bunun yanisira regresyon agacinin olusumu i¢in herhangi bir
sinirlama yoktur. Her gozlem esit agirliga sahiptir. Regresyon agaglarinda kulanilan
safsizlik kriteri en kiicliik kareli sapma hesabina dayanmaktadir. Bu kriter birinci
boliimde detayli olarak anlatilmistir. En kii¢lik kareler regresyonunda adimsal optimum
agac yapisinin kullanimi AID ydntemine kadar uzanmaktadir. Daha 6ncede anlatildigi
gibi AID programi 1963 yilinda Morgan ve Sonquist tarafindan Onerilmistir. AID
yonteminin gelisimi 1964 yilinda yine Sonquist ve Morgan ile devam edip, bu
caligsmalar Sonquist (1970), Sonquist, Baker ve Morgan (1973), Fielding (1977) ve Van
Eck (1980) asamalarimi igeren bir yol izlemistir. AID ve CART arasindaki en temel
farklilik, giivenilir bir agact olusturma siirecinde var olan budama ve tahmin siirecine
dayanmaktadir. Bir diger farlilik ise, CART yonteminde bir degiskenin alacagi deger
(kategori) sayisi, degisken kombinasyonlari, kayip veriler iizerinde bir sinirlama

olmamasidir.***

Regresyon agaglari ile agac¢ yapili bir tahminin olusturulmas: s6z konusudur.

Agac yapili tahmin, aga¢ yapili siniflandirma ile benzerdir. Asagidaki sekilde de

142 Sezgin, 5.36.
144 Breiman ve digerleri, s. 217.

68



goriildiigl gibi X 6l¢lim uzayi, ardisik ikili boliinmeler ile u¢ diigtimlere ayrilir. Her ug t

diiglimiinde tahmin edilen y(t) yanit degiskeni sabittir.

Bélinme 1

vity) yits) () Biliame 4

g ty
yity) ¥i)

Sekil 2.5: Aga¢ Yapili Regresyon
Kaynak: Breiman ve Digerleri, Classification and Regression Trees, New York:
Chapman & Hall, 1993, s.228.

Regresyon agaclarinda amag, baslangic veri kiimesinden L baslayarak d(x)
kestirimcisini olusturmaktir. d(x) kestirimcisi her ug¢ diigimii boyunca sabit oldugundan,
agac asagidaki sekilde de goriildiigli iizere regresyon yiizeyinin bir histogram tahmini

olarak diistiniilebilir.

d(x)

¥(ts)

3
te

¥(te) 4

*
_w’?3)|

Sekil 2.6: Regresyon Yiizeyinin Histogram Tahmini Goriiniimii
Kaynak: Breiman ve Digerleri, Classification and Regression Trees, New York:
Chapman & Hall, 1993, s.228.
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Buna gore baslangi¢ veri kiimesinden L baslayarak, bir agacin tahmin

edilmesinde ii¢ unsura gerek duyulmaktadir:
I. Her ara diigiimde bir boliinmeyi segmek igin bir yolun belirlenmesi.
i1. Bir diigiimiin u¢ diigiim olarak belirlenmesinin kuralin1 se¢ilmesi.

iii. Her ug t diigimiimiine tahmini bir y(t) degerinin atanmasi i¢in bir kuralin

belirlenmesi.

Regresyon agaclarindaki bu silire¢ smiflama agaclarindaki gibi meydana

gelmekle beraber, diigiime atama yapma kuralimin ¢éziimii daha rahattir.'*

Sonugta, siniflama agaglarinda oldugu gibi regresyon agaglarinda da amag veri
kiimesini baslangi¢ veri kiimesinden daha homojen gruplara ayirabilmek i¢in en uygun
degiskeni ve o degiskenin boliinme noktasini yani bolinme degerini belirlemektir. Buna
gore, lic asamal1 bir siire¢ s6z konusudur. Bunlar sirastyla maksimum boyuttaki agacin
olusturulmasi igin gerekli olan temel bolme kriterleri; optimum boyuttaki agacin
olusturulmasi i¢in gerekli olan model se¢im kriterlerini belirleme ve boylelikle optimum
boyuttaki agac ile yeni bir veri kiimesinin tahminini yapma seklinde siralanabilir. Buna

gore, bu asamalar sirasiyla asagida anlatilmistir.
2.1.2.1 Maksimum Boyuttaki Regresyon Agacinin Olusturulmasi

Maksimum boyuttaki agag, aga¢c olusum siirecinde insa edilen en biiyiik
boyuttaki ilk agactir. Maksimum boyuttaki regresyon agacinin olusturulmasi siniflama
agac1 olusturulmasi yaklasimi ile benzerlik gostermektedir. ilk adimda baslangi¢ veri
kiimesini bolmeye yonelik sorular sorulur. En iyi boliinme ise, bolme uyum kriteri ile
belirlenmeye c¢alisilir. Regresyon agacinda siniflama agacinda oldugu gibi ikili
boliinmeler gergeklestirilir.**® Regresyon agaglari gozlem sayisi ve degisken sayisinin

cok yiiksek oldugu verilerin iistesinden etkin ve basit bir sekilde gelebilmektedir.**’

% Breiman ve digerleri, s. 229.

146 5e7gin, 5.36.
%7 Tree-based Regression, (t.y.) http://www.dcc.fc.up.pt/~ltorgo/PhD/th3.pdf (28.02.2014).
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Regresyon agaci olusum siirecinde boliinmenin yapilacagi degiskenin boliinme
degerinin belirlenmesinde en kiiciik kareli sapma yontemi kullanilmaktadir. Bu yontem
safsizlik fonsiyonuna dayali bolme uyum kriteri olup, birinci bolimde detayli olarak
anlatilmistir. Regresyon agaclarinda aga¢ olusum siirecinde bu kez akillara gelen diger
soru agacin biiylime silirecinin sonlandirilmasi ve optimum boyuttaki agacin
secilmesidir. Bu ylizden oOncelikle agacin biiylime siirecinin nasil sonlandiginin

anlatilmasinda fayda vardir.

2.1.2.2. Maksimum Boyuttaki Regresyon Agacinin Biiyiime Siirecinin

Durdurulmasi

Baslangicta da belirtildigi {izere; agac olusturulurken karsilagilan temel
problem baslangi¢c veri setinin nasil boliinecegidir. Bunun icin Oncelikle veri setinin
diigtimlere nasil boliindiigii en kiigiik kareleri sapma ve hata tahminleri ile anlatilmistir.
Bundan sonraki asamada ise, bir diiglimiin nasil sonlandirilacagi ve tahmini bir y(t)

degerinin, bitig diiglimiine nasil atanacag: kurallarinin belirlenmesidir.

Regresyon agaclarinda, smiflama agaglarinda oldugu gibi bir diigimi ug
diiglim kuralina gore sonlandirma gereksinimi vardir. Siniflama agaglarindan farkl

olarak regresyon agac¢larinda bir diiglim asagidaki kosullar1 saglayinca sonlandirilir.
N (t) < N (min)
N (min) genellikle 5 olarak alinr.

Regresyon agaclarinda diiglime atanmis deger, ilgili diiglimdeki yanhs
siniflama kestirimini minimum yapan degerdir. Kareler toplamini minimize eden

tahmin degerlerinin kestirimi, diiglimdeki bagimli degiskenin ortalamasidir.

_ 1\
y(t) = NG Zy (2.5)
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Bu yol ile bir diiglimdeki gézlemlerin bagimli degisken degerlerinin ortalamasi

tahmin degeri olarak atamir.**®

Regresyon agaclarinda maksimum boyuttaki agacin olusum siireci ve bu
siirecinin nasil sonlandirildiginin anlatilmasinin ardindan optimum boyuttaki agacin
nasil secilmesi gerektigine karar verilmesi gerekir. Buna gore optimum boyuttaki agacin
secilmesi icin gerekli olan kriterler 2.4. kisim olan model se¢im kriterlerinde detayli
olarak anlatilmistir. Bundan sonraki asamada ise bir diger siniflama ve tahmin modeli
olan Cok Degiskenli Uyarlanabilir Regresyon Uzanimlari yani MARS yontemi

anlatilmistir.
2.2. MARS

MARS yéntemi, 1990’larin basinda Stanford Universitesinden istatistikgi
Jerome H. Friedman tarafindan gelistirilen nonparametrik ve dogrusal olmayan bir
yontemdir.**® Bagimli ve bagimsiz degiskenler arasindaki fonksiyonel iliskiye yonelik
bir 6n kosul bulundurmayan bu ydntem son zamanlarda insan genetigi, gida bilimi,
hastalik arastirmalari gibi cesitlli bilim dallarina yonelik yapilan arastirmalar icin veri
madenciliginde yaygm olarak kullanilmaya baslanmistir.”®® Bu yéntem uyarlanabilir
(adaptive) bir regresyon yontemi olup, yiiksek boyuttaki problemlere tam anlamiyla
uyum saglamaktadir. MARS ydntemi, regresyon diizenlemelerindeki performansi
gelistirmek amaciyla, adimsal regresyonun ve tekrarlamali ayirma (recursive
partitioning) mantigina dayanan CART yonteminin modifikasyonunun genelestirilmis
bir sekli olarak diisiiniilebilir."* MARS ydntemi, hem siirekli hem de ikili (binary) yant

degiskenleri i¢in tasarlanmistir. Yanit degiskeninin siirekli olmasi durumunda kestirim

148 Segin, s.37.

9 Jerome H. Friedman, “Multivariate Adaptive Regression Splines”, The Annals of Statistics, Vol.19, No.1 (June
1991), s.1.

1% Dengju Yao, Jing Yang ve Xiaojuan Zhan, “A Novel Method for Disease Prediction:Hybrid of Random Forest

and Multivariate Adaptive Regression Splines”, Journal of Computers, Vol.8, No. 1, (January 2013), s.1 74.

151 Travor Hastie, Robert Tibshirani ve Jerome Friedman, The Elements of Statistical Learning: Date Mining,
Inference, and Prediction, New York: Springer, 2001, s.283.
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amaclt olan bu yontem, yanit degiskeninin kategorik olmasi durumunda ise,

.. 152
siniflandirma amacina sahiptir.

Nonparametrik ve dogrusal olmayan bu yontem, dogrusal yontemlerin aksine
degiskenlerin alt kiimelerini dikkate almaktadir.’® Yani tahmin edici (bagimsiz)
degiskenlerin olusturmus oldugu uzay, birbirleriyle oOrtiisilk bir¢ok bdlgeye ayrilip,
uzanim fonksiyonlarini (spline functions) olusturmakta ve bdlgesel olan bu regresyon
uzanimlari da temel fonksiyon (basis function) olarak adlandirimaktadir.”®* Yani
MARS yontemi ile bagimli degisken ve bagimsiz degiskenler seti arasindaki iliski

belirlenirken diizlestirme uzanimlari (smoothing splines) kullanilmaktadir.**®

Boylelikle, bu yontem ile her bir degisken bdlgelere ayrilir. Bolgeler igin
gerekli olan dontigiimler belirlenerek, bir dizi temel fonksiyon olusturulmakta ve her bir
temel fonksiyona ait katsayilar hesaplanmaktadir. Olusan temel fonksiyonlar ise,
bagimli degisken ile parcali dogrusal (piecewise linear) iliski iginde bulunmaktadir.*®
Buna gore MARS yontemi, degiskenlerin en iyi doniisiimlerini ve etkilesimlerini
hesaplayarak yiiksek boyuttaki verilerin i¢inde var olan karmasik iliskilerin iistesinden
gelebilmekte ve yiirlitmiis oldugu bu siire¢ ile diger yontemler i¢in agiklanmasi zor ya
da imkansiz olan veri oriintiilerini ve iligkilerini yorumlayabilmektedir.®>” MARS

yontemi ile temel fonksiyonlarin olusumu devam eden boliimde tanimlanmaistir.
2.2.1. MARS ile Temel Fonksiyonlarin Olusum Siireci

MARS ile olusturulan yapisal model, (x—t),ve (t—x), formunda gosterilen

parcali dogrusal temel fonksiyon (piecewise linear basis functions) acilimimi kullanir.

152 Mukhopadhyay A ve Igbal A, “Prediction of Mechanical Property of Steel Strips Using Multivariate Adaptive
Regression Splines” Journal of Applied Statistics, 2009, VVol.36, No.1, http://www.tandfonline.com/toc/cjas20/current
(23 Mart 2009), s.3.

1% Q.-S. Xu ve Digerleri, “Multivariate Adaptive Regression Splines-Studies of HIV Reverse Transcriptase
Inhibitors” , Chemometrics and Intelligent Laboratory Systems, Vol.72, No.1, (2004), s.28.

1% R. Put ve Digerleri, “Multivariate Adaptive Regression Splines (MARS) in Chromatographic Quantitative
Structure—Retention Relationship Studies” , Journal of Chromatography A, Vol. 1055, No.1-2, (2004), s.12.

1% K. Batu Tunay, “Tiirkiye’de Paranin Gelir Dolagim Hizlarinin MARS Yéntemiyle Tahmini”, ODTU Gelisme
Derygisi, Vol. 28, No. 3-4, (2001), s.181.

1% Zhu X ve Davidson I. (Ed.), Beyond Classification: Challenges of Data Mining for Credit Scoring, , Hershey
PA: Information Science Reference, 2007, s.142.

157 Shieu-Ming Chou, ve Digerleri, “Mining the “Breast Cancer Pattern Using Artificial Neural Networks and
Multivariate Adaptive Regression Splines”, Expert Systems with Applications, Vol.27, No.1, (2004), s.136.
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“+” alt indisi pozitif kism1 belirtip, istenenen kosulun saglanamadigi durumda temel

fonksiyonunun sifir sonucunu alacagini belirtir ve asagidaki gibi tammlanir.*®
«-t = ) (2.6)
0, diger durum
ve
(-x, = _ (2.7)
0, diger durum

&-t , ve (—x_, temel fonksiyonlarmn baska bir gosterimi &—t = max(x-

t,0) ve - x = max(t-x, 0) seklindedir.'*

«-t. ve (-x_ yukarida belirtildigi gibi parali polinom temel
fonksiyonlarin (piecewise polynomial basis functions) dogrusal kombinasyonlari olup

uzanim fonksiyonlar1 (spline functions) olarak da adlandirilir.*®

Burada “#” digim degeri olup, her fonksiyon “¢” degerinde parcali
dogrusaldir. €—t  ve €—x_ temel fonksiyonlar (lineer uzanimlarr) ayn1 zamanda,
“o»

sirasiyla diiglimiintin sag ve sol bolgelerini ifade edip, yansitilmis bir ¢ift (a

reflected pairs) olarak da adlandiriimaktadir. " Sekil 2.7°de  €— X: ve € —t: temel

fonksiyonlar1 gosterilmektedir.

18 Hastie, s.283.

1% Inmaculada Cava Ferreruela, “Explaining Patterns of Broadband Development in OECD Countries”, Yogesh K

Dwivedi (Ed.), Handbook of Research on Global Diffusion of Broadband Data Transmission iginde (756-775),
Hershey PA, USA: IGI Global, 2008, s. 760.

180 Myung Ko, Jan Guynes Clark ve Daijin Ko, *Revisiting The Impact of Information Technology Investments on

Productivity: An Empirical Investigation Using Multivariate Adaptive Regression Splines (MARS)”, Information

Resources Management Journal, Vol.21, No.3, (2008), s.20.

161 Hastie, 5.283.
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Sekil 2.7: MARS i¢in Kullanilan Temel Fonksiyonlar
Kaynak: Travor Hastie, Robert Tibshirani ve Jerome Friedman, The Elements
of Statistical Learning: Date Mining, Inference, and Prediction, New York:
Springer, 2001, s.283.

MARS’1n altinda yatan goriis, X,, diglimlerinin gozlemlendigi her bir X,

girdisi (bagimsiz degisken) icin yansitilmis kombinasyonlar1 uygulamaktir. Boylelikle

temel fonksiyonlarin birlesimi asagidaki gibi verilir.

V=& -1),.(t-X), 5V =12..,p

(2.8)
te Ay Xo X

K, her bir X, degisken uzaymi bolen diiglim sayilart olup, p degisken sayisini
gostermektedir. Buna gore eger biitiin girdi degerleri belirgin ise, toplamda 2Kp adet
temel fonksiyon vardir. Bununla birlikte her temel fonksiyon sadece tek bir X,

degiskenine bagl olup, (B(X)= (X, —t),) bitin girdi uzaymnin (R")bir fonksiyonu

olarak ele alinir.'%?

Temel fonksiyonlarin olusum siireci EK 7’de gosterilen tekrarlamali ayirma
algoritmasi ile daha iyi anlasilabilir. Ciinkii bu algoritmanin gorevi, sadece verilere en
iyl uyum saglayan katsay1 degerlerini belirlemek degil ayn1 zamanda eldeki verilerden,
temel fonksiyonlarin uygun bir kiimesini (alt bolgelerini) tiretmektir.'®® Buna gére Ek

7°deki algoritma neticesinde olusturulan temel fonksiyonlar [B_(x)] asagidaki

bicimdedir:

162 Hastie, 5.283.
182 Friedman, Multivariate Adaptive Regression Splines, 5.10-11.
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Ko -
B, (X) :HH Ikm'(Xv(k,m) ) (2.9)
k=1

Burada, H Ig asagida tanimlandig1 iizere pozitif arglimani belirleyen bir adim
fonksiyonudur (step function) ve asagidaki bicimdedir:
- 13, >0
Hp=1" " (2.10)
— |0, diger durum

Adim fonksiyonu H Iy:pozitif arglimani ifade ettigi i¢cin asagidaki bigimde de

gosterilebilir:
Ko _
B (0 = [ [ oo oy —tin) (2.11)
k=1

Burada her bir temel fonksiyon [B, (x)] agacin kokiinde baslayan ve karsilik
gelen diiglimiinde sonlanan adim fonksiyonlarin g¢arpimidir. Burada K ’in adedi
boliinmelerin sayisi olup, B,,’in meydana gelmesini saglar. s, € I:l: degerlerini alip,
ilgili adim fonksiyonunun sag/sol kismin1 belirler. v(k,m) ise, tahmin edici degiskenleri

nitelemekte (etiketlemekte) yani herbir tahmin edici degiskenlerin m. carpiminin k.

terimini gosterir. t, ise, ona karsilik gelen degiskenlerdeki degerleri (diigiimleri)

gt')stermektedir.leﬂ'

Buna gore Ek 7’de verilen tekrarlamali ayirma algoritmasinin g¢aligtiritlmasi
neticesinde olusan olasi bir, ikili aga¢ (binary tree) sonucu ile ona karsilik gelen temel

fonksiyonlar asagidaki sekilde daha anlasilir bir bigimde goriilmektedir.

184 Friedman, Multivariate Adaptive Regression Splines, 5.11-12.
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By = H[—(zv, — ta)|H[—(zw, — ts)]

Bz = H(—(xv, — ta)]H [+ (20, — ts)|H[—(Tu, — tc)]
Bz = H[—(xv, — ta)]H[+(zw, — te | H[+(z0u, — tc)]
By = H[+(zv, — ta)]

Sekil 2.8: Tekrarlamali Ayirma Regresyonu Modelinin Temel Fonksiyonlarla
[liskisini Gosteren Ikili Agag
Kaynak: Jerome H. Friedman, “Multivariate Adaptive Regression Splines”, The
Annals of Statistics, Vol.19, No.1 (June 1991), s.12.

Bu sekilde ikili agacin i¢ diiglimleri adim fonksiyonlarini, u¢ diiglimleri ise
final temel fonksiyonlar1 belirtmektedir. Her bir i¢ diiglimiin altinda ise, bu diigiimle
temsil edilen “v” degiskeni ve adim fonksiyonu ile iligkili “#” konumu listelenmistir.
Adim fonksiyonundaki “s”, diigiimiin ya sagindan ya da solundan olan azalmalarin
gostergesidir. Sekilde de goriildiigii tizere her bir temel fonksiyon (2.9 nolu formiil)
agacin kokiinde baslayan ve karsilik gelen diiglimiinde sonlanan adim fonksiyonlarin

165

carpimidir.”” MARS yo6ntemi ile temel fonksiyonlarin olusum siireci anlatildiktan sonra

devam eden boliimde diigiim degerlerinin elde edilmesi anlatilmistir.
2.2.2. MARS ile Diigiim Degerlerinin Elde Edilmesi

MARS yonteminde temel fonksiyonlarin nasil olustugunun belirlenmesinin

ardindan, diigiim degerlerinin nasil elde edileceginin de bilinmesi gerekmektedir.

185 Friedman, Multivariate Adaptive Regression Splines, s.12.
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MARS yonteminde ayni1 bagimsiz degisken lizerinde iliskinin seklinin degistigi

1% Sekil 2.9°da goriildiigii tizere t, ve t, ik

yer diigiim degeri olarak adlandirilir.
diigiim degeridir ve diiglim degerleri arasinda farkli dogrusal iliskilerin tanimlandig: {i¢

aralik bulunmaktadir.

Sekil 2.9: MARS ile Belirlenen Diigiim Degerleri
Kaynak: Lionel C Briand, Bernd Freimut ve Ferdinand Vollei, “Using Multiple
Adaptive Regression Splines to Support Decision Making in Code Inspections”, The Journal of
Systems and Software, Vol. 73, No.2, (2004), s. 2009.

Buna gore, X degiskenine ait t, ve t, diigliim degerleri ile bolgeler arasindaki
sinirlar yani iligskinin seklinin degistigi yerler belirlenmektedir. Her bir bolge icin ise,
bagimsiz degiskenin bagimli degisken lizerinde olan iliskisi farkli olup, egiminin

dolayisiyla iliski katsayisinin bélgeler arasinda degistigi goriilmektedir."®

Benzer bigimde Sekil 2.10°da gercek gosterimi sagdaki gibi olan bir veri
setinin, li¢ diigiimlii bir MARS uzantisinin gosterimi soldaki gibi olmaktadir. Boylelikle
veri setinin bolgesel degisimleri diiglimler sayesinde belirlenmekte ve diiglimler

arasinda model dogrusal olmaktadir.'®®

188 Giilhan Orekici Temel, Handan Camdeviren ve A. Canan Yazici, “Regresyon Modellerine Alternatif Bir
Yaklasim: MARS”, VIII. Ulusal Biyoistatistik Kongresi, Bursa: Uludag Universitesi, 20-22 Eyliil 2005, s.109.
¥7yeliz Sevimli, “Cok Degiskenli Uyarlanabilir Regresyon Uzammlarmin Bir Split-Mouth Calismasinda
Uygulamas1”, (Yaymlanmams Yiiksek Lisans Tezi, Marmara Universitesi, Saglik Bilimleri Enstitiisii, 2009), s.45.
188 salford Systems, MARS™ User Guide, San Diego, 2001, s.15.
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Sekil 2.10: MARS ile Belirlenen Diigiim Degerleri
Kaynak: Salford Systems, MARS™ User Guide, San Diego, 2001, s.15.

MARS yontemi ile diigiim degerlerinin elde edilmesi anlatildiktan sonra devam
eden bolimde modelin olusum siirecinde var olan ileriye ve geriye dogru adim

algoritmalar1 anlatilmistir.
2.2.3 MARS Modeli Olusum Siireci

Bu siirecte herbir degisken ve degiskenlerin etkilesimi i¢in bir dizi aday temel
fonksiyon olusturulur en uygun temel fonksiyon kiimesi secilir. En uygun temel
fonsiyonlarin se¢iminde regresyon modellerindeki ileri ve geriye dogru adim
algoritmalarindan yararlanlhr.169 Buna gére MARS modelinin olusumunda iki adimh

bir siire¢ izlenir. Bunlar, ileriye ve geriye dogru adim algoritmalaridir.

€C. 0

Bu adimlardan 6nce modelin karmasikligi yani temel fonksiyon sayisi ve “y
parametresi tanimlanir. Bu parametre, 2.4 kisim olan model se¢im kriterinde anlatildig:

tizere, MARS siirecindeki bir diizlestirme parametresidir.

Buna gore Ek 8’de gosterilen ileriye dogru adim algoritmasi (The forward

stepwise algorithm) ile asagidaki gibi bir siireg izlenir.

1.  En basit bir modelle baslanir. Dolayisiyla, baslangic olarak modele sabit

terim eklenir.

189 Myung Ko, Jan Guynes Clark ve Daijin Ko, *Revisiting The Impact of Information Technology Investments on
Productivity: An Empirical Investigation Using Multivariate Adaptive Regression Splines (MARS)”, Information
Resources Management Journal, Vol.21, No.3, (2008), s.20.
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2. Ardindan her bir agiklayicit degisken i¢in, temel fonksiyonlarin uzayi

aragtirilir.

3.  Temel fonksiyonlarin uzay: i¢inde kestirim hatasini minimize edenler
yani agiklayici degiskenler i¢in artik hata kareler toplaminda (sum-of-squares residual
error) en c¢ok azalmayi yapan temel fonksiyon ciftleri belirlenir ve modele alinir.

(Kullanilacak temel fonksiyon sayisi kullanici tarafindan da belirlenebilir.)

4.  Cok biiylik bir model bulununcaya kadar (ya da kullanicinin tanimladigi
en biiylik temel fonksiyon sayisina ulasilincaya kadar) yani onceden belirlenmis
maksimum karmasiklikli modele ulasilincaya kadar 2. adim olan temel fonksiyon
arastirma adimina geri doniiliir. Boylece, en list seviyeye ulagincaya kadar eklenen

temel fonksiyonlarla model biiyiir.'"

Yukaridaki maddelerden de anlasildig: tizere, MARS modelinin ileri adimh
siirecinde diiglimler otomatik olarak se¢ilmektedir. Aday diigiimler, her bir agiklayici
degiskenin belirli araliklarindaki  konumlarinda, temel fonksiyon ¢iftlerini
tanimlayabilmek i¢in belirlenir. Her adimda model igin, artik kareler toplaminda
(residuals sum of squares) en biiyiik azalmay1 veren diigiim ve ona karsilik gelen temel
fonksiyon c¢iftleri secilir. Diiglim se¢imi maksimum model boyutuna ulasilincaya kadar
devam etmektedir. Bundan sonraki asamada ise, geriye dogru adim algoritmasinda
anlatildig1r gibi modele katkisi en az olan temel fonksiyonlarin elenmesiyle budama
prosediirii uygulanir. Bu sayede kestirim performansi iizerine anlamli hicbir katkisi
olmayan temel fonksiyonlara ait bagimsiz degiskenler tespit edilip, modelden

atilabilir.t"

MARS algoritmasinda diigiim degerlerinin belirlenmesinde izlenilen yoldan
da anlagilacagi iizere, MARS modeli ile veri kiimesindeki her bir agiklayici degisken
icin bir ¢ift uzanim fonksiyonu ve diiglim degeri belirlenip, yanit degiskeni en iyi

sekilde aciklanmaya c;ahsllmaktlr.172

10 Q.-S. Xu ve Digerleri, “Multivariate Adaptive Regression Splines-Studies of HIV Reverse Transcriptase

Inhibitors” , Chemometrics and Intelligent Laboratory Systems, VVol.72, No.1, (2004), s.29.

11 JR Leathwicka, J Elith ve T Hastie, “Comparative Performance of Generalized Additive Models and Multivariate
Adaptive Regression Splines for Statistical Modelling of Species Distributions”, Ecological Modeling, VVol. 199,
No.2, (2006), s.190-191.

172 E Deconinck ve Digerleri, “Prediction of Gastro-Intestinal Absorption Using Multivariate Adaptive Regression
Splines”, Journal of Pharmaceutical and Biomedical Analysis, VVol. 39, No.5, (2005), s. 1022.
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Sonug¢ olarak MARS’1n ileri adimli model olusturma siireci, maksimum temel

fonksiyon sayisina ulasilincaya kadar devam eder. Boylelikle olusan model asir1 uyumlu

bir model olur.

Asagidaki Sekilde ise MARS’1n ileri adimli model olusturma siireci daha

anlasilir bir bi¢imde goriilmektedir.
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Sekil 2.11: MARS-ileri Adimli Model Olusum Siireci
Kaynak: Travor Hastie, Robert Tibshirani ve Jerome Friedman, The Elements of
Statistical Learning: Date Mining, Inference, and Prediction, New York: Springer, 2001,
5.285.

Bu sekilde solda gosterilen uzanimlar modeldeki temel fonksiyonlar:1 ifade

edip, sabit fonksiyon olan h,(X) =1 en bastan modele girmistir. Sagdakiler ise modelin

olusumunda degerlendirilecek olan aday temel fonksiyonlari olusturmaktadir.

Gortldigi tizere bunlar X, Ie R s Xop 1 Xig : diigiimlerinin gozlemlendigi her bir

X, bagimsiz degisken i¢in pargali dogrusal temel fonksiyon giftleridir. Her agamada
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modele aday temel fonksiyon ciftlerinin ¢carpimlart alinir ve artik hatasini en ¢ok azaltan

eklenir. Yukarida ki sekilde bu siirecin ilk {ic adimi gésterilmistir.173

Ek 9’da gosterilen geriye dogru adim algoritmasinda ise, (The backwise
stepwise algorithm) ana amag ileriye dogru adimda olusturulmus olan asir1 uyumlu
modeli 6nlemek i¢in model karmagikligin1 azaltmaya calismaktir. Bu amagla geriye
dogru adim algoritmasinda, ileriye dogru adim algoritmasinin devamu olarak asagidaki

sira takip edilir:

5. Modele giren biitiin temel fonksiyonlar (sabit temel fonksiyon harig)
kiimesi arastirilir. Burda uyum iyiligi kriteri olan ve 2.5.3. kisimda anlatilan
Genellestirilmis Capraz Gegerlilik (Generalized Cross Validation: GCV) kriterine en az
katkist olan temel foksiyonlar elenir.™ Yani ileriye dogru adim ile olusturulan
maksimum model en uygun varyans-sapma dengesi (optimal balance of bias and
variance) bulununcaya kadar budanir.'” Boylelikle tek tek en az etkili olan yani
artiklarin hata karelerinde (residual squared error) artisa neden olan temel fonksiyonlar

(sabit temel fonksiyon hari¢) her adimda elenir.*’®

6.  Besinci adimdaki siireg, en iyi alt model bulununcaya yani genel model

icin olan GCV kriteri en kiiciik degerine ulagincaya kadar devam eder.”’

Buna gore MARS modelinin olusum siirecinde ileriye ve geriye dogru adim
algoritmalarinin anlatilmasinin ardindan devam eden boélimde modelin formiilasyonu

anlatilmistir.

178 Hastie, s.285.

1 Q.-S. Xu ve Digerleri, “Studies of Relationship Between Biological Activities and HIV Reverse Transcriptase
Inhibitors by Multivariate Adaptive Regression Splines with Curds and Whey” , Chemometrics and Intelligent
Laboratory Systems, VVol.82, No.1-2, (2006), s.25.

" Inmaculada Cava Ferreruela, “Explaining Patterns of Broadband Development in OECD Countries”, Yogesh K
Dwivedi (Ed.), Handbook of Research on Global Diffusion of Broadband Data Transmission i¢inde (756-775),
Hershey PA, USA: IGI Global, 2008, s. 761.

178 Hastie, 5.284.

177 Q.-S. Xu ve Digerleri, “Multivariate Adaptive Regression Splines-Studies of HIV Reverse Transcriptase
Inhibitors” , Chemometrics and Intelligent Laboratory Systems, Vol.72, No.1, (2004), s.29.
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2.2.4. MARS Modeli

MARS algoritmasinin olusum asamasinda, en basta anlatildigi {izere ileri
adimli dogrusal regresyonuna (forward stepwise linear regression) benzer olan bir
yontemden faydalanilir. Fakat burada orjinal girdi degerleri (bagimsiz degiskenler)

yerine (2.6) ve (2.7)’ deki formiilasyonda verilen temel fonksiyonlarin kiimesi veya

178

onlarin ¢arpimlarindan faydalanilir.” MARS modeli Ek 8’de gosterilen ileriye dogru

adim algoritmasi ve Ek 9°da gosterilen geriye dogru adim algoritmasi ile elde edilir. Bu
bilgiler neticesinde elde edilen MARS modeli formiilasyonu asagidaki gibi

tanimlanabilir:
A A M
y= fM (X):ﬂ0+2ﬂmBm(X) (2.12)
m=1

B, (X) (m=1,2,...,M) ise, temel fonksiyon olup (2.9) nolu formiilasyonda
K -

B, (X):HH Ikm.(xv(k'm) —t,,) ifadesi ile belirtilmisti. Bu ifade (2.12) nolu
k=1

formiilasyonda yerine yazilirsa;

N N M Km -
y = fM (X) = ﬁO +ZﬂmHH Ikm'(xv(k,m) _tkm)_ (213)
m=; k=1

Esitligi elde edilir. Bu esitlikte f,, birinci temel fonksiyon (B,) olan sabit
temel fonksiyonunun (constant basis function) katsayisidir. ., ise m. temel
fonksiyonun katsayisidir. Formiilasyondaki M temel fonksiyon sayisini, K = digim
sayisini, S, € I:l: 1 ya da -1 degerlerini alip adim fonksiyonunun sag ya da sol
taraflarini temsil eder. v(k,m) ise daha 6nce deginildigi tizere tahmin edici degiskenleri
nitelemekte (etiketlemekte) ve t, ona karsilik gelen degiskenlerdeki degerleri
(diigtimleri) gostermektedir. Buna gore X, . degeri ise anlagilacag: iizere bagimsiz

degisken vektoriinii ifade etmektedir.'"

1% Hastie, 5.283-284.
7 Friedman, Multivariate Adaptive Regression Splines, s.12.
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Sonug olarak, MARS yoOntemiyle, optimal temel fonksiyon sayisi ve diglim
konumlar1 belirlendiginde segilen temel fonksiyonlar {izerinden uygun modelin
parametre tahminleri, “En Kiiclik Kareler: EKK” (Least Squares Methods) yontemi ile
olur.® Parametre tahminlerine yonelik detayli bilgiler ise Ek 7 (Tekrarli ayirma
algoritmasi), Ek 8 (MARS-ileriye dogru adim algoritmas1), ve Ek 9°da (MARS-Geriye

dogru adim algoritmasi) verilen algoritmalarda goriilmektedir.
2.3. CART ile MARS Yonteminin Avantaj ve Dezavantajlari

CART ile MARS yontemleri anlatildiktan sonra bu iki ydntemin

karsilastirilmasinda fayda vardir. Bu iki yontemin avantaj ve dezavantajlar1 asagidaki

tabloda agiklanmuistir.

Tablo 2.1. CART ve MARS Yontemlerinin Karsilastirilmasi

MODEL ADI
CART MARS
Avantajlar Dezavantajlarn Avantajlar Dezavantajlar
Bagimli degigken
kategorik (ordinal / Sinif sayisi1 fazla ve | Bagiml degisken ikili
nominal ) veya siirekli | baslangic veri seti (binary) veya siirekli Kategorik bagimli
olabilir. Bagimsiz sayisi az oldugunda | olabilir. Bagimsiz degiskenin kategori

degisken ¢esidi ayrim1 | model olusturma ¢ok | degisken ¢esidi ayrimi | sayisi sinirhidir (sadece
yoktur. basarili degildir. yoktur. ikili).

Uygulanmasi i¢in Uygulanmasi i¢in
Hem smiflama hem de | genellikle biiyiik veri | Hem siniflama hem de | genellikle biiyiik veri
tahmin modeli setlerine ihtiyag tahmin modeli setlerine ihtiyag
olusturabilir. duyulur. olusturabilir. duyulur.
Bagimli ve bagimsiz Bagimli ve bagimsiz En uygun temel
degiskenlerin En uygun u¢ diigiim | degiskenlerin fonksiyon sayisini

dagilimlar ile ilgili
herhangi bir varsayim

sayisinin belirlenmesi
kullancinin bilgisine

dagilimlar ile ilgili
herhangi bir varsayim

belirleme, MARS
yaklagimin

yoktur birakilmisgtir. yoktur eksikliklerinden biridir.
Ozellikle eksik

Yiiksek boyuttaki veri | verilerde Yiiksek boyuttaki veri | Ozellikle eksik

setindeki karmagik yorumlamalarda setindeki karmagik verilerde

iligkilerin {istesiden
gelir.

dikkat edilmesi
grerekir.

iligkilerin {istesiden
gelebilmektedir.

yorumlamalarda dikkat
edilmesi grerekir.

180 K Batu Tunay, “Tiirkiye’de Paranin Gelir Dolagim Hizlarmin MARS Yéntemiyle Tahmini”, ODTU Gelisme
Dergisi, Vol. 28, No. 3-4, (2001), s.182.
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MODEL ADI

CART

MARS

Avantajlari

Dezavantajlar:

Avantajlari

Dezavantajlar

Modele giren tiim
degiskenler arasindan
en 6onemliler
belirlenerek model
olusturulur. Onemsiz

Modele giren tiim
degiskenler arasindan
en 6nemliler
belirlenerek model
olusturulur. Onemsiz

Degiskenler arasinda
ikiden fazla etkilesim

degiskenler modele degiskenler modele uygulamak dogru
katilmaz. katilmaz. olmaz.
Agac seklindeki model Agac gorseli yoktur

sonuglar1 ¢cok fazla

ama modelde bagimsiz

istatistik bilgisine degiskenin diigiim

gerek duyulmadan i noktalari grafiklerde i
kolay bir sekilde goriilmektedir.

yorumlanir.,

Hem bagimli hemde
bagimsiz degiskenler
i¢in kay1p ya da eksik
deger ile asir1 ug
degerlerden model
etkilenmez.

MARS ile her bir
degisken eksik deger
i¢cin kontrol edilir. Eksik
degeri olan her bir
degisken icin MARS
otomatik olarak eksik
deger indikatorii
olusturur. Bu indikator
degisken kayip deger
yoksa 0, varsa 1 ile
kodlanir. Bu sayede
MARS’1n kayip
degerlerden ve asir1 ug
degerlerden ¢ok az
etkilendigi soylenebilir.
Bu yiizden veri seti i¢in
hemen hemen hi¢ 6n
hazirlik yapmaya gerek
yoktur.

Diger modellerin
aksine orijinal verilerin
alt kiimelerini temel
aldigindan modelin
yorumlanmasi kolaydir

Diger modellerin aksine
orijinal verilerin alt
kiimelerini temel
aldigindan modelin
yorumlanmasi kolaydir

Kaynak: Yazar tarafindan ¢esitli eserlerden yararlanilarak olusturulmustur.

2.4. Model Secim Kriterleri

Bir modelin olusturulmasindan sonra karsilagilan en 6nemli problem modelin

dogrulugunun nasil Olgiilecegi ile ilgilidir. Karar agaclari ile olusturulmus olan
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modellerde de karsilasilan temel problem agacin karmasikliginin ve dogruluk

derecesinin belirlenmesi ile ilgilidir.

Agacin karmasiklhigi, agactaki u¢ digim sayisi ile belirtilirken, dogruluk
derecesi ise, agacin yanlis siniflama oraninin diisiik olmasi1 diye ifade edilir. Buna gore
agacin karmasikligi ve dogrulugu yani tahmin giicli arasinda bir denge kurmak igin
agacmn budanmasi yani optimum boyuttaki agacin olusturulmas: gereklidir.'®" Ciinkii
maksimum boyuttaki aga¢ genel olarak asir1 6grenme (overfiting) egilimine sahiptir.
Optimum boyuttaki agacin se¢iminin yapilabilmesi igin bir takim Kkriterlerin
hesaplanmas1 gerekir. Bu kritelerden elde edilen sonucglar neticesinde dogru ve
karmasiklig1 en az olan optimum aga¢ boyutu belirlenmeye ¢alisilir. Optimum boyuttaki

agacin belirlenmesi i¢in kullanilan model se¢im kriterleri asagida sirasiyla anlatilmigtir.

2.4.1. En Kiiciik Maliyet-Karmagikhik Olgiisii

En kiiciik maliyet karmasiklik Ol¢lisii (minimal cost complexity measure)
optimum boyuttaki agaci belirlemek i¢in smiflama agaglarinda kullanilan etkili bir
yontemdir. Agaci bir biitlin olarak inceleyip, agacin dogruluguna 6nemli derecede
katkis1 olmayan alt dallarin yani zayif boliinmelerin budanmasi isleminde kullanilan bir
oOlgiittiir. Hem yanlis siiflama orant hem de agacin karmagsikligi ayni anda minimize

edilmeye calisilir.'® Maksimum agactan (T = ) bir dizi alt aga¢ olusturuldugu igin, her
bir alt aga¢ T <T,__, kosulunu saglar. T alt agacin karmagiklig1 yani alt agacin toplam

diigiim sayisidir. « her bir ilave u¢ diiglim i¢in bir ceza karmasiklik parametresidir.
Buna gore her bir alt agac icin maliyet karmasiklik olgiisii R,(T) asagidaki gibi

183
tanimlanir:

R,(T)= R(r)+a\ﬂ (2.14)

181 Kiran, s.31.

* Agacin boyutu gok biiyiik oldugunda egitim verilerine gére hesaplanan hata oram diisiik ¢iktig1 halde, test verilerine
gore hesaplanan hata oraninin yiiksek olmasina asir1 6grenme (overfitting) denir.

182 1BM SPSS Modeler 15 Algorithms Guide, C&RT Algorithms, 2012,
ftp://public.dhe.ibm.com/software/analytics/spss/documentation/modeler/15.0/en/AlgorithmsGuide.pdf (29 Mart
2014), 5.64-65.

183 Breiman ve digerleri, s. 66.
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R,(T), agacin karmasikhgmimn ve yanlis smiflama maliyetinin lineer bir
kombinasyonudur. ¢ her bir u¢ diigiimiin karmasiklik maliyeti olarak diisiiniiliir ve
a>0’dir. o’nin her bir degeri igin R, (T) degerini minimize eden bir alt agag

T(x) <T,,, bulunur.

Eger olusturulan maksimum boyuttaki agacta T, her u¢ diigiime bir gozlem
diisiiyorsa, karmasiklik maliyeti olmayacagi igin o =0 olur. Maksimum agag en diisiik
riske sahiptir. Ciinkii her gozlem kesin olarak tahmin ediliyor. «’nin degeri
yiikseldik¢e (e« >0) maksimun agacin alt agaglar1 bulunmus olur. ¢ 'nin degeri 0’dan
itibaren yiikseldik¢e sirasiyla her biri daha az sayida ug¢ diiglimden olusan ve kok
diigiime (t) kadar ulasan alt agaclar; Ty, Ty, T3 ...,z olusur. « 'nin dereceli olarak artan
her bir degeri iginse R, (T)’yi minimize eden alt aga¢ secilmektedir. Buna gore, alt

agac1 T () en diistik hesaplayan o asagidaki kosullar saglar:
i R, €(@) = min R,(T)
ii. Eger(lf) R, () =R, (T), sonra(then) T () <T .

Bu 6zellikleri saglayan agac en essiz agag olur.’® Sonug olarak bu yontem ile
maksimum agactan (T, ) tiiretilen karmasiklig1 azalmis bir seri daha kiigiik alt agaglar
arka arkaya gelen u¢ dallardan elde edilmekte ve boylece farkli alt agaclar en uygun
olanla karsilastirimaktadir.'® Bu karsilastima ile agacin karmagsikhigi ve maliyetinin
optimum dengesi tizerinde durulmaktadir. Yani optimum yanlis siniflandirma oranina

sahip ve gelecek kestirimler icin 6nemli bir agag elde edilmis olur.
2.4.2. En Kiiciik Hata-Karmasikhk Olgiisii

Regresyon agaglarinda optimum boyuttaki agaca ulasmak i¢in siniflama

agaclarinda kullanilan maliyet-karmasiklik 6l¢iisti yerine, bir hata-karmasiklik (error-

“ o ’nin degeri algoritmanin aga¢ budama asamasinda hesaplanir.
18 Breiman ve digerleri, s. 66-67.
185 Kiran, s.31.
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complexity) Olgiisii kullanilir. Boylelikle regresyon agacinin dogrulugu hata kareler

ortalamasinin tahmini ile belirlenir. Olgiim asagidaki gibi tanimlanir:

R,(T)=R(T)+aT (2.15)
Ve,
R(T) = Y R() (2.16)

Burda simiflama agaclarinda oldugu gibi her «i¢in alt diziler, T ,T,,...,t;

tanimlanir ve her alt dizi i¢in hata-karmasiklik Ol¢iisii tahmin edilir. Boylelikle bu

6l¢iiyii minimize eden agag optimum boyuttaki agag olarak kullanlir.®
2.4.3. Test Ornegi Teknigi

Optimum boyuttaki agact olusturmak i¢in kullanilan model se¢im
kriterlerinden biride test 6rnegi teknigidir (test sample technique). Test 6rnegi teknigi
ile baslangi¢ veri kiimesi L, veL, olmak lizere iki alt dornekleme ayrilmaktadir. L,

orneklemi genelikle baglangic veri setindeki gozlemlerin {icte birini i¢inde
barindirmaktadir. Bu teknik hem smiflama agaclarinda hem de regresyon agaclarinda

kullanilmaktadir. Her iki yontemdeki kullanim1 asagida sirastyla anlatilmastir.
2.4.3.1. Simflama Agaclarinda Test Ornegi Teknigi

Siniflama agaclarinda test Ornegi teknigi ile L, vel, olmak ilizere iki alt
kiimeye ayrilan baslangi¢ veri kiimesinde ilk adim olarak L, kiimesi maksimum agac1
(T, ) ve onun alt agaclarini olusturmak i¢in kullanilir. Her bir alt agag i¢in test 6rnegi
(test verisi) olan L, ise, bagimli degiskenin degerlerini tahmin etmek i¢in kullanilir.
Bagimli degiskenin gergek degerleri 6nceden bilindigi igin, her diigiim ve dogal olarak
her agac icin yanlis yapilan siniflamalar sayilabilir. Ayn1 zamanda gergekte j sinifina ait

bir gézlemin her agacta i sinifina ait olarak tahmin edilmesi olasilig1 asagidaki gibidir:

188 Segin, 5.38.
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N .
p@i/j.T) =% (2.17)

2]
Burda;

N oy ¢ L, deki 1. sinifa atanan j. sinif gézlemlerinin sayisidir.
Ny; L, dekij. sinifa diisen gozlemlerin sayisidir.

Buna gore agacin yanlis siniflama maliyeti asagidaki gibi tahmin edilir:

1

e/ Ny, (2.18)

(2) =1

RE(T) =

Formiilasyonda test Ornegine (ts: test sample) ait olarak hesaplanan yanlis
siniflama maliyeti {R®(T)}, agacin dogrulugunun olgiisiinii gostermektedir. Yanhs

siniflama maliyeti minumum olan aga¢ optimum boyuttaki aga¢ olarak kullanilabilir.
Ayni zamanda test verisinin yanlis siniflama maliyetinin tahmini, minumum maliyet-
karmagiklik 6lciisiinde kullanilabilir.*®” Kisacasi bu ifade ile, T alt agacina diisen her L;
gbzlemlerinin yanlis siniflama maliyeti hesaplanip, ortalamasi alinir seklinde basit bir

yoruma varilabilir.'®®
2.4.3.2. Regresyon Agaclarinda Test Ornegi Teknigi

Regresyon agaglarinda optimum agact olusturmak i¢in kulllanilan test 6rnegi
teknigi, siniflama agaglarinda oldugu gibi bir yol izler. Regresyon agaglarinda da

baslangic veri kiimesi L, ve L,olmak iizere iki alt 6rnekleme boliiniir. L, alt diziyi
sekillendirmek, L, ise dogrulugu tahmin etmek igin kullamhir.®® T, >T, >...,agac
dizilimi arasindan optimum boyutlu agacin segilebilmesi i¢in R(T,)’nin dogru bir
tahminine gerek duyulur. ilk adimda L, artik baslangig veri kiimesi olarak diisiiniiliir

ve maksimum aga¢ olan (T, )ile onun alt agaglarini olusturmak i¢in kullanilir. Her bir

187 Sezgin, 5.34-35.
18 Breiman ve digerleri, s. 74.
189 gegin, 5.38.
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alt aga¢ icin test orneklemi olan L, ise, bagimli degiskenin degerlerini tahmin etmek
i¢in kullanilir. Buna gore d, (x), T, agacma denk gelen kestirimci olup, L, 6rneklemi

de N, sayida gbzlemden olusuyorsa, asagidaki formiilasyon ile agacin yanlis siniflama

maliyeti tahmin edilir.**

RtS(Tk) = Z(yn _dk(xn))2 (219)

Xns¥Yn )E LZ

1
N 2 (
formiilasyon asagidaki gibi diizenlenebilir;

RET) = >, = 9)° (2.20)

2 n=1

Formiilasyonda test 6rnegine (test sample:ts) ait olarak hesaplanan yanlis
smiflama maliyeti {R"*(T,)}, agacin dogrulugunun dlgiisiinii gdstermektedir. Yanls

siniflama maliyeti minumum olan aga¢ optimum boyuttaki aga¢ olarak kullanilabilir.
2.4.4. Capraz Gegerlilik Teknigi

Optimum aga¢ boyutunu bulmak ig¢in veri setinin bir kisminin egitim diger
kisminin ise test icin ayriligi daha 6nce anlatilmisti. Egitimle elde edilen karar agaci
araciligiyla, test setinde hem biitlin aga¢ hem de alt agaglar i¢in hata degerleri hesaplanir
ve en kii¢lik hata degerine sahip alt agac optimal agag¢ olarak belirlenir. Ancak bu yolla
genellikle ideal agacin elde edilmesi pek miimkiin olmamaktadir. Dahast bu yaklagimin
kullanilmasi igin genig bir veri setine ihtiya¢ vardir. Bunun yerine aragtirmacilarin daha
fazla tercih ettikleri ¢capraz gegerlilik teknigi (cross-validation technique) uygulanabilir.
Bu teknik, veri kiimesinin biiyiikk olmadigi durumlarda kullanilir. Buna gére optimum
boyuttaki agact olusturmak icin kullanilan model secim kriterlerinden biride capraz
gegcerlilik teknigidir. Bu teknik hem siniflama agaglarinda hem regresyon agaclarinda
hem de MARS modeli se¢im kriterinde kullanilmaktadir. Her ii¢ yontemdeki kullanimi

asagida sirasiyla anlatilmistir.

190 Breiman ve digerleri, s. 234

90



2.4.4.1. Smiflama Agaclarinda Capraz Gecgerlilik Teknigi

V kath c¢apraz gegerlilik tekniginde (V-fold cross validation technique)
baslangi¢ veri seti L raslantisal se¢imle boyutlari hemen hemen ayni olan v adet alt

ornekleme (L,,...,L,; v=1,...,V ) boliniir. Her alt 6rneklem test orneklemi olarak
kullanilir. v. 6rneklemi kapsamayan 6rneklem, baslangic veri seti olarak kabul edilir.
Baslangic veri seti, L") =L—L, maksimum agaci (Tna) Ve onun alt agaglarmi

olusturmak i¢in kullanilir. Yani V katli ¢apraz gegerlilik tekniginde amag¢ v adet
yardimel agag¢ olusturmak ve V. yardimci agag¢ ile maksimum agaci olusturmaktir.
Boylelikle LY tiim gozlemlerin (V-1)/V kadarmi igerir. Genellikle V, 10 olarak alinir.

Bu durumda baslangi¢ veri seti L) gozlemlerin 9/10’unu igerir. L, ise, bagiml
degiskeni tahmin etmek ic¢in kullanilir.*®* V, 10 olarak alindiginda ver seti her biri
bagimli degiskenin benzer dagilimimi iceren 10 alt Ornekleme ayrilir. Bu alt
orneklemlerden her biri, diger 9 alt 6rneklem ile uyumlu agacin tahmin hatasini
degerlendirmede kullanilir. Siradaki diger alt 6rneklem test 6rneklemi olarak alinir ve
bu islem dogal olarak 10 defa tekrarlanmig olur.’*” Buna gore her bir aga¢ i¢in, 1 sinifina

yanlis siniflanan gozlemlerin tamaminin sayis1 agagidaki gibidir:

L N;;
p(i/jT)=— (2.21)
N;
V
N; =Y. Ny (2.22)
v=1
Burda;

N¥ . L, deki 1 stnifina atanan j sinifi gozlemlerinin sayisi
N;;: 1 smifina atanan j sinifi gézlemlerinin toplam sayisi

N ;: j siifi gézlemlerinin sayist

91 Breiman ve digerleri, s. 74.
192 Kyran, $.32.
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Buna gore capraz gegerlilige (cross validation:cv) gore hesaplanan herhangi

bir agacin yanlhs siniflama maliyeti { R (T) }, asagidaki gibidir:
1 J
RCV(T)=NZC(i/J)N” (2.23)
j=1

Bu durumda yanlis simiflama hatast en kiigiik olan agag segilebilir. Ayni
zamanda test Ornegi yaklasimina ait yanlis simiflama maliyetinin, ¢apraz gecerlilik

tahmini; maliyet-karmasiklik Slgiisii olarak da kullanilabilir.'*

Breiman ve digerlerinin burada iizerinde durduklar1 konu ise V’nin kag olarak
alinacagidir. Daha once de belirtildigi gibi aga¢ olusturmada hesaba dayali temel sikinti
ilk biiyiik boyuttaki agac1 olusturmaktir. V’nin alacagi degerle dogrusal olarak capraz
gecerliligin hesap siiresi uzar. Fakat daha biiyiik V degeri daha dogru sonuglu R®
tahminleri olusturur. Breiman ve digerleri yapmis olduklar1 simiilasyon ¢aligmalarinda
V=10 olarak kullandiklarinda yeterli dogruluga ulasmislardir. Baska drneklerde ise daha
kiicik V degeri ile de yeterli dogruluga ulagsmislardir. Fakat V degerini 10’dan daha
biiyilk alarak da segilen agacin dogrulugunda anlamli bir gelisme ile de

karsllasmamlslardlr.lg4
2.4.4.2. Regresyon Agaclarinda Capraz Gegerlilik Teknigi

Smiflama agaclarinda oldugu gibi regresyon agaclarinda da optimum agag
boyutunu bulmak i¢in kullanilan yaklasimlardan biri ¢apraz gecerlilik testidir. Capraz

gegerlilik testinde;

1. Veri esit orana (genellikle on esit pargaya) ayrilir ve her defasinda bir alt
grup (verinin %10’u) test icin kullanilmak tizere veriden ¢ikartilir ve diger kalan veriler

ile model insa edilir.

ii. Bu islem verinin ayrildigi par¢a sayist kadar (genelde 10 defa)

gerceklestirilir ve boylece biitlin veri kullanilmis olur.

198 5e7gin, 5.35-36.
194 Breiman ve digerleri, s. 85.
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iii. Her defasinda insa edilen agaclar ilgili test gruplari ile kontrol edilir. Daha
sonra biitiin alt gruplar birlestirilir, 2. ve 3. adimlar agacin her boyutu i¢in

gergeklestirilir.

Modellerin degerlendirmesi ile en diisiik hata degerine sahip aga¢ optimal agac

olarak kabul edilir.**®

Siniflama agaglarinda daha 6nce anlatildig i¢in burda formiilasyonu kisaca

anlatilacak olursa baslangi¢ veri seti v adet alt 6rnekleme ayrilir. L, her defasinda
Ol¢iimiin performansini tahmin etmede L — L, ise agaci budamada kullanilir. Buna gore

capraz gegerlilige (cross validation: cv) gore hesaplanan herhangi bir agacin yanlis

siniflama maliyeti regresyon agaglarinda{ R® (T, ) }, asagidaki gibi hesaplanir:

RT) =Y X0 - ()’ @:24)

v=1 (Xn Yo )eLv

formiilasyon asagidaki gibi diizenlenebilir;

R ()= >3, -9 (2.25)

v=l n=1
Bu durumda yanlig siniflama hatasi en kii¢lik olan agag se¢ilebilir.
2.4.4.3. MARS Modelinde Capraz Gecgerlilik Teknigi

MARS modeli olusum siirecinden sonra optimum MARS modelinin
belirlenmesi gerekir. Bu amagla en uygun MARS modelinin se¢im kriterinde Craven ve
Wahba (1979) tarafinda gelistirilen Genellestirilmis Capraz Gegerlilik (Generalized

Cross Validation: GCV) 6l¢timii’nden faydalanilir. Bu 6lgiit hata kareler ortalamasinin

1% (9zkan, “Siiflandirma ve Regresyon Agact Teknigi (SRAT) ile Ekolojik Verinin Modellenmesi”, s.2.
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(mean squares errors) dogrulugunu tartan ve modelin karmasikligina bagh bir uyum

iyiligi 6lgiitiidiir.*

MARS modelinin olusum siirecinde ikinci adim olan geriye dogru adim
algoritmasi ile ilk adimda olusturulan maksimum model budanip, tek tek en az etkili
olan degiskenler her adimda elenerek en iyi alt model bulunmaya calisilir. Bu siirecin
islemesiyle olusan alt modeller GCV kriteri ile karsilastirilip, en iyi kestirime sahip olan

alt modelin se¢imine bu kriter ile karar veririlir.*®’

Sonug itibariyle GCV, model karmasikligini uyum 1yiligi haline doniistiiren bir
diizenleme bi¢imidir. GCV yaklasimi ile modele, en az katkis1 olan temel fonksiyonlar

modelden atilir. Boylelikle final modele asir1 sayida uzanim fonksiyonunun eklenmesi

engellenir.*®® Uyum iyiligi kriteri olan GCV kriteri asagidaki, gibi tanimlanur:
1 A a7
GCV(M):WZ y, — f,, (%) /1—T (2.26)
i=1

Burada; N gozlem sayisi, M) sabit temel fonksiyon (2.13’te verilen MARS

modelindeki S, katsayisi) hari¢ M tane temel fonksiyon igeren bir modelin maliyet-

karmagiklik 6l¢iitii olup su sekilde tanimlanir:
OM)=M + M (2.27)

v ise, her temel fonksiyon optimizasyonuna ait maliyet olup, ayn1 zamanda
MARS siirecindeki diizlestirme (smoothing) parametresidir.199 Yani bir degiskenin kag

fonksiyondan olusacagini belirtir.

1% Inmaculada Cava Ferreruela, “Explaining Patterns of Broadband Development in OECD Countries”, Yogesh K
Dwivedi (Ed.), Handbook of Research on Global Diffusion of Broadband Data Transmission i¢inde (756-775),
Hershey PA, USA: IGI Global, 2008, s. 762.

197 JR Leathwicka, J Elith ve T Hastie, “Comparative Performance of Generalized Additive Models and Multivariate
Adaptive Regression Splines for Statistical Modelling of Species Distributions”, Ecological Modeling, Vol. 199,
No.2, (2006), s.191.

1% .-S. Xu ve Digerleri, “Studies of Relationship Between Biological Activities and HIV Reverse Transcriptase
Inhibitors by Multivariate Adaptive Regression Splines with Curds and Whey” , Chemometrics and Intelligent
Laboratory Systems, VVol.82, No.1-2, (2006), s.25.

1% Eriedman, Multivariate Adaptive Regression Splines, s.20.
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Ornegin “y” 2 olarak alindiginda ilgili degisken igin bir diigiim degeri (kirilma
noktasi) ve dolayisiyla 2 fonksiyon olusacak demektir. Yapilan ¢aligmalar y i¢in en iyi

degerin 2 < y <4 araliginda oldugunu gostermistir.’®°

Boylelikle 2.26’daki modelin, pay kismi M tane temel fonksiyon modelinin

fu (X)), uyumsuzlugunu (lack of fit) dlger. Payda kismi ise, model karmasikligini

belirtir.”* En uygun MARS modeli ise en kii¢iik GCV &l¢iimiine sahip olan degerdir.%?

2.4.5. ROC Egrisi Yontemi

ROC (Receiver Operating Characteristic: Alic1 Islem Karakteristigi) egrisi
istatistik karar teorisine dayanir. 1950’lilerin baslarinda elektronik sinyal tanimlamalari
ve radar problemlerinde kullanilmaya baslanmistir. 1960’11 yillarda deneysel psikolojide
kullanilmistir. 1967°de Leo Lusted adinda bir radyolog tarafindan tipta kullanim
Onerilmis ve 1969 yilinda da medikal goriintiileme cihazlar ile ilgili karar siireclerinde
kullanilmaya baglanmistir.”®®> ROC analizinde ortaya ¢ikan bu gelismeler istatistiksel
sonuclarin degerlendirilmesi ve kiyaslanmasina duyulan gereksinimin dogal bir

sonucudur.?*

Buna gore olusturulan simiflama modelinin sonuglarinin degerlendirilmesinde,
testin ayirt etme giiclinlin belirlenmesinde, testlerin etkinliklerinin karsilastirilmasinda,
uygun pozitiflik esiginin belirlenmesinde, laboratuar sonuglarmin kalitesinin

izlenmesinde ROC egrisi yaygin olarak kullanilmaktadir. **

Boylelikle modelin basarisint 6lgmek igin Oncelikle gergek sinif degerleri ile

ongoriilen siif degerleri asagidaki gosterilen bir kontenjans tablosu ile diizenlenir.’®®

2% Friedman, Multivariate Adaptive Regression Splines, s.21.

201 Shieu-Ming Chou, ve Digerleri, “Mining the “Breast Cancer Pattern Using Artificial Neural Networks and
Multivariate Adaptive Regression Splines”, Expert Systems with Applications, Vol.27, No.1, (2004), s.136.

202 galford Systems, MARS™ User Guide, San Diego, 2001, s.37.

203 T eman Tomak ve Yiiksel Bek, “Islem Karakteristik Egrisi Analizi ve Egri Altinda Kalan Alanlarin
Karsilagtirilmasi”, 2010, Vol.27, No.2, http://dergi.omu.edu.tr/omujecm/article/view/1009001569 (31 Ekim 2014).
204 Ayea Deniz Ertorsun ve Digerleri, “ROC (Receiver Operating Characteristic) Egrisi Yéntemi ile Tam Testlerinin
Performanslarinin Degerlendirilmesi”, Baskent Univeristesi, Tip Fakiiltesi,
http://tip.baskent.edu.tr/egitim/mezuniyetoncesi/calismagrp/ogrsmpzsnm12/10.2.pdf (25 Ekim 2013), s.3-4.

205 yusuf Celik, “Duyarlilik (Sensitivity) ve Belirleyicilik (Specificity)”, 2014, Dicle Universitesi, Tip Fakiiltesi,
http://www.dicle.edu.tr/Contents/3b4d94e3-3582-4384-939b-c5957b348bdd.pdf (31 Ekim 2014).

26 Dondurmact, s.36.
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Tablo 2.2. Kontenjans Tablosu

Gerc¢cek Durum
Test Sonucu
Gercek Pozitifler Gergek Negatifler
Ongorilen Pozitifler DP YP
Ongoriilen Negatifler YN DN

DP, dogru pozitiflerin sayisini, YP yalis pozitiflerin sayisini, DN dogru
negatiflerin sayisini, YN yanlis negatiflerin sayisin1 ifade etmektedir. Model ig¢in
kurulan bu kontenjans tablosu sayesinde, model basarisint hesaplamak i¢in asagidaki
degerler hesaplanir.

Dogruluk (Dogru Siniflandirma Orani, DSO) = DP + DN (2.28)

DP + DN +YP +YN

Hata Orani (Yanlis Siniflandirma Orani, YSO) = P+ YN (2.29)

DP + DN +YP +YN

DP

Duyarlilik (Dogru Pozitif Orani, DPO) = ——— 2.30
uyarlilik (Dogru Pozitif Orant ) 5P + YN (2.30)
S . . DN
Ozgiilliik (Dogru Negatif Orani, DNO) = ———— (2.31)
DN +YP
Yanhis Pozitif Oram (1-Ozgiilliik; YPO) = P (2.32)
? SUEHE DN +YP |
. YN
Yanlis Negatif Orani (1-Duyarlilik; YNO) = ———— (2.33)
DP +YN

Yukaridaki esitliklerden de goriildiigii lizere, dogruluk ya da dogru
smiflandirma orani olarak da adlandirilabilecek olan bu oran gergekte pozitif ve negatif
olan tiim olgular i¢inden, uygulanan test sonucuna gore pozitif ve negatif olarak

kestirilenlerin oranin1 gdsterir. Hata oran1 ya da yanlis siniflandirma orani olarak
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adlandirilan bu oran ise, tiim olgular iginden, uygulanan test sonucuna gore yanlis
kestirilenlerin oranin1 verir. Duyarlilik (sensitivity) gercekte pozitif olan tiim olgular
icinden, uygulanan test sonucunda pozitif bulunan olgularin oranim verir. Ozgiilliikk
(specificity) ise, gercekte negatif olan tiim olgular iginden, test sonucunda negatif
bulunanlarin oranim1 gosterir. Yanhs pozitif oram1 (1-6zgiilliik), gercekte negatif olan
tiim olgular iginden, test sonucunda pozitif bulunanlarin oranini belirtir. Son olarak
yanlis negatif orani (1-duyarlilik) ise, gercekte pozitif olan tim olgular iginden, test

. .. 207
sonucunda negatif bulunanlarin oranini gosterir.?’

Buna gore ROC egrisi, siniflandirma modellerlerinin duyarlilik (sensitivity) ve
ozgiilliigiini (specificity) 6lgmek i¢in kullanilan bir yaklasimdir. Bunun igin arastirilan
durumun duyarliligi ve oOzgiilliigli arasindaki iliskiyi tanimlayacak ROC egrileri
kullanilir. Bir ROC grafiginde yanlis pozitif oran1 (YPO) yatay eksende, dogru pozitif
oranit (DPO) diisey eksende gdosterilir. Her kesim noktasindaki dogru pozitif ve yanlis
pozitife karsilik gelen noktalar birlestirilerek ROC egrisi ¢izilir. Bu grafigin (0,1)
noktas1 tiim negatif ve pozitif durumlarin dogru olarak tahmin edildigi miikemmel bir
siniflamanin gergeklestigini (ROC cennetini) ifade eder. (0,0) noktasi tiim durumlarin
negatif, (1,1) noktasi tim durumlarin pozitif ve (1,0) noktasi tiim durumlarin hatal
tahmin edildigi (ROC cehennemini) ifade eder. Bu durum asagida verilen sekil ile

gosterilmistir.

100%

Roc cennfets Tufau poz

20%
.\\
~
&0% =
\\
DPO N
40% Eir siiflayicy - Sy
“m
20%
0% ﬁnegaﬁf Roclcehenn
0% 20% 40% 60% 80% 100%

YPO

Sekil 2.12.: ROC Uzay1
Kaynak: Giilser Dondurmact, “Veri Madenciligi’nde Regresyon Agaglari ile
Siniflandirma ve Bir Uygulama”, (Yayinlanmamis Doktora Tezi, Mimar Sinan Giizel Sanatlar
Universitesi, FBE, 2011), s.38.

27 Burcu Koksal, “Regresyon Analizinde ROC Egrisi Kestirimi ile Model Se¢imi”, (Yaymlanmamus Yiksek lisans
Tezi, Marmara Universitesi, SBE, 2011), 5.45-47.
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Buna gore, diisey eksene ve iist sinira yakin olan egriler basarili bir testi ifade
ederken, 45° gibi egime sahip egriler basarisiz bir testi gostermektedir. Boylece ROC
egrileri incelenerek testin basarist belirlenebilir. Basarili bir testte egrinin altinda kalan
alanin biiyiik olmas1 beklenir. Test ne kadar iyi ise egri o kadar yukariya yani yiiksek

duyarlilik yani dogru pozitif oranina yaklaslr.zo8

Buna gore ROC egrileri ile bir teste iligkin performans degerlendirilmesinde
egri altinda kalan alana (Area Under Curve: AUC) gereksinim duyulur. Pozitif ve
negatif smiflarinin  ayirim  etkinligi  kestirilen ROC egrisinin  performansinin
degerlendirilmesinde ve model dogruluklarinin karsilastirilmasinda yaygin olarak
kullanilan bir gostergedir. AUC* un tanim araligir 0,5< AUC <1 olup, 0,5 ve 1 sirasiyla
alt ve st sinirlar1 olusturmaktadir. AUC degerinin alt sinira esit bulunmasi rassal ayrimi
ifade eden kosegen ¢izgisinin altindaki alani belirtir. AUC degerinin iist sinira esit
bulunmasi ise tam ayirimi ifade etmektedir. Modelin ayirim giicli, asagidaki tabloda

verilen sonuglara gore belirlenmektedir.?*

Tablo 2.3. Modelin Ayirim Giiciiniin AUC Degerlerine Gore

Degerlendirilmesi

AUC =0.5 Model ayirim giiciine sahip degildir

0.5 <AUC < 0.7 | Model zayif ayirim giiciine sahiptir

0.7 =<AUC < 0.8 | Model kabul edilebilir bir ayirim giictine sahiptir

0,8 =<AUC < 0.9 | Model miitkemmel bir ayirim giiciine sahiptir

0,9 =AUC Model tistiin bir ayirim giiciine sahiptir

Kaynak: Burcu Koksal, “Regresyon Analizinde ROC Egrisi Kestirimi ile Model Segimi”,
(Yaymlanmamis Yiiksek lisans Tezi, Marmara Universitesi, SBE, 2011), s.50.

Buna gore ideal ve kotii performans gosteren testlere iliskin ROC egrileri

asagidaki sekilde gosterilmistir.

208 Dondurmact, s.37-38.
2 Burcu Koksal, “Regresyon Analizinde ROC Egrisi Kestirimi ile Model Se¢imi”, (Yaymlanmamis Yiiksek lisans
Tezi, Marmara Universitesi, SBE, 2011), 5.49-50.
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Sekil 2.13: Performanslarina Gére ROC Egrileri
Kaynak: Ayga Deniz Ertorsun ve Digerleri, “ROC (Receiver Operating Characteristic) Egrisi
Yéntemi ile Tani Testlerinin Performanslariin Degerlendirilmesi”, Baskent Univeristesi, Tip
Fakiiltesi, http://tip.baskent.edu.tr/egitim/mezuniyetoncesi/calismagrp/ogrsmpzsnm12/10.2.pdf
(25 Ekim 2013), s.4.
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UCUNCU BOLUM

UYGULAMA

Bu boliimde Tiirkiye’deki genclerin degerleri, beklentileri, hayat tarzlari,
tilketim tercihleri, aileyle ¢atisma alanlar1 ve dolayisiyla diinya goriislerine gore
sekillenen siyasi goriisleri incelenmistir. Bu amagla Tiirkiye’deki genglerin siyasi
partilere bakis agilarint modelleyebilmek i¢in, karar agaci yontemlerinden olan CART

ve MARS modelleri kullanilarak sonuglar karsilastirmali olarak degerlendirilmistir.
3.1. Tiirkiye Gengligi ve Siyasi Goriisleri

Tiirkiye gengligi ve gencligin siyasi goriislerini etkileyen faktorler
anlatilmadan 6nce genglik, siyasal tutum ve siyasal parti kavramlarmin tanimlanmasi
gerekmektedir. Genglik kavraminin neyi ifade ettigi konusunda literatiirde kabul
gormiis bir tanim ve yas aralifi yoktur. Gengligin tanimi yapilirken sosyolojik,
psikolojik ve biyolojik tanimlara yer verilmektedir. Bu yiizden homojen bir tanim
yapilmasi konusunda sikint1 yasanmaktadir. Fakat en homojen genglik tanimi, gii¢lii bir
devlet tarafindan sunulan bir ideal cercevesinde ideoloji empoze edilen geng kesimler
seklinde ifade edilmektedir. Kimi ¢alismalar, 12—24 yas grubunu, kimi ¢alismalar ise
12-26 yas grubunu, kimileri ise 15-24 ya da 15-30 yas grubunu geng olarak ele
almaktadirlar. Birlesmis Milletler (BM), Birlesmis Milletler Egitim, Bilim ve Kiiltiir
Kurumu (UNESCO) ve Diinya Bankas1 (WB), 15-24 yas araligindaki kisileri “genc”
olarak tanimlamaktadir. Bununla birlikte, UNESCO, gen¢ insanlarin degisen ve
heterojen bir grup oldugunu ve geng olma tecriibesinin bolgelere ve tilkelere gore biiyiik
degisiklik arz ettigini vurgulamaktadir. Ingiliz Milletler Toplulugu Genglik Programm
gibi Orgiitler, genc kisileri 15-29 yas aralifindakiler olarak tanimlamakta; Avrupa
Birligi’nin baz1 raporlarinda da gencler 15-29 yas araligindakiler olarak

tanimlanmaktadir.?*°

Bireyin belirli bir siyasal konu ile ilgili kan1 ve davramislarmin timi ise,

bireyin o konuya iliskin siyasal tutumunu olusturur. Sozgelisi, bir birey demokratik bir

210 Siyaset, Ekonomi ve Toplum Arastirmalar1 Vakfi (SETA), Tiirkiye’nin Genglik Profili, 1. Baski, Ankara: Pelin
Ofset, 2012, s.15.
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tutum sahibi ise o kisinin siyasi meseleler hakkindaki kani ve davraniglari hakkinda
¢ikarsama yapmak miimkiindiir. O kisi biiyiik bir ihtimalle ailesinde herkese s6z hakk1
taniyacak, esnek ve hiirriyetlerin yaygin oldugu bir siyasal rejimden taraf olacak,
insanlarin esit ve hiir olduklarina inanacaktir. Ayni sekilde otoriter tutum sahibi bir
birey ise ata erkil bir aile yapisini savunacak, siyasal rejimin sert ve otoriter olmasindan
yana olacak, her zaman kendi goriislerinin dogru, karsit goriislerin yanlhs oldugunu
iddia edecektir.?*! Yani siyasal tutumlar bireyin siyasal bir obje karsisinda bireyde var
olan duygu, diisiince ve davranislarindan olusan diizenli bir egilim olarak ifade

edilebilir.?*?

Siyasal partiler ise, belirli bir yapisi, kurulus bi¢imi, ortaklasa karar alan
organlari, lideri, tiyeleri olan orgiitlerdir. Birlikte karar alma, parti icerinde kurulmus
¢esitli baglantilara ve siralanmalara ragmen partilerin temel etkinligidir.?® Siyasal
partilere insanlar, parti ilkelerinin ve goriislerinin paylasilmasi, parti liderlerine duyulan
baglilik, partilerin ekonomik ve sosyal konulara yaklasimlari, siyasal erki etkileme
istegi, dinsel inanglar, cografi bdlgenin veya insanlarin dogdugu ya da yasadigi yerin

ozelligi, aile gelenegi gibi ¢esitli gerekgelerle katilirlar.*

“Genglik ¢alismalar1™, sosyal bilimler alaninda pek ¢ok farkli disiplin altinda
genclik konusu iizerine yapilmis ¢aligmalarin bir toplamini ifade etmektedir. Tiirkiye’de
yapilan genglik caligmalarina tiirleri agisindan sayisal olarak bakildiginda, 5000’in
tizerinde olan bu yaynlar arasinda, makalelerin (2500’iin iizerinde) ilk siray1 aldigini,
ardindan tezlerin (1500’1in iizerinde) ve kitaplarin (1000’e yakin) geldigi goriilmektedir.

Bu literatiir taramasinda gencglik caligmalarinin sadece akademik disiplinlerin ilgi

211 Ahmet Taner Kislali, Siyaset Bilimi, Ankara: imge Kitapevi, 1996, s.126-127 Aktaran: Universite Gengliginin
Siyasal Tutumlar Uzerine Bir Inceleme-Siileymen Demirel Universitesi Ornegi, (ty)
http://www.yerelsiyaset.com/pdf/kasim2007/17.pdf (26 Ocak 2015).

22 Universite Gengliginin Siyasal Tutumlari Uzerine Bir Inceleme-Siileymen Demirel Universitesi Ornegi, (1.y.)
http://www.yerelsiyaset.com/pdf/kasim2007/17.pdf (26 Ocak 2015).

3 Miimtaz Soysal, “Parti ve Hareket” Milliyet, 25 Aralik 1994, s.15 Aktaran: Tiirkay Nuri Tok, “Tiirkiye’deki
Siyasal Partilerin Egitim Soylemleri ve Siyasalari”, Kuram ve Uygulamada Egitim Yonetimi, Cilt.18, Say1.2
(2012), s.279.

214 Biilent Daver, Siyaset Bilimine Giris, 5. Basim, Ankara: A.U. SBF Yaymlari, 1993 Aktaran: Tiirkay Nuri Tok,
“Tirkiye’deki Siyasal Partilerin Egitim Soylemleri ve Siyasalar1”, Kuram ve Uygulamada Egitim Yonetimi,
Cilt.18, Say1.2 (2012), 5.279.
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odaginda olmadigi, ayni zamanda akademi dis1 iiretimlerin de genglik ¢aligmalarinin

yarisina yakinini olusturdugu gozlemlenmistir.*®

Sosyolog Omer Mirag Yaman i ifade ettigi gibi:

Akademik ¢calismalarin tematik olarak daha ziyade genc¢ligin sorunlari, genglik
aragtirmalari, kusak ¢atismasi, gencligin egitimi, genclik kiiltiirii, genclik ve Kimlik
konulart etrafinda yogunlastigi goriilmektedir. Akademi disi iiretimlerde ise, genglige
nasihat verme ve ideolojik olarak bakis agist kazandirma gayreti ile gengligi ve genglik
donemini ideallestirme tavri one ¢itkmaktadir. Akademi dist iiretimlerin temelindeki bu
vaklasim, aslinda 1923 ten bugiine genglik konusunu ele alan yazarlarin pek ¢ogunda
genel bir yaklagim bi¢imi olarak belirmektedir. Bu durum Cumhuriyet tarihi boyunca
genglik konusuna olan ilginin, ¢ogu kez ideolojik bir tutum ve genclige dair gorev
odakli bir beklenti baglaminda olustugunu goéstermektedir. Nitekim bu eserlerde,
Tiirkiye 'de ozellikle siyasal ve toplumsal ¢alkantilarin arttigi askeri darbe donemleri
basta olmak iizere, neredeyse her siyvasal iktidarin yapisina bagl olarak degisen ve
veniden sekillenen bir genc¢lik imgesinin varligindan séz edilebilir. Dolayisiyla tarihsel
olarak genclige dair yapilan yayinlarin donem dénem azalip ¢ogalmasinda siyasal ve

toplumsal degisimlerin belirleyici oldugu kolaylikla fark edilebilmektedir.?*®

Buna gore, Tirkiye gencligi ve gencligin siyasi goriislerini konu alan
calismalarin bazilarina ait literatiir ozeti c¢ikis yillarina gore asagidaki tabloda

gosterilmis ve degerlendirilmistir.

215 Omer Mirag Yaman, “Tiirkiye’de Genglik Sosyolojisi Calismalarma Dair Bibliyografik Bir Degerlendirme”,
Alternatif Politika, Cilt.5, Say1.2, (2013), s.116.
216 yaman, s.117.
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Tablo 3.1. Tiirkiye Gencligi ve Siyasi Goriisleri Arastirmasi Literatiir Ozeti

Dénem Ornek Olarak Secilen Eserler Eserlerin Arastirma Konusu Yontem Eserlerin Bulgular:
*Mehmet Emin Erisirgil (1925),“Irtica Kargisinda Genglik” Esitim bilimleri
*[brahim Alaettin Gévsa (1927), “Ilk Genglik Hakkinda Riihiyat ve gttim brumiert, .
. o, Gengligi terbiye etmeye doniik adab-1
Terbiye Tedkikleri AT, .
N i - muaseret kurallari, Cumhuriyetin ilk donemi sayilan bu
Asaf Burhan (1931), “Inkilabimiz ve Genglik veni R -
e « . eni kurulan Cumhuriyetin milli yillarda biiyiik oranda
Felida Sedat (1932), “Geng Kizlara Muaseret Usulleri .. s Y .
* N “ - - hedeflerini genglere aktarma gayreti icinde Cumhuriyet’in temel hedeflerine
Sevket Siireyya (1932) “Geng Nesil Meselesi . : . N 8
1923-1950 | . » . .. ey olan, Nitel Aragtima kararl bir sekilde bagli, cogu zaman
Mehmed Cerg¢i (1936), “Kemalizm ve Tiirk Gengligi . o e e A . e s
i . 2 « i _— . » | Gengligi tehlikeli fikirlerden uzaklagtiran, Cumhuriyet’in “yi1lmaz bir bekgisi
Ismail Hakki Baltacioglu (1939), “Gengler I¢in En Biiyiik Tehlikeler . . . . .
. crposs - R ne yapmasini, neye inanmasini, nasil olarak motive edilen bir genglik
*Pertev Demirhan (1942), “Tiirk Cocuguna Ogiitlerim davranmasini 6giitleyen ¢aligmalar 6ne imgesi 6ne ¢ikmaktadir
*Sevket Aziz Kansu (1947), “Genglikte irade Egitimi ve Biiyiik guticyen galis & ¢ :
» ¢ikmaktadir.
Adamlar
*Ali Fuat Baggil (1949), “Genglerle Bagbasa”
*Nermin Abadan (1961), “Universiteli Ogrencilerin Bog Zaman
Faaliyetleri” ) ) Bu dénem 1968 dncesi ve sonrasi olarak ele
*Ozer Ozankaya (1966), “Universite Ogrencilerinin Siyasal alindiginda, 1950-1968 araliginda 6ne ¢ikan
Yonelimleri” ) ¢aligma konulari, tiniversite 6grencilerinin 1950-1968 araliginda
*Yavuz Ulusu (1967), “Yiiksek Ogrenim Gengliginin Sorunlar1 ve sorunlar1, bos zaman faaliyetleri, siyasal genelde Tiirkiye’nin tek partili hayattan ¢ok
Asir Cereyanlar” yonelimleri ve tutumlari olarak Nitel Arastimalar partili siyasal sisteme gectigi,
*Neriman Oztiirkmen (1968), “Kalkinan Tiirkiye’de Egitim ve siralanabilir. yapilmistir. Cumbhuriyet’in kurucu
Genglik-Anket, Roportaj” 1968 y1l1 diinya gengligi i¢in bir doniim ideolojisinden farkli ideolojik
*Senih Onat (1968), “Universite Olaylar1 ve Demirel” noktasi olarak belirirken, Tiirkiye’de de 1968-1980 araliginda ise | yaklasimlarin Tiirkiye’de etkin bir
*Universite Genglik Anketi: Universite Gengliginin Problem ve genglik ve dgrenci hareketlerinin 6ne genelde genglik konulu konuma yiikseldigi, iiniversite
1950-1980 Vaziyet Alislar1 (1970) cikmaya basladig1 bir dénemin kapisi tez caligmalart lizerinde egitiminin yeni kurulan {iniversiteler

*Engin Gengtan (1971), “Universite Genglik Sorunlari- Genglik
Sorunlar1 Ozel Ihtisas Komisyonu Raporu, DPT”

*Ibrahim Oktem (1971), “Genglik Yeni Bir Diizen Istiyor”
*Ahmet Taner Kiglalh (1972), “Ogrenci Ayaklanmalarinin Nedenleri ve
Rejim Sorunu ile iligkisi”

*Aysel Eksi (1973), “Genglerde Kimlik Konusunda Bir Arastirma”
* Ahmet Taner Kiglah (1974), “Ogrenci Ayaklanmalart

*Tufan Ata Tiirky1lmaz (1978),“Genglik ve Egitim Uzerine -
Demokratik Ogrenci Muhalefetine Bakis”

*T. Alkan (1979), “Siyasal Toplumsallasma, Siyasal Bilincin
Geligsmesinde Ailenin, Okulun ve Toplumsal Siniflarin Etkisi”

aralanmaya baslamis bu kapsamda 1968-
1980 yillar1 arasindaki ¢aligmalarda biiylik
oranda genglik-6grenci hareketlerini analiz
etmeye caligan, dzellikle iiniversite
ogrencilerinin beklenti ve sorunlarina
odaklanan, genglik hareketlerinin siyasal
yonlerinden hareketle sag ya da sol goriise
sahip genglerin diislince ve aksiyon
diinyalarina dair incelemeler 6ne
¢ikmaktadir.

yogunlagiimis. Anket
caligmalarina yer
verilmistir.

Nitel ve Nicel Aragtirma
Yontemleri
kullanilmastir.

araciligtyla yayginlik kazandigi bu
donemde, genglik tizerine yapilan
caligmalar nitelik degistirmeye
baslamustir. Bu degisim siirecinin
as1l aktorii olarak genglerin ve
gengclik hareketlerinin belirleyici
oldugu c¢aligmalar 6ne ¢ikmaktadir.
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Dénem Ornek Olarak Secilen Eserler Eserlerin Arastirma Konusu Yontem Eserlerin Bulgular:
1980°1i yillarin ilk yarisinda gerek
akademide gerekse de akademi diginda
*Atalay Yoriikoglu (1985), “Genglik Cagi (Ruh Saglig: ve Egitimi)” yapilan yayinlarda genclik konusuna ¢ok az
* Barlas Tolan (1985), “Genglik ve Sorunlar1”, Gengligin Topluma deginilmis, resmi ideoloji tarafindan
Kars1 Daha Faydali Olmalarinda Karsilastiklart Engeller Paneli “sorunlu ve tehlikeli” ilan edilen genglik
*Milli Egitim ve Genglik ve Spor Bakanligi (1986) , “12-24 Yas hareketleri basta olmak {izere neredeyse . .
. . . S . . 1980 darbesi sonrasi siyasal
Genglerin Sosyo-Ekonomik Sorunlari, Yaynlari genglige dair pek cok alanda tam bir .
- - " e T . atmosferde yasanan kaotik durum,
Neset Cagatay (1986) , “Gengligin Egitimi”, Is Bankas1 Yaymnlari suskunluk hali yaganmustir. Tiirkive’de sivasetin uzunca bir siire
*Cahide Baydilli (1987), “Lise Son Simf Ogrencilerinin Meslek 1985’in Birlesmis Milletler tarafindan Y Y .
. . . 1 e . « . - resmen askiya alinmasi, genglik
Se¢imini Etkileyen Bireysel ve Toplumsal Faktorler diinya ¢apinda “Genglik Yili” ilan Nitel ve Nicel Arastirma | hareket ve éreiitlerinin darbe
* Mugzaffer Erendil (1987), “Atatiirk’iin Giivendigi Genglik ve edilmesinin ve bu yillardan itibaren . . $ . g
e .. . . e a1 . Yo6ntemleri stirecini hazirlayan temel etmen
1980-1990 | Egitim”, Ankara, Tiirk Tarih Kurumu Basimevi Tiirkiye’deki siyasetin ve toplumsal K . 2. .
- « - . P ullanilmustir. olarak nitelendirilerek suclu ilan
Mahmut Tezcan (1987), “Yurt Disindan Dénen Genglerin Uyum baskinin kismen rahatlamast ile 6zellikle, . .
e Qe ; ,s o . . edilmesi ve yasal olarak
Sorunlari - Egitim Sistemi ve Topluma Uyum genglik donemi sorunlari, genglerin .
. A1 e . 5 I . RS Ay cezalandirilmast siireci ile
Milli Egitim Genglik Spor Bakanlig1 Genglik Hizmetleri Genel ebeveynleri ile iligkileri, gengligin gelecek P . .
e e s . . . . . . Tiirkiye’de genglik meselesinin
Miidiirliigi (1988), “Calismayan Gengligin Sorunlari: 1. Genglik Surasi | kaygisi-beklentisine dair tutumlari, genglik : <
.. , e 02T bastan basa yeniden tanimlandig:
On Calisma Raporu”, Ankara ve akran iliskileri, kusaklararasi iletisim bir dénemin kapisint aralamistir
*Sinan Erdogan (1988) “Dis Go¢ ve F. Almanya’dan Doniis Yapmis problemlerine ait caligmalarin 6ne ¢iktig1 P sur.
(Sivas Ortaokul ve Liselerinde) Genglerin Uyum Sorunlar1 Uzerine goriilmektedir. Ayn1 donemde 6ne ¢ikan bir
Sosyolojik Bir Inceleme”, Cumhuriyet Universitesi, Sosyoloji Boliimii, | baska temel konu ise, yurt disinda yasayan
Y. Lisans Tezi Tiirk vatandaslarinin birinci nesil ¢ocuklari
ve genglerinin uyum sorunlarini tespit
etmeye yonelik caligmalardir.
*Mahmut Tezcan (1991), “Genglik Sosyolojisi Yazilar1” Bu dénemde 6zellikle meslek ve kariyer 1990 sonrasi donem aslinda Tiirkiye
* Fiigen Berkay (1996), “Genglik Sosyolojisi” planlamasi ile egitimde kaliteyi arttirmay1 gengligi agisindan sdylemsel planda
*Stireyya Eryasar (1996), “Atatiirk¢iiliik ve Genglik”, Atatiirkcii onceleyen yayinlarda bir artig yasanmus; yeni bir donemin de habercisi olarak
Diisiince, Ankara genglik ve madde bagimliligy, alkol ve goziikmektedir. Genglik iizerine
*Mahmut Tezcan (1997), “Genglik Sosyolojisi ve Antropolojisi uyusturucu madde kullanimi, artan sug calisan pek ¢ok arastirmaci igin
Aragtirmalar1”, Ankara, Ankara Universitesi EBF Yaynlari oranlari, intihar ve siddet olgusu genglik Nitel ve Nicel Aragtirma 1990’11 yillarla baslayan yeni
1990-2000 *Ilker Alp (1997), “Atatiirk ve Tiirk Gengligi”, Atatiirk Aragtirma calismalarinda sikga rastlanan konular Yontemleri donem; gencligin liberallestigi, fikir
Merkezi Dergisi, Ankara arasina girmistir. Ozellikle Tiirkiye’de kullanilmustir. ve aksiyon anlaminda
*Cihan Dura (1997), “Gengler! Atatiirk’i Tantym”, Atatiirk¢ii yiikselen “Islamci Siyaset”in bir yansimasi niteliksizlestigi ve “Ozal gengligi”,
Diisiince, Ankara olarak dindar ve “Islamc1” genglik iizerine “depolitik genclik” ya da “apolitik
*Esra Burcu (1998), “Genglik Teorilerinin Simiflandirilmasina fliskin caligmalarin da yogunlastigina tanik genclik” olarak ifade edilen amagsiz
Bir Calisma”, Sosyoloji Arastirmalar1 Dergisi, Ankara olunmakta; bu yaynlara paralel bir sekilde bir genglik tanimlamasinin 6ne
*Esra Burcu (2000), “Sosyolojik Bakig A¢isindan Atatiirk’iin Genglige | artig gdsteren “Atatiirk ve genglik” temali ¢iktig1 bir zaman dilimine karsilik
Verdigi Onem”, Silahli Kuvvetler Dergisi, Ankara caligmalarin da one ¢iktif1 gozlenmektedir. gelmektedir.
Kaynak: Bibliyografik bir degerlendirmeden yararlanilarak olugturulmustur. (Yaman, s. 114-138.)

104




2000’11 yillardan sonra ise gencglik konusunda yiiriitiilen ¢alismalar niteliksel
olarak cesitlenmis ve yeni konular genglik alanina dahil edilmistir. Son donemde
ozellikle geng issizligi, genglik ve deger iliskisi, gencligin gelecek kaygisi-beklentisi,
teknolojik gelismeler dogrultusunda gengligin internet, sosyal medya ve sanal diinya ile
iliskileri, genclik ve tiiketicilik rolli, genclik altkiiltiirleri 6ne ¢ikan c¢alisma konulari
olmustur. Bu dénemde ayrica Tiirkiye gengligi lizerine yapilan saha aragtirmalarinda da
bir artis olmustur. Gengligin kimlik arayigini, kiiltiirel aligkanliklarini, bireysel ve

toplumsal taleplerini konu edinen arastirmalar 6ne cikmustir.

Buna gore 2000’li yillarda Tiirkiye’de genglik ve gengligin ve siyasi
goriislerine yonelik yapilan bir takim saha caligmalari incelendiginde ortaya c¢ikan
bulgular incelenebilir. Bunlardan bir tanesi Hasan Tiizer ve Mehmet Meder tarafindan
2002 yilinda, Pamukkale Universitesi Ogrencilerinin Toplumsal, Ekonomik ve Siyasal
Egilimleri tizerine yapmis oldugu bir arastirmadir. Bu arastirma, 2001-2002 6gretim
yilinda Pamukkale Universitesi’nin gesitli fakiiltelerinde 6grenim géren 421 dgrenciyi
kapsamaktadir. Bu calismada Ogrencilerin biiyiik bir ¢ogunlugu gelir dagiliminin
esitsizligini, ¢esitli alanlarda firsat esitligininin bulunmadigini, yasalarin tarafsiz ve esit
davranilmasi konusunda esit olmadigini, Tiirkiye’nin demokratik bir iilke gdriintimii

veremedigi ve mevcut sartlarda politikay1 diisinmedigini vurgulamigtir.®

Bu konuda yapilmig aragtirma raporlar1 ve daha kapsamli ¢aligmalara bakacak
olursak bunlardan bir tanesi de, Selcuk Sirin tarafindan New York Universitesi ve
Bahgesehir Universitesi ortakhiginda gergeklestirilmistir. Selcuk Sirin’in  “Geng
Kimlikler-Siyasal, Kiiltiirel ve Sosyal Kimlikler Bakimindan Tiirkiye Gengligi” baslikli
arastirmasi, 2009 yilinda yaglar1 18-25 arasinda degisen 1403 gengle birebir goriisme
yontemiyle gergeklestirilmistir. Bu ¢alisma ile genglerin diinya goérislerine,
mezheplerine ve etnik kimliklerine gore siyasete ve siyasi partilere bakis acis1 ortaya
konulmaya c¢alisilmistir. Yapilan arastirmalar, genclerin siyasal kimliklerinden dolay1
cesitli zorluklar yasadigi ortaya koymakla beraber, onlarin ayni zamanda var olan

kamplasmalar disinda ¢ok yonlii siyasal kimlikler kurma yoniinde son derece yaratici

27 Yaman, 5.121-122. ) )
218 Hasan Tiizer ve Mehmet Meder, “Pamukkale Universitesi Ogrencilerinin Toplumsal, Ekonomik ve Siyasal
Egilimleri Uzerine Bir Arastirma, Pamukkale Universitesi Egitim Fakiiltesi Dergisi, Cilt.1, Say1.11, (2002), s.147.
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olduklarin1 gostermektedir. Arastirmada ortaya ¢ikan 6nemli sonuglardan biri de laik
kimlik ile laik biling arasindaki fark olup, laik kesime ait oldugunu sdyleyen gengclerin,
laikligin geregi olan Onermelerde tutarsiz davranmaktadir. Bu ¢aligmada ayrica genglere
klinik psikolojide kullamlan BECK-Umutsuzluk Olgegi adi verilen bir test de
uygulanmistir. Bu teste ¢ikan sonuglar, genglerin geleceklerinden olduk¢a kaygili
oldugunu gostermektedir. Ozellikle Kemalist ve Kiirt kokenli gencler, firsat bulursaniz

baska bir iilkeye yerlesir misiniz sorusuna en ¢ok evet diyenleri olusturmaktadir.?*®

Bu kapsamda yapilan en kapsamli projeler ise, Avrupa Birligi ve Tiirkiye
tarafindan finanse edilen, Sebeke: Genglerin Katilimi Projesi (SEBEKE) cercevesinde
gerceklestirilen calismalardir. Bu Projenin vyiiriitiiciisii olan Istanbul Bilgi Universitesi
Sivil Toplum Calismalart Merkezi; STK Egitim ve Arastirma Birimi, Genglik
Calismalar1 Birimi ve Cocuk Calismalar1 Birimi olmak iizere ii¢ ayr1 birim olarak
yapilanmistir. SEBEKE’nin amaci, geng yurttaslarin ve genclerle ¢alisan sivil toplum
kuruluslarinin (STK) kamusal tartismalara ve karar alma mekanizmalarina katilimini
giiclendirmektir. Ayni zamanda, genglerin toplumsal katiliminin desteklenmesi
hedeflenmektir. SEBEKE c¢ercevesinde gergeklestirilen ¢alismalarda bir yandan
genglerin katiliminin siyasal, toplumsal ve ekonomik boyutlar1 ele alimirken, diger
yandan bu katilim konularini birbirinden ayri arastirilmak ve tartisilmak yerine, birbiri
ile baglantili; farkli konular iizerinden birbirini etkileyen, hatta kesisen tartisma

zeminlerinin olusturulmasi gézetilmistir.zzo

2012 yilinda baslayan bu calismalar 2 yilli kapsayan bir uygulama siiresinin
sonunda tamamlanmistir. Bu siirede SEBEKE kapsaminda bes arastirma yapilmustir.
Yapilan calismalar sirasiyla incelenecek olursa bunlardan ilki “Tiirkiye’de Genglerin
Katilimi” adli ¢calismadir. Bu c¢alismada KONDA Arastirma ve Danigsmanlik sirketi
tarafindan gergeklestirilmistir. Tirkiye genelindeki gengleri temsil etmeyi hedefleyen
aragtirma kapsaminda, 18-24 yas araliginda olan 2508 gengle goriistilmiistiir. Genel
olarak siyasal, toplumsal ve ekonomik boyutlari inceleyen bu arastirmanin gengler ve

siyasi partilere katilim degerlendirmesinde su sonuglara varilmistir. Genglerin yiizde 9’u

2 Tyirkiim, Laikim, Miisliimanim, 2009, http://www.hurriyet.com.tr/qgundem/12104881.asp (26 Ocak 2015).
220 yolkan Yilmaz ve Burcu Oy, Tirkiye’de Gengler ve Siyasi Katilim: Sosyo-Ekonomik Statii Fark Yaratiyor mu? ,
“Sebeke: Genglerin Katilim1 Projesi”, Istanbul, 2014, s.7-10.
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siyasi partilerden birine iiye oldugunu, iiye olmasa da partide veya genglik kollarinda
aktif olarak rol aldigin1 belirtiyor. Olmay: diisiinenler ve iiyelikten ayrilanlar ile birlikte,
dortte biri siyasi partilerle ilgileniyor. Ancak genglerin biiylik ¢ogunlugunun siyasi
partiye iliye olmadig1 ve liye olmak da istemedigi dikkat ¢ekiyor. Genglerin caligsanlari,
aileleri olmadan uzun siire yasayabileceklerini diisiinenleri, geliri yiiksek olanlari,
kisaca ekonomik olarak gorece kendine giliveni nispeten yliksek olanlari siyasi parti
tiyeligine daha yatkin bulunmustur. Diger bulgularla beraber degerlendirildiginde,
genglerin bir parti aidiyetiyle var olunan geleneksel siyasete ilgisiz olduklari
sOylenebilir. Siyasetle ilgilenmiyorum, parti liyeligini gereksiz buluyorum, sevmiyorum

tiirii cevaplara genglerin yaridan fazlasinin ragbet ettigi belirtilmistir.”!

SEBEKE kapsaminda ele alman ikinci arastirma ise, Laden Yurttagiiler’in
“Meclisin Genglik Soylemi: 1930-1990” adli ¢alismasidir. Yurttaglarin karar verme
siireclerine dogrudan katildiklar1 mekanizma meclis oldugu igin, aragtirmanin kapsami
mecliste genglerin hangi baglamda tartisildigini goriinlir kilmay:r amaglamaktadir.
Mesliste geng vekil olmadigi igin arastirma vekillerin goziinden genglerin nasil
goriindiigiine odaklanmistir. Buna gore 1930-1990 yillar1 arasinda mecliste, vekiller
tarafindan yapilan tartismalar incelendiginde vekillerin gencglere iliskin iki temel
kaygiyla hareket ettikleri sonucuna varilmistir. Bunlarin ilki, gencleri korumaya yonelik
cabadir. Genglerin korunmasi gerektigini diisiinen ve uygulamalarini bu cergevede
belirleyen bu akil, genglerin istenmeyen konu ya da durumlarla temas etmemesini
saglayan goriinmez (ve bir o kadar da goriiniir) bir gerceve cizilmesine yol agcmustir.
Vekillerin genglerle ilgili olarak varmis olduklart ikinci yargi ise, genglerin egitimi
alanidir. Bu yiizden sik sik egitimin gerekliliginden s6z edilmis ve aileden zorunlu
egitime, askerlikten iiniversiteye kadar pek ¢ok farkli mecrada, birbirinin igine giren ya
da birbirleriyle kesisen konularda genglerin egitilmeleri i¢in yasalar ¢ikmistir. Ancak
buradaki temel sorun genclerin kendi adlarina konusabilen bireyler olarak bu siirecte yer

222
alamamalaridir.

221 KONDA Arastirma ve Danismanlik, “Tiirkiye’de Genglerin Katilim1”, Istanbul, 2014, 5.89. “Sebeke: Genglerin
Katilim1 Projesi”, Istanbul, 2014, s.89.

222 1 aden Yurttagiiler, “Meclisin Genglik Séylemi: 1930-1990”, “Sebeke: Genglerin Katilhimu Projesi”, istanbul,
2014, s.113-114.

107



Bu kapsamda yapilan iigiincii arastirma, Laden Yurttagiiler ve digerlerinin
“Ozerklik ve Ozgiirliikler Acisindan Tiirkiye’de Genglik Politikalar1” adli caligmasidir.
Bu calismanin konusu olan gencler, sosyal haklar konusunda 6nemli kisitlar, hatta
ithlaller yasamaktadir. Gengler, gerek egitimleri siiresince gerekse egitimlerini
tamamladiktan sonra is bulma konusunda zorlu bir siiregten ge¢mektedirler. Bunun
sonucu olarak ise genglerin, egitim, saglik ya da barinma gibi temel ihtiya¢ ya da
hizmetleri piyasadan almalar1 sinirli ya da yetersizdir. Yurttaglik hakki olarak, kamu
tarafindan saglanmasi beklenen hizmetler, diger bir deyisle, destek mekanizmalari ise
hem nicelik, hem de nitelik olarak kisithidir. Ihtiyaglarini piyasadan satin alamayan,
temel sosyal haklari kamu tarafindan yurttaglik hakki baglaminda hi¢ ya da yeterince
karsilanmayan gencler i¢in geriye kalan tek gilivenlik agi ailedir. Fakat bu durum
gencleri aileye bagimlhi hale getirir. Zira ailenin ihtiyaclarini karsilamadigi durumda
gengler, muhtag durumda kalmaktadirlar. Dolayisiyla, ailenin ilgili kaynaklar1 saglarken
takinacagi tutum, gencin ne denli bagimsiz olabileceginin de belirleyicisidir. Aragtirma
baglaminda daha yakindan bakilirsa, genglerin haklarina ulasamamalart sonucunda
ozerkliklerinin ne denli etkilendigi daha net g(’)riilebilir.223 Bu cercevede hem genel
olarak genclerin, hem de 6zel olarak farkli dezavantajlar1 olan genclerin refahlarini ve
katilimlarint gelistirici politikalara ihtiyacin sadece bugiinle ilgili olmadigi, niifus
projeksiyonlarinina bakildiginda yarinlar i¢in de gegerli oldugu bu calismada

belirtilmistir.??*

SEBEKE kapsaminda yapilan dordiincii ¢alisma ise, Volkan Yilmaz ve Burcu
Oy’un “Tiirkiye’de Gengler ve Siyasi Katilim: Sosyo-Ekonomik Statli Fark Yaratiyor
mu?” adli caligsmasidir. Bu ¢alismada ilk ¢alisma olan “Tiirkiye’de Genglerin Katilim1”
adli ¢caligmanin devami niteligindedir. KONDA Arastirma ve Danigmanlik sirketi’nin
18-24 yas araliginda olan 2508 gengle yapmis oldugu goriismenin sonuglarini sosyo-
ekonomik acidan degerlendirmistir. Calismada genclerin sosyo-ekonomik statiileri
gostergeleri ile cesitli siyasi katilimlar1 arasindaki iliski degerlendirilmistir. SEBEKE
kapsaminda yapilan en son arastirmada Ortaya g¢ikan genel sonuglar ise; 6grencilerin

ortalama siyasi katilim diizeylerinin, 6grenci olmayanlardan yiiksek olmasi, burs ve

22 [ aden Yurttagiiler, Burcu Oy ve Yériik Kurtaran, “Ozerklik ve Ozgiirliikler Acisindan Tiirkiye’de Genglik
Politikalari”, Sebeke: Genglerin Katimu Projesi, Istanbul, 2014, .33.
24y urttagiiler ve digerleri, “Ozerklik ve Ozgiirliikler Agisindan Tiirkiye’de Genglik Politikalar1”, 5.116.
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kredi alan Ggrencilerin ortalama siyasi katilim diizeylerinin, burs ve kredi almayan
Ogrencilerden yiiksek olmasi, egitim diizeyi lise altinda olan genclerin ortalama siyasi
katilim diizeyleri, egitim diizeyi lise ve iistiinde olan genclerin ortalama siyasi katilim
diizeylerinden diisiik olmasi, agik 6gretimde okuyan 6grencilerin ortalama siyasi katilim
diizeyleri devlet Universitesi 6grencilerinden diisiik, vakif tiniversitesi 6grencilerinden
ise neredeyse diigiik olmasi, metropollerde yasayan dgrencilerin ortalama siyasi katilim
diizeyleri kentlerde yasayan Ogrencilerin ortalama siyasi katilim diizeylerinden daha
yiiksek olmasi, ailesini maddi agidan dar gelirli olarak tanimlamis olan genglerin genel
siyasi katilim diizeyleri ailelerini maddi agidan ortanin iistii ve yiiksek gelirli olarak
tanimlamis olan genglerin genel siyasi katiim diizeylerinden daha diisiik olmasi,
annesinin iniversite ya da daha yiiksek bir okuldan mezun olmus oldugunu belirten
genclerin genel siyasi katilimlar1 annesinin ortaokul veya lise mezunu oldugunu belirten
genglerin genel siyasi katilimlarindan daha yiliksek olmasi ve okuyup caligmayan
genclerin genel siyasi katilim diizeyleri okumayan calismayan genglerin genel siyasi

katilim diizeylerinden yiiksek olmasi gibi sonuglara ulasllmls‘ur.225

SEBEKE kapsaminda Emre Giir ve Devin Bahgeci’nin kaleme aldigi
“Karsilastirmal1 Bir Analiz: Avrupa’da Genglerin Katilim1 Ve Genglik Politikas1” adli
bu son arastirmada, daha 6nceki dort ¢calismadan elde edilen bulgu ve dneriler, terclime
edilen kitaplarda yer alan Avrupa cografyasindaki genglik politikalar1 ve g¢aligmalarina
yonelik  sonuglar ile somut {lke olaylar1 ve deneyimlerine dayandirilarak

olustumlmustur.z26

Avrupa Konseyi Avrupa’da gencglik politikalart  hakkinda
tartismalarin  yogunlastigi kurumlardan biridir. Tirkiye’nin de iiye oldugu Avrupa
Konseyi tarafindan genclik alaninda yapilan ¢alismalar, Avrupa’daki ulusal devletlerin
politikalarina ve uygulamalarina yol gostermektedir. Avrupa Konseyi “insan haklari,
hukukun {stiinliigli ve cogulcu demokrasi ilkelerini korumak ve giiclendirmek;
azinliklar, irk¢ilik, hosgoriisiizliik ve yabanci diismanligi, sosyal dislanma, uyusturucu

madde ve cevre konularindaki sorunlara ¢oziim aramak; Avrupa kiiltiirel benliginin

olugmasina ve gelismesine katkida bulunmak” amact ile kurulmus bir isbirligi ve

25 Yilmaz, s.64.
228 Emre Giir ve Devin Bahgeci, “Karsilastirmali Bir Analiz: Avrupa’da Genglerin Katilim1 Ve Genglik Politikas1”,
Sebeke: Genglerin Katihmu Projesi, istanbul, 2014, s.11.
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dayanigma 6rgﬁtﬁdﬁr.227 Karsilastirmali olarak yapilan bu c¢alismada, genglerin
katilimina yonelik Ornek olaylara yer verilmistir. Bunlar arasindan siyasi katilim
deneyimi, sivil katilim deneyimi ve sosyal hareketler ve katilim deneyimi {i¢ ayn iilke
tizerinden ayrintili olarak tartisilmistir. Bunlar, Birlesik Krallik ile ilgili olarak siyasi
katilim deneyimi, Almanya ile ilgili olarak sivil katilim deneyimi ve Finlandiya ile ilgili
sosyal hareketler ve katilm deneyimidir. Ayrica genglik politikalar1 agisindan
Tiirkiye’ye 151k tutabilecek olan ii¢ iilke ile deneyimi incelenmistir. Bunlardan Norveg
deneyimi, {iilkede genglik teorileri, uygulamalar1 ve politikalarinin  nasil
uyumlulastirildigina dair Ornekler sunarken Cek Cumhuriyeti ve Slokvakya’nin
anlatildig1 deneyimde ise AB (Avrupa Birligi) genglik politikalarinin benzer ge¢mislere
sahip ve her ikisi de 2004 yilinda AB iiyesi olan iki iilkenin politikalarina nasil
yansitildig1 irdelenmektedir.??® Sonug olarak bir yanda BM, UNICEF gibi kurumlarin
gelistirmis oldugu politikalarin benimsenmesi, diger yanda Avrupa Birligi ve Avrupa
Konseyi gibi kurumlarin isbirlikleri ve genglerin katilimi alaninda atmis olduklari
adimlar, bir diger yanda da AB’ye iiye iilkelerde ve kendi dinamikleri c¢ergevesinde
nasil yanki buldugununa yonelik incelemeler, Tirkiye gencligi agisindan ¢esitli

modellerin basarisi lizerine diisiiniip tartisma imkani saglamlstlr.zzg

Bu konuda gerek Tiirkiye gencligi gerekse gengligin siyasi goriislerine yonelik
literariirde yer alan bazi calismalar ve oOzellikle bu alanda yapilmis projeler
incelendikten sonra, Tiirkiye’de genclerin siyasi goriislerinin sekillenmesinde hangi
gostergelerin 6nemli bir yer tuttuguna yonelik bir arastirma ile Tiirkiye gencliginin

siyasi profili belirlenmeye c¢alisilmistir.
3.2. Geng Niifus Siyasi Egilim Arastirmasi

Gengler, bulunduklar1 gelisimsel asama itibari ile kimlik olusumunun
gerceklestigi donemlerde bulunmaktadir. Kimlik olusumu genclerin, bulunduklari

gelisimsel siirecin en 6nemli unsurundan biridir. Genglik ekonomik, sosyal, siyasal

227 Giir, .30.
28Giir, s.11.
29 Giir, s.85.
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degisim ve doniisiimlerden cok hizli bir sekilde etkilenebilmektedir.”® Hem kendi
benligi hem de gevresel faktorlerin etkisi altinda kalarak siyasi bir egilim kazanan
genglige yonelik yapilan, bu aragtirmaya ait bilgiler devam eden kisimlarda

anlatilmistir.
3.2.1. Aragtirmanin Amaci, Kapsami ve Onemi

Calismanin amaci, Tiirkiye’de genglerin siyasi goriislerini etkileyen faktdrlerin
belirlenmesinde yani parti tercihlerinde CART ve MARS yontemlerini karsilagtirilip,
uygulamada hangi yontemin digerinden daha dogru bir smiflama yapacagini farkl
biiyiikliikteki baslangi¢ ve test verisi kullanarak incelemek ve sonrasinda en uygun olan
baslangic ve test verisi bilylikliigiine gore, farkli biiytikliikteki 6rnek sayilari ile bu kez
sadece CART ile modelleme yaparak ve en basarili simiflama modelini olusturmaya

calismaktir.

Bu calisma kapsaminda genclerin Oniimiizdeki se¢imlerde hangi partiye oy
vereceklerine yonelik tercihleri bagimli degisken olarak ele alinmistir. Her iki yontem
icin uygulanan analizlerle siniflama modelleri olusturulmas: hedeflenmistir. MARS
yontemi ikili bagimli degiskenler i¢in tasarlanmis bir model oldugu i¢in ve MARS ile
elde edilen analiz sonuglarinin CART ile kiyaslanabilmesi i¢in bagimli degiskenin
kategori diizeyi ilk asamada ikiye indirgenmistir ve en ¢ok tercih edilen ilk iki parti olan
“A Partisi” ve “B Partisi” ele alinmistir. Boylelikle iki yontemin sonuglari
karsilastirilmistir. Ikinci asamada ise en uygun olarak segilen baslangic ve test verisi
biiyiikliigii ile bu kez genel bir degerlendirme yapilmistir. Bu degerlendirmede bagiml
degisken olan parti tercihi “A Partisi”, “B Partisi”, “C Partisi” “Diger” ve “Kararsi1z”
olmak tizere bes kategori diizeyine gore bu kez farkli biiyiikliikteki 6rnek sayilart ile ele
almarak, CART ile modellenmis ve c¢esitli 6rnek biiylikliigiine gore en basarili sonug

veren siniflama modeli belirlenmistir.

Ayrica uygulamada genellikle insan genetigi, gida bilimi ve hastalik

aragtirmalari gibi gesitli alanlarda kullanilan CART ve MARS yontemleri bu alanlardan

2% gjyaset, Ekonomi ve Toplum Arastirmalart Vakfi (SETA), Tiirkiye’nin Genclik Profili, 1. Baski, Ankara: Pelin
Ofset, 2012, 5.13.
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farkli olarak Tiirkiye gencligi iizerine yapilmis bir anketten toplanan veriler ile

degerlendirilmistir.

Caligmanin kapsami dogrultusunda, KONDA Arastirma ve Danigmanlik sirketi
tarafindan 9-10 Nisan 2011 saha tarihinde “Tiirkiye Gen¢ligi Arastirmasi” adli bir anket
calismasindan faydalanilmistir. Bu anket kapsaminda Tiirkiye’de 15 yas iistii, 30 yas alt1
gen¢ niifusun, saha c¢alismasinin yapildigi giinlerdeki algilari, beklentileri, degerleri,
tercihleri, hayat tarzlari, bilgi edinme mecralar1 ve profillerini yansitan ve genglerin
kendi ve ailelerinin egitim durumu gibi demografik 6zelliklerini iceren sorulara yer
verilmistir. Bu sorular ile genglerin hayat ve siyasi goriislerinin nasil sekillendigi ve
dolayisiyla bu temel gostergelerden yola ¢ikarak bireylerin hayat ve siyasi goriislerine
gore simiflandirilmasinin miimkiin olacagi diisiiniilmektedir. Aslinda bu da dogrudan
geng niifusta siyasi se¢imin ne sekilde ortaya ¢ikacaginin bir gostergesi olabilmektedir.
Bu durum, geng¢ niifusun toplumun anlamli bir pargasi olarak ele alinmasinin ve
genclikle ilgili etkin politikalarin olusturulmasinin &nemini gostermektedir. Oyle ki
niifus projeksiyonlarina gore, 2025 yilinda Tiirkiye’deki geng¢ niifus oraninin, ABD ve
Avrupa iilkelerinden yiiksek olacag1 ve Tiirkiye’nin, Avrupa Birligi {ilkelerine kiyasla
olduk¢a gen¢ bir niifusa sahip oldugu g6z Oniline alindiginda; etkili genclik

politikalarinin Tiirkiye acisindan ne derece dnemli oldugu anlasilmaktadir.
3.2.2. Anakiitle ve Orneklem

Calismada kullanilan veriler, KONDA Arastirma ve Danismanlik sirketi
tarafindan 9-10 Nisan 2011 saha tarihinde “Tiirkiye Gengligi Aragtirmas:” adli bir anket
calismasi ile toplanmistir. Buna gore ,yerlesim yerleri dnce kir/kent/metropol olarak
ayrigtirllmig ve 12 bolge esas alinarak orneklem tespit edilmistir. Boylelikle, arastirma
35 ilin, 134 ilgesine bagli 202 mahalle ve koyiinde 15-30 yas arasindaki 2366 kisiyle
hanelerinde ylizylize goristilerek gerceklestirilmistir. Goriisiilen kisi sayisina her
mahallede 12’°ser kisiyle goriisme yapilarak ulagilmistir. Bu 12 goriisme i¢in 6nce yas
filtresi uygulanmig ve goriismelerde yas ve cinsiyet kotasi uygulanmistir. Yani yas
gruplart 15-20, 21-25 ve 26-30 olacak sekilde her yas grubundan esit sayida kadin ve

erkek ile goriisiilmiustiir.
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Arastirmanin  kapsami dogrultusunda Tiirkiye Istatistik Kurumu (TUIK)
bilgilerine gére 2011 yilinda Tiirkiye niifusu 73,7 milyon ve 15-30 yas arasindaki niifus
17,3 milyon olup, anakiitle verisini temsil etmektedir. Ayrica 2011 Aralik ay1 itibariyle,
TUIK Adrese Dayali Niifus Kayit Sistemi (ADNKS) verilerine gore, Tiirkiye’de toplam
niifusun yaris1 29,7 yastadir. Yani Tiirkiye’nin oratanca yasi 29,7’dir. Ortanca yas
erkeklerde 29,1 iken; kadinlarda 30,3 tiir. Bu anakiitle verisinden yola ¢ikarak anketin
yapildig1 saha alan, Istatistiki Bolge Birimleri Siniflandirmasi (IBBS), Diizey 1 yani 12

Bolge Birimini kapsamaktadir. Gidilen iller asagidaki tabloda gosterilmistir.

Tablo 3.2. Orneklemin Saha Alam

Diizey 1 (12 Bolge) Gidilen iller

Istanbul Istanbul

Bati Marmara Tekirdag, Balikesir, Canakkale

Ege [zmir, Manisa, Denizli

Dogu Marmara Bursa, Eskisehir, Kocaeli, Diizce

Bat1 Anadolu Ankara, Konya

Akdeniz Antalya, Adana, Mersin, Hatay, Kahramanmarag
Orta Anadolu Kayseri, Nevsehir, Sivas

Bat1 Karadeniz Samsun, Karabiik

Dogu Karadeniz Trabzon, Rize, Ordu

Kuzeydogu Anadolu | Erzurum, Kars

Ortadogu Anadolu | Malatya, Van, Tunceli

Gilineydogu Anadolu | Gaziantep, Sanliurfa, Diyarbakir, Mardin

Kaynak: KONDA Aragtirma ve Danigsmanlik, Tiirkiye Gengligi Arastirmasi’2011

Calismada  kullamlan  6rnekleme teknigi ise, Tesadiifi Ornekleme
Tekniklerinden olan Tabakali Ornekleme teknigidir. Tabakali 6rnekleme, incelenen
Oznitelik agisindan heterojen yapidaki anakiitlenin homojen alt gruplara (tabakalara,
ziimrelere) ayrildigi ve bu tabakalarin her birinden belirlenen sayilarda ve tesadiifi

231 Tabakali 6rneklemede, her tabakadan tabaka

ustille birimlerin secildigi 6rneklemedir.
hacmi ile orantili (degisken oranli) veya her tabakadan sabit oranda (n/N) ya da

tabakalarin degiskenligi ile orantili birimler tesadiifi olarak segilerek orneklem

281 | Esen Yildirim, Kamuoyu Arastirmalar ve Su Tiiketim Bilinci Uzerine Bir Uygulama, Ankara: Seckin
Yayincilik, 2010, s.73.
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olusturulur.”®® Asagidaki tabloda bulunan oranlarm incelenmesi neticesinde, hemen
hemen her tabaka hacmi ile orantili orneklemin segildigi goriilmektedir. Bu da
kullanilan 6rnekleme tekniginin; tabaka hacmi ile orantili tabakali 6rnekleme yontemi

oldugunu gostermektedir.

Tablo 3.3. Orneklem Bilgisi

Arastirma Saha Arastirma 1’1"[1}111111( TUIK 1"5-30
Uygulamasi Niifus Yas Niifus

Istanbul 19,0 18,0 20,1
Bat1 Marmara 51 43 43
Ege 15,5 13,1 13,8
Dogu Marmara 10,2 9,3 7,2
Bat1 Anadolu 9,3 9,5 10,4
Akdeniz 12,3 12,8 13,9
Orta Anadolu 51 5,2 5,7
Bat1 Karadeniz 6,7 6,1 6,3
Dogu Karadeniz 2,1 3,4 3,5
Kuzeydogu Anadolu 2,6 3,0 3,6
Ortadogu Anadolu 3,5 4.9 6,0
Gilineydogu Anadolu 8,7 10,3 5,2
Toplam 100 100 100

Kaynak: KONDA Arastirma ve Danigsmanlik, Tiirkiye Gengligi Arastirmasi’2011
3.2.3. Arastirma Verisi

Veriler alindiklar1 kaynaga gore dogrudan/birincil veya dolayli/ikincil veriler
olmak {tizere iki ana grupta toplanabilirler. Birincil veriler aragtirmay1 yapan kisi veya
kurum tarafindan kaynagindan alinan verilerdir. ikincil veriler ise, baska kurum veya
kuruluglar tarafindan toplanarak diizenlenen verilerdir.”®®* Buna gore arastirma
kapsaminda ele alinan veriler KONDA Arastirma ve Damismanlik sirketi tarafindan
Nisan 2011 tarihinde “Tiirkiye Gengligi Arastirmasi” adli bir anket caligmasindan elde
edilmis olup, ikincil veri 6zelligi tasimaktadir. Anketin uygulandigi katilimeilarin sayisi
2366 kisidir. Bu anketlerden veri girisinin yapildigr anket sayisi ise 2335 gdzlemi

kapsamaktadir.

2% gahamet Biilbiil, Tammlayie Istatistik, istanbul: DER Yaymevi, 2013, 5.32.
2% A hmet Mete Cilingirtiirk, Istatistiksel Karar Almada Veri Analizi, Ankara: Seckin Yaymcilik, 2011, s.29.
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Bu anket kapsaminda Tirkiye’de 15 yas iistii, 30 yas alt1 geng niifusun, saha
calismasinin yapildigi gilinlerdeki (9-10 Nisan 2011) algilari, beklentileri, degerleri,
tercihleri, hayat tarzlari, bilgi edinme mecralar1 ve profillerini yansitan ve genclerin
kendi ve ailelerinin egitim durumu gibi demografik o6zelliklerini i¢eren sorulara yer
verilmistir. Bu sorular bagimsiz degisken olarak incelenmistir. Anket kapsaminda
genglerin Oniimiizdeki segimlerde hangi partiye oy vereceklerine yonelik tercihlerini
iceren soru ise, bagimli degisken olarak ele alinmistir. Bu soruya yasi tutmadigi igin
cevap vermeyen 468 katilimci ¢alismadan ¢ikarildigi icin 6ncelikle 1867 anket verisi ele
alinmistir. Daha sonra calismada oy orani en yiiksek c¢ikan iki biiyiik parti ele
alindiginda ise 1018 anket verisi ile ¢alisimistir. Buna gore ankette yer alan sorular

asagidaki tabloda genel olarak sorulus amacina gore 6zetlenmistir.
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Tablo 3.4. Katihmeilara Uygulanan Anket Sorulari

Katilimcilarin Profiline Ait
Sorular

Cinsiyet Yas Egitim durumu Baba egitim durumu
Dogum yeri (bolge) Baba dogum yeri (bdlge) Medeni durumu Calisma durumu
Babaniz ne is yapar (d1)? | Aylik geliri Aylik aile geliri Gelirin kaynag1
Kendi dindarlig1 Aile reisinin dindarlig Oy vercegi parti Yerlesim Yeri

Nerede 6grenci? Oturulan evin tipi

Ne kadar zamandir bu yerde yasiyorsunuz?

Katilimcilarin Beklentisine Ait
Sorular

Benim hayat sartlarim 5 yil sonra daha iyi olacak

Tiirkiye'deki hayat sartlar1 5 y1l sonra daha iyi
olacak

Katilmcilarin Degerlerine Ait
Sorular

Giindelik hayatimda toplumun tiim kurallarina harfiyen uyarim.

Gecmisten gelen geleneklerimiz degismeden
korunmalidir.

Zengin kiza fakir oglan, fakir kiza zengin oglan olmaz. Hayatta davul
bile dengi dengine calar.

Hayatimin gidisatin1 degistirmek icin
yapabilecegim pek bir sey yok... Boyle gelmis
boyle gider...

Se¢im yapmak durumunda olsaydiniz, hangisinin en énemli oldugunu
sOylerdiniz?

En ¢ok hangi kuruma goniilden giivenirsiniz?

Katilimcilarin Fikirlerine Ait
Sorular

Sizce lilkemizdeki bu haliyle iiniversite egitimi en ¢ok ne sagliyor?

Hayata hazirlanirken en ¢ok seyi nerden
Ogrencdiniz?

Gitme imkani olsa bile yine Tiirkiye'de yasamayi tercih ederdim.

Tiirkiye Orta Dogu ve Miisliiman {ilkelerle daha
yakin isbirligi icinde olmalidir.

Tiirkiye Avrupa Birligine mutlaka iiye olmalidir.

Katilimcilarin Basar1 Tanimina
Ait Sorular

Cok bilgili olabilmek i¢in en gerekli olan hangisidir?

Hayallerini gergeklestirebilmek icin en gerekli
olan hangisidir?

Is hayatinda ¢ok basaril1 olabilmek i¢in en gerekli olan hangisidir?

Gii¢ elde etmek i¢in en gerekli olan hangisidir?

Toplumda statii kazanmak i¢in en gerekli olan hangisidir?

Basar1 kelimesi sizin i¢in ne ifade ediyor?

Hangisi elinizde olursa kendinizi mutlu sayarsiniz?

Isteyerek, mutlu olarak calisacaginiz is
konusunda maasi disinda asagidakilerden
hangisi sizin i¢in en dnemli unsurdur?
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Katilimcilarin Ahlaki
Degerlerine Ait Sorular

Idolii (meslege gore)

Evleneceginiz insanda agagida
okuyacaklarimdan hangi 6zelligin mutlaka
olmasini istersiniz?

Bir kadin ile erkek asagidakilerden hangisi olur ise sizce beraber
yasayabilirler?

Ogretmenin dovdiigii yerde giil biter.

Kizin1 ddvmeyen dizini dover.

Maceraci sifat1 kime yakistyor?

Rekabetgi sifat1 kime yakisiyor?

Uzlagmaci sifat1 kime yakigiyor?

Sevecenlik sifat1 kime yakistyor?

Ozgiirliik diiskiinii sifat: kime yakistyor?

Katilimcilarin Aile ile Catisma
Durumuna Ait Sorular

Giyim kusam konusunda aileniz ile hangi siklikta catisma yasarsiniz?

Duygusal arkadas edinmek konusunda ailenizle
hangi siklikta catisma yasarsiniz?

Gece disariya ¢ikmak konusunda ailenizle hangi siklikta catisma
yasarsiniz?

Dini kurallara riayet etme konusunda ailenizle
hangi siklikta ¢atigma yasarsiniz?

Bilgisayar/internet kullanma konusunda ailenizle hangi siklikta catisma
yasarsiniz?

Katilimcilarin Tiketim
Tercihine Ait Sorular

Reklam / promosyon énemli midir? (Uriin satin alirken)

Marka 6nemli midir? (Uriin satin alirken)

Moda / trend énemli midir? (Uriin satin alirken)

Ailenin aliskanliklar1 6nemli midir? (Uriin satin
alirken)

Moda / trend dnemli midir? (Uriin satin alirken)

Ailenin aliskanliklar1 dnemli midir? (Uriin satin
alirken)

Katilimcilarin Hayat Tarzlarina
Ait Sorular

Bilgisayariniz var mi?

Internete nereden giriyorsunuz?

Internete ne siklikta giriyorsunuz?

Internet sosyal paylasim aglarma iiyelik

Interneti en ¢ok hangi iki eylem i¢in kullantyorsunuz?

En ¢ok izlediginiz TV kanal1

En ¢ok izlediginiz TV programi

TV izleme siklig1

Haberleri nereden takip ediyorsunuz?

Okudugu gazete

Dernek — vakif - sosyal kuliip tiyeligi

En ¢ok hangisi ilginizi, merakinizi ¢eker?

Kaynak: KONDA Aragtirma ve Danigsmanlik, Tiirkiye Gengligi Arastirmasi’2011
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3.2.4. Arastirma Metodolojisi

Arastirmada verilerin analizi i¢in karar agaclarinda kullanilan siniflama
yontemlerinden olan CART ve MARS yontemlerinden faydalanilmistir. CART hem
kategorik hem de siirekli degiskenleri kullanarak siniflama ve regresyon problemlerinin
¢Ozlimiinde karar agaclarini kullanan parametrik olmayan istatistiksel bir metottur. Ele
alinan bagiml degisken kategorik ise yontem siniflama agaclari, stirekli ise regresyon
agaclar1 olarak adlandirilmaktadir. Ayn1 durum MARS yontemi i¢in de gecerlidir.
MARS yontemi, hem siirekli hem de ikili bagimli degiskenler icin tasarlanmustir.
Bagimli degiskeninin silirekli olmast durumunda kestirim amagli olan bu yontem,

bagimli degiskeninin kategorik olmasi durumunda ise, siniflandirma amacina sahiptir.

Caligma kapsaminda genclerin Onlimiizdeki se¢imlerde hangi partiye oy
vereceklerine yonelik tercihleri bagimli degisken olarak ele alinmistir. Boylelikle
CART ve MARS yontemleri ile siniflama modelleri olusturulmustur. Her iki yontem
igin ilgili analizler SPM 7.0 (Salford Predictive Modeller) veri madenciligi programu ile
yapilmistir. Calismada genglerin demografik 6zelliklerine ait frekanslar ise, IBM SPSS

Paket programi 21 siirtimii ile hesaplanmistir.
3.3. Analiz ve Bulgular

Bu calismada Tiirkiye’de genglerin siyasi goriislerini etkileyen faktdrlerin
belirlenmesinde yani parti tercihlerinde CART ve MARS yontemleri karsilastirilip
uygulamada hangi yontemin digerinden daha dogru bir smiflama yapacagi farkli
biiyiikliikteki baslangi¢ ve test verisi kullanilarak incelenmistir. Sonrasinda en uygun
olan baslangic ve test verisi biiylikliigiine gore bu kez sadece CART ile modelleme
yapilmigs ve farkli biytkliikteki ornek sayilari ile en basarili smiflama modeli

olusturulmaya ¢aligilmistir.

Calisma kapsaminda genclerin Onlimiizdeki secimlerde hangi partiye oy
vereceklerine yonelik tercihleri bagimli degisken olarak ele alinmistir. Her iki yontem
icin uygulanan analizlerde siniflama modeli olustulmasi hedeflenmistir. MARS yontemi
ikili bagimli degiskenler i¢in tasarlanmig bir model oldugu i¢in ve MARS ile elde edilen

analiz sonuclarimin CART ile kiyaslanabilmesi icin ilk asamada bagimlhi degiskenin
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kategori diizeyi ikiye indirgenmis ve en ¢ok tercih edilen ilk iki parti olan “A Partisi”

ve “B Partisi” ele alinmstir. Boylelikle iki yontemin sonuglari karsilastirilmustir.

Bu amagla ilk agsamada baglangicta modeli olustumak i¢in veri setinin sirastyla
%70’1, %50’si ve %30’u baslangic veri seti bir diger adiyla egitim verisi olarak ele
alimmustir. Buna gore veri setinin sirastyla geri kalan %30, %50 ve %70’lik kismi ise
modeli test etmek i¢in kullanilmistir. Bu durumda 3 adet CART ve 3 adet MARS

modeli elde edilmistir.

Ikinci asamada ise en uygun olan baslangic¢ ve test verisi bilyiikliigii ile bu kez
genel bir degerlendirme yapilmistir. Bu degerlendirme de bagimhi degisken olan parti
tercihi “A Partisi”, “B Partisi”, “C Partisi” “Diger” ve “Kararsiz” olmak lizere bes
kategori diizeyi esas alinarak farkli biiyiikliikteki 6rnek sayilarina gore CART yontemi
ile modellenmis ve gesitli 6rnek biiyiikliikleri icerisinden en basarili siniflama modeli

belirlenmistir. Buna gore yapilan analizlere ait bulgular sirasiyla asagida verilmistir.
3.3.1. Katihmeilarin Sosyo Demografik Ozelliklerine iliskin Bulgular

Buna gore katilimcilara ait sosyodemografik ozelliklerine iliskin bulgular

izleyen tablo ve grafiklerde verilmistir.

Tablo 3.5. Katihmeilarin Cinsiyet Dagilimi

Cinsiyet Frekans Yiizde (%)
Kadin 508 49,9
Erkek 504 49,5

Cevap Yok 6 0,6

Toplam 1018 100
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0,6%

m Kadin = Erkek Cevap Yok

Sekil 3.1: Katilimcilarin Cinsiyet Dagilim

Katilimcilarin cinsiyet dagilimlarinin hemen hemen esit ¢iktigi Tablo 3.5 ve

grafik 3.1°’de goriilmektedir.

Tablo 3.6. Katihmcilarin Yas Dagilimi

Yas Frekans Yiizde (%)
18 97 9,5
19 80 7,9
20 70 6,9
21 66 6,5
22 64 6,3
23 83 8,2
24 61 6
25 90 8,8
26 72 71
27 79 7,8
28 84 8,3
29 65 6,4
30 102 10
31 2 0,2
32 1 01
35 2 0,2

Toplam 1018 100
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10
8,8

8,3
8,2 78

7,1
6,4
——— —————

35

= Yas Yizde (%)

Sekil 3.2: Katilimcilarin Yag Dagilimi

Katilimcilarin biiyiik cogunlu 18 ve 30 yaslarinda olup, 31-35 yas arasi sadece

5 katilimc1 bulunmaktadir.

Tablo 3.7. Katihmeilarin Egitim Durumuna Goére Dagilim

Egitim Durumu Frekans Yiizde (%)
Lise alt1 457 449
Lise mezunu 411 40,4
Universite 147 14,4
Cevap Yok 3 0,3
Toplam 1018 100

aa,9
40,4
14,4
- a a -' e

Lise alt Lise mezunu Universite Cevap Yok

= Yiizde (26)

Sekil 3.3: Katilimcilari Egitim Durumuna Gére Dagilimi

Katilimeilarin %44,9°u lise alt1, %40,4’1 lise mezunu, %14,4’1 ise iiniversite

mezunudur.
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Tablo 3.8. Katihmecilarin Baba Egitim Durumuna Gore Dagilim

Baba Egitim Durumu Frekans Yiizde (%)
Lise alt1 765 75,1
Lise mezunu 199 19,5
Universite 54 5,3
Toplam 1018 100
Eaaw ——

Sekil 3.4: Katilimcilarin Baba Egitim Durumuna Goére Dagilimi

Katilimcilarin babalarinin %75,1°1 lise alt1, %19,5°1 lise mezunu, %5,3’1 ise

universite mezunudur.

Tablo 3.9. Katihmeilarin Dogum Yerine (il, Tige Merkezi, Kéy) Gore

Dagilim
Dogum Yeri Frekans Yiizde (%)

11 Merkezi 345 33,9
flce Merkezi 479 47,1
Koy 126 12,4
Cevap Yok 68 6,7
Toplam 1018 100

- vilzde (24)

Sekil 3.5: Katilimcilarin Dogum Yerine (i1, flge Merkezi, Koy) Gére Dagilimi
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Katilimeilarin %47,1°1 ilge merkezinde, %33,9°u il merkezinde, %12,4’1 ise

kdyde dogmus olup, katilimcilarin %6,7°si bu soruya cevap vermemistir.

Tablo 3.10. Katiimcilarin Baba Dogum Yerine (il, Ilce Merkezi, Koy)

Gore Dagilim

Baba Dogum Yeri Frekans Yiizde (%)
Il Merkezi 202 19,8
flge Merkezi 475 46,7
Koy 252 24,8
Cevap Yok 89 8,7
Toplam 1018 100

46,7
<A
24,8
19,8 _ A
_<

. l =
_

p p N

Il Merkezi llce Merkezi Koy Cevap Yok

R

m Yizde (%)

Sekil 3.6: Katilimcilar Baba Dogum Yerine (il, ilce Merkezi, Kéy) Gore Dagilimi

Katilimcilarin babalarinin %46,7’s1 ilge merkezinde, %24,8’1 kdyde, %19,8°1

ise il merkezinde dogmus olup, katilimcilarin %8,7’s1 bu soruya cevap vermemistir.
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Tablo 3.11. Katihmcilarin Dogum Yerine (Bolge) Gore Dagilim

Frekans Yiizde (%)
Dogum Yeri (Bolge)
Istanbul 102 10
Bat1 Marmara 60 59
Ege 141 13,9
Dogu Marmara 71 7
Bat1 Anadolu 77 7.6
Akdeniz 112 11
Orta Anadolu 48 4,7
Bat1 Karadeniz 103 10,1
Dogu Karadeniz 58 5,7
Kuzeydogu Anadolu 46 4,5
Ortadogu Anadolu 72 7,1
Giineydogu Anadolu 117 115
Yurtdist 10 1
Cevap Yok 1 0,1
Toplam 1018 100
13,9
11,5
10 10,1 —
59 7.6 7.1
4.7 __ 45
Lhnill..
-\'\, -\1, R > o 2 > -
_\"@0@6\ & a&f‘;& v*bz ?9 é e}a é’*’bé\vo bo\v? 6&?, b&*\\%’;&-\c
& FORR N S & bo"o @bo‘?a &
\Q"' 0& (9
m Yiizde (%)

Sekil 3.7: Katilimcilarin Dogum Yerine (Bolge) Gore Dagilim

Katilimcilarin %13,9’u Ege, %11,5’1 Giineydogu Anadolu, %11°’1 Akdeniz,
%10,1°’i Bati Karadeniz, %10’u Istanbul, %7,6’s1 Bati Anadolu, %7,1’i Ortadogu
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Anadolu, %7’si Marmara, %5,9’u Batt Marmara, %5,7’si Dogu Karadeniz, % 4,7’si

Orta Anadolu, %4,5’1 Kuzeydogu Anadolu ve %1°1 yurtdis1 dogumludur.

Tablo 3.12. Katilimcilarin Baba Dogum Yerine (Bolge) Gore Dagilim

Baba Dogum Yeri (Bolge) Frekans Yiizde (%)

Istanbul 22 2,2
Bati Marmara 65 6,4
Ege 120 11,8
Dogu Marmara 53 52
Bat1 Anadolu 64 6,3
Akdeniz 100 9,8
Orta Anadolu 68 6,7
Bat1 Karadeniz 120 11,8
Dogu Karadeniz 87 8,5
Kuzeydogu Anadolu 735 7,4
Ortadogu Anadolu 79 7,8
Giineydogu Anadolu 138 13,6
Yurtdist 23 2,3
Cevap Yok 4 0,4
Toplam 1018 100

13,6

13;8 13;8 —

9—8 8,5
6,4 6,3 6,7 = 74 e
= 5,2 P —r
luilifil.
m_BL_N._N._N._N.8._N._8._§._§. 8 §.°-°
& @ P L @%"\b&i ety
S
= viizde (%)

Sekil 3.8: Katilimcilarin Baba Dogum Yerine (Bolge) Gore Dagilim

Katilimecilarin babalarinin %13,6’s1 Giineydogu Anadolu, %11,8’1 Ege ve Bat1
Karadeniz, %9,8’i Akdeniz, %8,5’i Dogu Karadeniz, %7,8’i Ortadogu Anadolu, %7,4’i
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Kuzeydogu Anadolu, %6,7’si Orta Anadolu, %6,4’tii Bati Marmara, %6,3’i Bati
Anadolu, %5,2’si Dogu Marmara, %2,3’ii Yurtdis1 ve %2,2’si Istanbul dogumludur.

Tablo 3.13. Katilimeilarin Medeni Durumuna Gore Dagilim

Medeni Durum Frekans Yiizde (%)
Bekar 531 52,2
Nisanli 49 4.8
Evli 425 41,7
Bosanmis 8 0,8
Dul 3 0,3
Cevap Yok 2 0,2
Toplam 1018 100

Cevap Yok
0,225

Sekil 3.9: Katilimcilarin Medeni Durumuna Gére Dagilim

Katilimeilarin %52,2°si bekar, %41,7’si evli, %4,8’1 nisanli, %0,8’1 bosanmus,

0,3’1 dul olup, katilimcilarin %0,2’si ise bu soruya cevap vermemistir.

Tablo 3.14. Katihmcilarin Calisma Durumuna Goére Dagilim

Calisma Durumu Frekans Yiizde (%)
Calistyor 412 40,5
Ogrenci 270 26,5
issiz 252 24,8
Caligamaz halde 71 7
Cevap Yok 13 1,3
Toplam 1018 100
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—
| | S

Cahlisiyor Ogrenci Issiz Calisamaz Cevap Yok
halde

= Ylzde (%)

Sekil 3.10: Katilimcilarin Caligma Durumuna Gore Dagilimi

Katilimcilarin = %40,5’1  calisiyor, %26,5’1 6grenci, %24.,8’1 igsiz, %7’si

calisamaz halde ve katilimcilarin %1,3’{ ise bu soruya cevap vermemistir.

Tablo 3.15. Katilmeilarin Baba Calisma Durumuna Gore Dagilimi

Baba Calisma Durumu Frekans Yiizde (%)

Calisiyor 650 63,9
Emekli 301 29,6
Issiz 21 2,1
Calisamaz halde 30 2,9
Cevap Yok 16 1,6
Toplam 1018 100

I 29,6

_— I .I e i
Cahsiyor Emekli Issiz (;.;’I-‘lj;;drrewaz Cevap Yok
- viizde (26)

Sekil 3.11: Katilimcilarin Baba Caligma Durumuna Gore Dagilimi

Katilimcilarin - babalarinin = %63,9’u  calisiyor, %29,6’s1  emekli, %2,9°u

calisamaz halde, %2,1°1 igsiz ve katilimcilarin %1,6’s1 ise bu soruya cevap vermemistir.
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Tablo 3.16. Katihmcilarin Oturdugu Evin Tiiriine Gore Dagilimi

Oturulan Evin Tiirii Frekans Yiizde (%)

Varos 45 4.4
Geleneksel Ev 401 39,4
Apartman 509 50

Site 48 4,7

Cevap Yok 15 15
Toplam 1018 100

= viizde (26)

Sekil 3.12: Katilimcilarin Oturdugu Evin Tiirtine Gére Dagilimi

Katilimcilarin %50’si apartman dairesinde %39,4’1 geleneksel evde (miistakil
ev), %4,7’si sitede, %4,4°1 ise, gecekondu tiirii varos evde oturmaktadir. Katilimeilarin

%1,5’1 ise bu soruya cevap vermemistir.

Tablo 3.17. Katihmcilarin Yerlesim Yeri Tiiriine Gore Dagilimi

Yerlesim Yeri Frekans Yiizde (%)
Kir 182 17,9
Kent 401 39,4
Metropol 435 42,7
Toplam 1018 100

128




17,9

Kir Kent Metropol

- viizde (246)

Sekil 3.13: Katilimeilarin Yerlesim Yeri Tiiriine Gére Dagilimi

Katilimcilarin %42,7°si metropolde, %39,4’1 kentte ve %17,9’u kir bolgesinde

yasamaktadir.

Tablo 3.18. Katihmcilarin “Benim hayat sartlarim 5 yil sonra daha iyi

olacak” Goriisii

Frekans Yiizde (%)
Kesinlikle Yanlis 30 2,9
Yanlis 172 16,9
Ne dogru ne yanlig 239 23,5
Dogru 490 48,1
Kesinlikle Dogru 86 8,4
Cevap Yok 1 0,1
Toplam 1018 100

48,1

’
23,5
——
16,9
8,4
2,9 .l
- Q,1

Kesinlikle Yanhs MNe dogru .Dogru Kesinlikle Cevap Yok
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Sekil 3.14: Katilimcilarin “Benim hayat sartlarim 5 y1l sonra daha iyi olacak” Goriisii

Genglerin %481 “hayat sartlarinin 5 yil sonra daha iyi olacak goriigiinii” dogru
bulmusken, %23,5°1 kararsiz kalmis, %16,9’u bu goriisii yanlis bulmus, %8,4’1 ise bu
goriisii kesinlikle dogru bulurken, %2,9’u kesinlikle yanlis olarak degerlendirmis.

Genglerin %0,1°1 ise bu soruya cevap vermemistir.
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Tablo 3.19. Katihmcilarin “Tiirkiyedeki hayat sartlar: 5 yil sonra

kesinlikle daha iyi olacak” Goriisii

Frekans Yiizde (%)
Kesinlikle Yanlig 64 6,3
Yanlis 267 26,2
Ne dogru ne yanlig 271 26,6
Dogru 359 35,3
Kesinlikle Dogru 55 54
Cevap Yok 2 0,2
Toplam 1018 100
KeYsaill'.!‘\liI:Ie Yanhs I:‘l: \c/i:lp."%lr’l: .Dogru K?.sémglri—:le Cevap Yok
- vizde (%6)

Sekil 3.15: Katilimeilarin “Tiirkiyedeki hayat sartlar1 5 y1l sonra kesinlikle daha iyi

olacak” Goriisi

Genglerin %35,3’1 “Tiirkiyedeki hayat sartlar1 5 yil sonra daha iyi olacak”

gorilistinii dogru bulmusken, %?26,6’s1 kararsiz kalmis, %26,2’si bu gorilisii yanlis

bulmus, %6,3’1 ise bu goriisii kesinlikle yanlis olarak bulurken, %5,4’i kesinlikle dogru

olarak degerlendirmis. Genglerin %0,2’si ise bu soruya cevap vermemistir.

Tablo 3.20. Katihmcilarin “Giindelik hayatimda toplumun tiim

kurallarina harfiyen uyarim” Goriisii

Frekans Yiizde (%)
Kesinlikle Yanlig 16 1,6
Yanlis 167 16,4
Ne dogru ne yanlig 257 25,2
Dogru 507 49,8
Kesinlikle Dogru 71 7
Toplam 1018 100
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Sekil 3.16: Katilimcilarin “Giindelik hayatimda toplumun tiim kurallarina harfiyen

uyarim” GOriisi

Genglerin %49,8’1 “giindelik hayatimda toplumun tiim kurallarina harfiyen
uyarim” goriisiinii dogru bulmusken, %25,2’si kararsiz kalmis, %16,4’1i ise bu goriisi
yanlis bulmus, %7’si bu goriisii kesinlikle dogru olarak bulurken, %1,6’s1 ise kesinlikle

yanlis olarak degerlendirmis.

Tablo 3.21. Katihmcilarin “Gecmisten gelen geleneklerimiz degismeden

korunmahdir” Goriisii

Frekans Yiizde (%)
Kesinlikle Yanlisg 16 1,6
Yanlis 75 7,4
Ne dogru ne yanlis 101 9,9
Dogru 603 59,2
Kesinlikle Dogru 221 21,7
Cevap Yok 2 0,2
Toplam 1018 100
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Sekil 3.17: Katilimcilarin “Gegmisten gelen geleneklerimiz degismeden

korunmalidir” Goriisi

Genglerin =~ %59,2°si  “gecmisten  gelen  geleneklerimiz ~ degismeden
korunmalidir” goriisiinii dogru bulmusken, %21,7’si kesinlikle dogru bulmus, %9,9’u
ise kararsiz kalmis, %7,4’t4 bu goriisii yanlis bulurken, %1,6’s1 ise kesinlikle yanlis

olarak degerlendirmis. Genglerin %0,2’si ise bu soruya cevap vermemistir.

Tablo 3.22. Katihmcilarin “Zengin kiza fakir oglan, fakir kiza zengin

oglan olmaz. Hayatta davul bile dengi dengine calar.” Goriisii

Frekans Yiizde (%)
Kesinlikle Yanlig 158 15,5
Yanlis 374 36,7
Ne dogru ne yanlig 121 11,9
Dogru 291 28,6
Kesinlikle Dogru 72 7,1
Cevap Yok 2 0,2
Toplam 1018 100
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Sekil 3.18: Katilimcilarin “Zengin kiza fakir oglan, fakir kiza zengin oglan olmaz.

Hayatta davul bile dengi dengine ¢alar.” Goriisii

Genglerin %36,7’si “Zengin kiza fakir oglan, fakir kiza zengin oglan olmaz.
Hayatta davul bile dengi dengine c¢alar.” goriisiinii yanlis bulmusken, %28,6’s1 dogru
bulmus, %11,9’u karasiz kalmis, %15,5’1 ise bu goriisii kesinlikle yanlis olarak
bulmusken, %7,1°1 bu goriisii kesinlikle dogru olarak degerlendirmis. Genglerin %0,2’si

ise bu soruya cevap vermemistir.

Tablo 3.23. Katimeilarin “Hayatimin gidisatim degistirmek icin

yapabilecegim pek bir sey yok... Boyle gelmis boyle gider...” Goriisii

Frekans Yiizde (%)
Kesinlikle Yanlig 189 18,6
Yanlig 462 45,4
Ne dogru ne yanlig 113 11,1
Dogru 216 21,2
Kesinlikle Dogru 33 3,2
Cevap Yok 5 0,5
Toplam 1018 100
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Sekil 3.19: Katilimcilarin “Hayatimin gidisatin1 degistirmek i¢in yapabilecegim pek
bir sey yok... Boyle gelmis boyle gider...” Goriisii

Genglerin %45,4’1 “Hayatimin gidisatin1 degistirmek i¢in yapabilecegim pek
bir sey yok... Boyle gelmis boyle gider...” goriisiinii yanlis bulmusken, %21,2’si dogru
bulmus, %11,1°1 karasiz kalmis, %18,6’s1 ise bu goriisii kesinlikle yanlis olarak
bulmusken, %3,2’si bu goriisii kesinlikle dogru olarak degerlendirmis. Genglerin %0,5°1

ise bu soruya cevap vermemistir.

Tablo 3.24. Katihmeilarin “Ogretmenin dévdiigii yerde giil biter” Goriisii

Frekans Yiizde (%)

Kesinlikle Yanlig 241 23,7

Yanlis 465 45,7

Ne dogru ne yanlis 82 8,1

Dogru 197 194
Kesinlikle Dogru 31 3

Cevap Yok 2 0,2

Toplam 1018 100
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Sekil 3.20: Katilimcilarin “Ogretmenin dovdiigii yerde giil biter” Goriisii

Genglerin %45,7’si “Ogretmenin dovdiigii yerde giil biter” goriisiinii yanls
bulmusken, %19,4’ii dogru bulmus, %8,1°1 karasiz kalmis, %23,7’si ise bu goriisi
kesinlikle yanlis olarak bulmusken, %3’ bu goriisii kesinlikle dogru olarak

degerlendirmis. Genglerin %0,2’si ise bu soruya cevap vermemistir.

Tablo 3.25. Katihmceilarin “Kizim dévmeyen dizini dover” Goriisii

Frekans Yiizde (%)
Kesinlikle Yanlis 166 16,3
Yanlig 331 32,5
Ne dogru ne yanlig 92 9
Dogru 354 34,8
Kesinlikle Dogru 75 7,4
Toplam 1018 100
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Sekil 3.21: Katilimcilarin “Kizint ddvmeyen dizini dover” Goriisii

Genglerin  %34,8’1 “Kizint dovmeyen dizini dover” goriisiinii dogru
bulmusken, %32,5’1 yanlis bulmus, %9’u karasiz kalmis, %16,3’i ise bu goriisii
kesinlikle yanlis olarak bulmusken, %7,4’0 bu goriisii kesinlikle dogru olarak

degerlendirmis.

Tablo 3.26. Katilimeilarin “Gitme imkam olsa bile yine Tiirkiye'de

yasamay1 tercih ederdim.” Goriisii

Frekans Yiizde (%)
Kesinlikle Yanlis 70 6,9
Yanlis 145 14,2
Ne dogru ne yanlig 92 9

Dogru 538 52,8
Kesinlikle Dogru 171 16,8
Cevap Yok 2 0,2
Toplam 1018 100
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Sekil 3.22: Katilimeilarin “Gitme imkani olsa bile yine Tiirkiye'de yasamay1 tercih

ederdim.” Goriisi

Genglerin %52,8’1 “Gitme imkén1 olsa bile yine Tiirkiye'de yasamay1 tercih
ederdim.” goriislinii dogru bulmusken, %14,2’si yanlis bulmus, %9’u karasiz kalmis,
%16,8’1 ise bu goriisii kesinlikle dogru olarak bulmusken, %6,9°u bu goriisii kesinlikle

yanlig olarak degerlendirmis. Genglerin %0,2’si ise bu soruya cevap vermemistir.

Tablo 3.27. Katihmcilarin “Tiirkiye ortadogu ve miisliiman iilkelerle daha

yakin bir iliski icerisinde olmahdir.” Goriisii

Kesinlikle Yanlis 33 3,2
Yanlis 110 10,8
Ne dogru ne yanlig 142 13,9
Dogru 590 58
Kesinlikle Dogru 141 13,9
Cevap Yok 2 0,2
Toplam 1018 100
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Sekil 3.23: Katilimcilarin “Tiirkiye ortadogu ve miisliiman iilkelerle daha yakin bir

iliski i¢erisinde olmalidir.” Goriisii

Genglerin %581 “Tirkiye ortadogu ve miisliiman iilkelerle daha yakin bir iliski
igerisinde olmalidir.” goriisiinii dogru bulmusken, %10,8’1 yanlis bulmus, %13,9’u
karasiz kalmis, %13,9’u ise bu goriisii kesinlikle dogru olarak bulmusken, %3,2’si bu
goriisti kesinlikle yanlis olarak degerlendirmis. Genglerin %0,2’si ise bu soruya cevap

vermemistir.

Tablo 3.28. Katimeilarin “Tiirkiye Avrupa Birligine mutlaka iiye

olmahdir.” Goriisii

Frekans Yiizde (%)

Kesinlikle Yanlis 91 8,9
.Yanlis 232 22,8

Ne dogru ne yanlis 204 20
.Dogru 395 38,8
Kesinlikle Dogru 93 91
Cevap Yok 3 0,3
Toplam 1018 100
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Sekil 3.24: Katilimeilarin “Tiirkiye Avrupa Birligine mutlaka tiye olmalidir.” Goriisii

Genglerin  %38,8’1 “Tiirkiye Avrupa Birligine mutlaka {iye olmalidir.”
goriistinii dogru bulmusken, %22,8’1 yanlis bulmus, %20’si karasiz kalmis, %9,1°1 ise

bu goriisii kesinlikle dogru olarak bulmusken, %8,9’u bu goriisii kesinlikle yanlis olarak

degerlendirmis. Genglerin %0,3’ii ise bu soruya cevap vermemistir.

Tablo 3.29. Katihmcilarin “Evleneceginiz insanda hangi 6zelligin mutlaka

olmasin istersiniz.” Goriisii

Frekans Yiizde (%)
Giizellik/yakisiklilik 69 6,8
Un / Sohret 4 0,4
Kariyer 39 3,8
Egitim 131 12,9
Maddi zenginlik 38 3,7
Giig 29 2,8
Ruh giizelligi 458 45
Inang 236 23,2
Cevap Yok 14 1,4
Toplam 1018 100
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Sekil 3.25: Katilimcilarin “Evleneceginiz insanda hangi 6zelligin mutlaka olmasim
istersiniz.” Goriisi
Genglerin %45°1ik biiylik cogunlugu evlenecegi insanda ruh giizelligi aradigini,
%?23’1lik kesim inang, %12,9’luk oran ise egitim aradigini belirtmis, giizellik ve
yakigiklilik arayanlarin orani ise %6,8’dir. Bunlar1 %3,8’lik oranla kariyer, %2,8’lik
oranla gii¢ ve en diisiik oran olan %0,4’liik oranla {in ve sohret izlemistir. Genglerin

%1,4’1 ise bu soruya cevap vermemistir.

Tablo 3.30. Katihmcilarin “Bir kadinla bir erkek asagidakilerden hangisi

olur ise sizce beraber yasayabilirler?” Gorisii

Frekans Yiizde (%)
Resmi nikah 208 20,4
Dini nikih 28 2,8
Hem resmi hem de dini nikah 677 66,5
Ikisi de gerekmez, sevgileri yeterli 99 9,7
Cevap Yok 6 0,6
Toplam 1018 100
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Sekil 3.26: Katilimcilarin “Bir kadinla bir erkek asagidakilerden hangisi olur ise sizce

beraber yasayabilirler?” Goriisii

Genglerin %66,5’1ik biiyiik cogunlugu bir kadinla bir erkek arasinda hem resmi
hem de dini nikah olursa beraber yasayabilecegini, %20,4’liik kesim ise resmih nikdh
ile beraber yasanabilecegini belirtmistir. %9,7’lik kismi ise sadece sevginin yeterli
olacagimi belirtirken, %2,8’lik kistm ise dini nikdhin olmasmin yeterli oldugunu

belirtmistir. Genglerin %0,6’1i ise bu soruya cevap vermemistir.

Tablo 3.31. Katihmcilarin “Se¢im yapmak durumunda olsaydiniz,

hangisinin daha 6nemli oldugunu soylerdiniz?” Goriisii

Frekans | Yiizde (%)
Gelisen ekonomi 219 21,5
Insancil bir toplum 318 31,2
Fikirlerin ve bilginin paradan daha degerli oldugu bir toplum 471 46,3
Cevap Yok 10 1
Toplam 1018 100
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Sekil 3.27: Katilimcilarin “Se¢im yapmak durumunda olsaydiniz, hangisinin daha

onemli oldugunu sdylerdiniz?”” Goriisi

Genglerin %46,3’lik biiylik cogunlugu fikirlerin ve bilginin paradan daha
degerli oldugu bir toplumu 6nemli oldugunu belirtirken, %31,2’si ise insalcil bir
toplumun 6nemli oldugunu belirtmistir. Bunu %21,5 oranla gelisen bir ekonominin

onemli oldugu secenegi takip etmistir. Genglerin %1°1 ise bu soruya cevap vermemistir.

Tablo 3.32. Katihmcilarin “Enc¢ok hangi kuruma goniilden giivenirsiniz?”

Goriisii
Frekans Yiizde (%)

Meclis 175 17,2
Yargi 118 11,6
Ordu 217 21,3
Medya 7 0,7
Yerel yonetimler 28 2,8
Polis 152 14,9
Higbiri 302 29,7
Diger 19 19
Toplam 1018 100
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Sekil 3.28: Katilimcilarin “Engok hangi kuruma goniilden giivenirsiniz?” Gorlisii

Genglerin = %29,7’lik’lik biliyilkk c¢ogunlugu bu kurumlardan higbirine
giivenmezken, %21,3’liikk kisitmi en ¢ok orduya giivendigini belirtmistir. Meclise
giivenlerinin orant %17,2 iken polis gilivenenlerin oran1 %14,9, yargiya giivenenlerin
orant %11,6 bulunmustur. Bu oranlart %2,8 ile yerel yonetimler, %1,9 ile diger

kurumlar ve %0,7 ile medya izlemistir.

Tablo 3.33. Katihmcilarin “En ¢ok hangisi ilginizi, merakimiz1 ¢ceker?”

Goriisii
Frekans Yiizde (%)

Politika 143 14
Spor yapmak 253 24,9
Uluslararasi gelismeleri takip 44 4.3
Sanatla ilgilenmek 138 13,6
Farkli kiiltirleri tanimak 282 27,7
Bilimsel gelismeleri takip 134 13,2
Cevap Yok 24 2,4

Toplam 1018 100
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Sekil 3.29: Katilimcilarin “En ¢ok hangisi ilginizi, merakinizi ¢eker” Goriisii

Genglerin %27,7’lik biiylik ¢cogunlugunun ilgisini farkl kiiltiirleri tanimak

cekerken, 9%24,9’unun spor, %14’liniin politika, %13,6’sinin sanat, %13,2’sinin

bilimsel gelismeleri takip etmek ve %#4,3’linilin ise uluslararasi gelismeleri takip etmek

igisini ¢ekmektedir. Genglerin %2,4’ii ise bu soruya cevap vermemistir.

Tablo 3.34. Katiimcilarin “istiyerek mutlu olarak calisacagimz isten

maasi disinda beklentileriniz” Goriisii

Frekans Yiizde (%)
Terfi imkanlan 59 5,8
Eglenceli ortam 123 12,1
Gelecek garantisi 464 45,6
Isin sahibinin kim oldugu 28 2,8
Insani ¢alisma kosullari 289 28,4
Yonetime katilma olanaklari 40 3,9
Cevap Yok 15 15
Toplam 1018 100
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Sekil 3.30: Katilimeilarin “Istiyerek mutlu olarak ¢alisacaginiz isten maas1 disinda

beklentileriniz”” Goriisii

Genglerin %45,6’lik biiylik ¢ogunlugu isinden maasi disinda gelecek grantisi
beklerken, %28,4’1 insani calisma kosullar, %12,1°’1 eglenceli ortam, %)5,8’1 terfi

imkan1 ve %3,9’u yonetime katilma olanaklar1 beklemektedir. Genglerin %2,8’1 isin

sahibinin kim olduguna 6nem verirken, %2,4’li bu soruya cevap vermemistir.

Tablo 3.35. Katihmecilarin “Maceraci sifatim kendinize yakistirir

misimz?” Goriisii

Frekans Yiizde (%)
Kendisine yakigtirmiyor 193 19
Kendisine yakigtirtyor 804 79
Cevap Yok 21 2,1
Toplam 1018 100
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Sekil 3.31: Katilimcilarin “Maceraci sifatin1 kendinize yakistirir misiniz?” Goriisii

Genglerin %79’luk biiyiikk cogunlugu maceract sifatin1 kendisine yakistiriyor.

%19’u ise, kendisine yakistirmiyor.

Tablo 3.36. Katihmecilarin “Rekabet¢i sifatim kendinize yakistirir

misiniz?” Goriisii

Frekans Yiizde (%)
Kendisine yakigtirmiyor 154 15,1
Kendisine yakigtirtyor 847 83,2
Cevap Yok 17 1,7
Toplam 1018 100
Cevap Yok Kendisine

~
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yakistirmiyor
15%

Sekil 3.32: Katilimcilarin “Rekabetci sifatint kendinize yakistirir misiniz?” Goriisii

Genglerin %83’luk biiyiik ¢ogunlugu rekabet¢i sifatin1 kendisine yakistiriyor.

%151 ise, kendisine yakigtirmiyor.
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Tablo 3.37. Katihmeilarin “Uzlagsmaci sifatim kendinize yakistirir

misiiz?” Goriisii

Frekans Yiizde (%)
Kendisine yakigtirmryor 170 16,7
Kendisine yakistirtyor 832 81,7
Cevap Yok 16 1,6
Toplam 1018 100
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Sekil 3.33: Katilimcilarin “Uzlagmaci sifatin1 kendinize yakistirir misiniz?” Goriisii

Genglerin %82’lik biiyiik ¢ogunlugu uzlasmaci sifatin1 kendisine yakistiriyor.

%17’s1 ise, kendisine yakistirmiyor.

Tablo 3.38. Katilmcilarin “Sevecenlik sifatin1 kendinize yakistirir

misiniz?” Goriisii

Frekans Yiizde (%)
Kendisine yakigtirmiyor 203 19,9
Kendisine yakigtirtyor 797 78,3
Cevap Yok 18 1,8
Toplam 1018 100
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Sekil 3.34: Katilimcilarin “Sevecenlik sifatini1 kendinize yakistirir misiniz?” Goriisii

Genglerin %78’lik biiyiik cogunlugu sevencenlik sifatini kendisine yakistiriyor.

%20’si ise, kendisine yakistirmiyor.

Tablo 3.39. Katiimeilarin “Ozgiirliik diiskiinii sifatim1 kendinize yakistirir

misimz?” Goriisii

Frekans Yiizde (%)
Kendisine yakistirmiyor 178 17,5
Kendisine yakistiriyor 819 80,5
Cevap Yok 21 2,1
Toplam 1018 100
Cevap Yok Kendisine

29% T~

yakistirmiyor
18%

Sekil 3.35: Katilimeilari “Ozgiirliik diiskiinii sifatin1 kendinize yakistirir misimiz?”

Goriisii

Genglerin %80’lik biiyiikk ¢ogunlugu o6zgiirliik diiskiinii sifatim1 kendisine

yakistiriyor. %18’1 ise, kendisine yakistirmryor.
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Tablo 3.40. Katihmeilarin “Interneti encok hangi eylem icin

kullaniyorsunuz?” Goriisii

Frekans Yiizde (%)
Haberlesmek, maillesmek 343 33,7
Arkadaslarla muhabbet etmek 295 29
Video, miizik izlemek / oyun oynamak 101 9,9
Ders ¢alismak 26 2,6
Siyasi icerikli siteleri, tartigmalan takip 14 14
Haberleri okumak ve izlemek 34 33
Cevap Yok 205 20,1
Toplam 1018 100
32 29
20,1
AP |
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Sekil 3.36: Katilimcilarin “Interneti engok hangi eylem igin kullaniyorsunuz?”’ Gériisii

Genglerin %33,7’lik biiyiikk ¢ogunlugu haberlesmek, maillesmek i¢in interneti
kullanirken, %29’luk kismi arkadaslarla muhabbet etmek ve %9,9’luk kismi ise video,
miizik izlemek, oyun oynamak i¢in interneti kullanmaktadir. Bunlar1 oranlar1 %3,3’liik
oranla haberleri okumak ve izlemek, %2,6’lik oranla ders ¢alismak ve %]1,4’liik en az
oranla siyasi igerikli siteleri, tartigmalar1 takip etmek izlemek takip etmektedir.

Genglerin %20,1’lik biiyiik cogunlugu ise, bu soruya cevap vermemistir.
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Tablo 3.41. Katihmcilarin Engok izledigi TV kanali Dagilim

Frekans Yiizde (%)
Kanal D 302 29,7
ATV 206 20,2
Show TV 94 9,2
Star TV 56 55
FOX 41 4
Samanyolu TV 59 5,8
TRT 39 3,8
NTV 36 3,5
NTV Spor 16 1,6
Cnbc-e 12 1,2
Habertiirk 12 1,2
Kanal 7 18 1,8
Miizik Kanallari 10 1
Diger kanallar 59 5,8
Cevap Yok 58 5,7
Toplam 1018 100

., -,
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Sekil 3.37: Katilimeilarin Engok izledigi TV kanali Dagilim1

Genglerin biiylik cogunlugu sirastyla %30°luk ve %20’lik oranlarla Kanal D ve
ATV’yi izlerken, bu kanallar1 %9’luk oranla Show TV, %5,8’1ik oranla Samanyolu TV
%5,5 oranla Star TV ve %4’liik oranla FOX takip etmektedir. Sonrasinda sirasiyla TRT
ve NTV %3,8 ve %3,5’lik oranlarla gelmektedir. %1 ile %2 arasinda degisen az bir

kisim ise NTV Spor, Cnbc-¢, Habertiirk, Kanal 7 ve miizik kanallarini izlemektedir.
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Tablo 3.42. Katihmcilarin Encok izledigi TV Programi Dagilim

Frekans Yiizde (%)
Dizi 473 46,5
Haber 118 11,6
Spor 47 4,6
Talk sov 53 5,2
Yarigma 40 3,9
Kadin / Evlilik 59 5,8
Eglence / Miizik 31 3
Tartisma 32 3,1
Yabanci yapim 27 2,7
Diger 24 2,4
Cevap Yok 114 11,2
Toplam 1018 100
46,5
11,6 11,2
— 4,6 5.2 3,9 5£ 3 31 27 —
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Sekil 3.38: Katilimcilarin Engok izledigi TV Programi Dagilimi

Genglerin biiyiik ¢ogunlugu %46,4’lik oranla dizi izlemektedir. Bunu
%11,6’lik oranla haber, %5,8’lik oranla kadin/evlilik programlari, %5,2’lik oranla talk
sov ve %3,9’luk oranla yarisma programlar takip etmektedir. %2 ile %3 arasinda

degisen kisim ise eglence/miizik, tartisma ve yabanci yapim programlarini izlemektedir.
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Tablo 3.43. Katihmcilarin Okudugu Gazeteye Gore Dagilim

Frekans Yiizde (%)
Posta 173 17
Hiirriyet 92 9
Zaman 115 11,3
Sabah 72 7,1
Haber tiirk 65 6,4
Milliyet 53 5,2
Fanatik 21 2,1
Fotomag 11 1,1
Takvim 14 14
Cumhuriyet 20 2
Radikal 9 0,9
Diger gazeteler 100 9,8
Yok / Okumuyor 125 12,3
Cevap Yok 148 14,5
Toplam 1018 100
il
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Sekil 3.39: Katilimeilarin Okudugu Gazeteye Gore Dagilimi

Genglerin  biiylik cogunlugu %17’lik oranla Posta okumaktadir.

%11,3’lik oranla Zaman, %?7,1’lik oranla Sabah, %6,4’liik oranla Haber tiirk ve
%S5,2’lik oranla Milliyet gazetesi takip etmektedir. Cumhuriyet, Radikal, Takvim,

Fotomag¢ ve Fanatik gazetelerinin gengler arasinda okunma oranlar ise, %1 ile %?2

arasinda degigsmektedir.
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Tablo 3.44. Katihmeilarin Dernek—Vakif-Sosyal Kuliip Uyeligi Durumuna

Gore Dagilim

Frekans Yiizde (%)
Spor kuliibii - dernegi 44 4,3
Ogrenci kuliibii - dernegi 32 3,1
Doga, ¢cevre, hayvan koruma tiirii 10 1
Siyasi parti veya siyasi dernek 39 3,8
Dini cemaat dernek 18 1,8
Egitim, saglik dernegi, vakfi 25 2,5
Yardimlagma dernegi, vakfi 15 15
Uye degilim 807 79,3
Cevap Yok 28 2,8
Toplam 1018 100
79,3
43 31 1 38 1,8 25 15 I|2,8
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Sekil 3.40: Katilimcilarin Dernek—Vakif-Sosyal Kuliip Uyeligi Durumuna Gore
Dagilimi

Genglerin %79,3’liik biiyiik cogunlugunun herhangi bir dernek-vakif ve sosyal
kuliip iiyeligi bulunmazken, bu tiyelikler icinde en yliksek orani %4,3 ile spor kuliibii ve
dernegi almaktadir. Bunu %3,8’lik oranla siyasi parti veya siyasi dernek takip
etmektedir. Doga, ¢evre, hayvan koruma, dini cemaat dernek, egitim, saglik dernegi ve

yardimlagsma derneklerine iiyelikler ise %1 ile %2 arasinda degismektedir.
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Tablo 3.45. Katihmeilarin Idoliine Gore Dagilim

Frekans Yiizde (%)
Ailesi 66 6,5
Yakimn 29 2,8
Siyasetei 63 6,2
Siyaset¢i bir isim 80 7,9
Sporcu - Futbolcu 13 1,3
Sporcu - Diger 3 0,3
Miizisyen 16 1,6
TV inliisii / oyuncu 32 3,1
Atatiirk 29 2,8
isadaml/kadml 18 1,8
Oyuncu 8 0,8
Dini lider/kisi 7 0,7
Yazar 7 0,7
Sanatci 4 0,4
Diger 27 2,7
Kendim 22 2,2
Kimse 246 24,2
Cevap Yok 348 34,2
Toplam 1018 100
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Sekil 3.41: Katilimcilarin Idoliine Gore Dagilimi

Genglerin %24’liik biiylik cogunlugunun herhangi bir idolii bulunmazken,
idolii olanlar arasinda % 7,9’luk en biiyiik oranla siyaset¢i bir isim yer almaktadir. Bu

oran1 %6,5 ile aile ve %6,2 ile siyasetci izlemektedir. Idolii TV iinliisii / oyuncu olanlar
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%3,1 i1dolii Atatlirk ve yakini olanlarin orani ise %2,8’dir. Bunlar sirastyla kendisi,
Isadami/kadini, sporcu (futbolcu), oyuncu, dini lider/kisi, yazar, sanat¢1 ve sporcu

(diger) izlemistir.

Tablo 3.46. Katimceilarin “Dindarhik agisindan kendinizi hangisiyle tarif

edersiniz” Goriisii

Frekans | Yiizde (%)
Dinin gereklerine pek inanmayan biri (inangsiz) 28 2,8
Inangli ama dinin gerekle.rini pek yerine getiremeyen biri 303 38.6
(inangl1)

Dinin gereklerini yerine getirmeye ¢alisan dindar biri (dindar) 522 51,3
Dinin tiim gereklerini tam yerine getiren dindar biri (sofu) 71 7

Cevap Yok 4 0,4

Toplam 1018 100

51,3
38,6 _ A
pr
2,8 l / 0,4
A _’ A

Dinin inanghi ama Dinin Dinin tdm Cevap Yok
gereklerine dinin gereklerini gereklerini
pek gereklerini pek yerine tam yerine
inanmayan biri yerine getirmeye getiren dindar
getiremeyen ¢alisan dindar biri
biri biri

m Yizde (%)

Sekil 3.42: Katilimeilarin “Dindarlik agisindan kendinizi hangisiyle tarif edersiniz”

Gorisii

Genglerin  %51,3’lik bliylik cogunlugu kendini dinin gereklerini yerine
getirmeye ¢alisan dindar biri olarak tanimlarken, %38,6’lik kism1 ise, inangli ama dinin
gereklerini pek yerine getiremeyen biri olarak tanimlamistir. Bunu %7’lik oranla
kendilerini dinin tiim gereklerini tam yerine getiren dindar biri ve %2,8’liik bir oranla

dinin gereklerine pek inanmayan biri olarak tanimlayan gencler izlemistir.
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Tablo 3.47. Katihmcilarin “Dindarhik agisindan ailenizin reisini hangisiyle

tarif edersiniz” Goriisii

Frekans | Yiizde (%)
Dinin gereklerine pek inanmayan biri (inangsiz) 17 1,7
Inangl ama dinin gereklerini pek yerine getiremeyen biri 246 249
(inangl1) '
Dinin gereklerini yerine getirmeye ¢alisan dindar biri (dindar) 576 56,6
Dinin tiim gereklerini tam yerine getiren dindar biri (sofu) 164 16,1
Cevap Yok 15 15
Toplam 1018 100
56,6
A
24,2
_
- =
1,7 ’ 1,5
P - >
Dinin inangh ama Dinin Dinin tdm Cevap Yok
gereklerine dinin gereklerini gereklerini
pek gereklerini yerine tam yerine
inanmayan pek yerine getirmeye getiren dindar
biri getiremeyen c¢alisan dindar biri
biri biri
m Yiizde (%)

Sekil 3.43: Katilimcilarin “Dindarlik agisindan ailenizin reisini hangisiyle tarif

edersiniz” Goriisii

Genglerin %56,6’lik biiyiik ¢ogunlugu aile reisini dinin gereklerini yerine
getirmeye c¢alisan dindar biri olarak tanimlarken, %?24,2’lik kismu ise, inangli ama dinin
gereklerini pek yerine getiremeyen biri olarak tanimlamistir. Bunu %16,1°lik oranla aile
reislerini, dinin tiim gereklerini tam yerine getiren dindar biri ve %1,7°lik bir oranla

dinin gereklerine pek inanmayan biri olarak tanimlayan gengler izlemistir.
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Tablo 3.48. Katihmeilarin “Oniimiizdeki se¢cimlerde hangi partiye oy (2

diizey) vereceksiniz?” Sorunun Cevabina Goére Dagilim

Frekans Yiizde (%)
A Partisi 696 68
B Partisi 322 32
Toplam 1018 100

Sekil 3.44: Katilimcilarin “Oniimiizdeki secimlerde hangi partiye oy vereceksiniz?”

Sorunun Cevabina Gore Dagilimi

Genglerin %68’lik biiylik cogunlu Onlimiizdeki se¢imlerde A partisine oy

verecegini belirtirken, %32’si ise, B Partisine oy verecegini belirtmistir.
3.3.2. CART Yontemine Ait Bulgular

Tiirkiye’de genglerin siyasi goriislerini etkileyen faktorlerin belirlenmesinde
yani parti tercihlerinde CART yontemi farkli biiyiikliikteki baslangic ve test verisi
kullanilarak incelenmistir. ilk asamada bagimli degiskenin kategori diizeyi ikiye
indirgenmis ve en ¢ok tercih edilen ilk iki parti olan “A Partisi” ve “B Partisi” ele
almmigtir. Bu amagla ilk asamada baslangigta modeli olustumak igin veri setinin
sirastyla %701, %50’s1 ve %30’u baslangi¢ veri seti bir diger adiyla egitim verisi olarak
ele alinmistir. Buna gore veri setinin sirastyla geri kalan %30, %50 ve %70’lik kismi ise
olusan modeli test etmek icin kullanilmistir. Bu durumda CART yontemi ile 3 adet

model elde edilmistir.
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Ikinci asamada ise en uygun olan baslangi¢ ve test verisi biiyiikliigii ile bu kez
genel bir degerlendirme yapilmistir. Bu degerlendirme de bagimli degisken olan parti
tercihi “A Partisi”, “B Partisi”, “C Partisi” “Diger” ve “Kararsiz” olmak iizere bes
kategori diizeyi esas alinarak bu kez farkli biyiikliikteki 6rnek sayilarina gore CART
yontemi ile modellenmis ve ¢esitli 6rnek biiyiikliikleri i¢erisinden en basarili siniflama
modeli belirlenmistir. Buna goére yapilan analizlere ait bulgular izleyen kisimlarda

strastyla verilmistir.
3.3.2.1. CART Birinci Model Bulgular:

CART ile kurulan ilk modelde (CART-1) baslangig veri setinin %70’i modeli
olusturmak %30’u ise modeli test etmek i¢in kullanilmistir. Veri setine ait sonuglar

asagidaki tabloda gosterilmistir.

Tablo 3.49. Baslangi¢ ve Test Verisi (CART-1)

Parti Baglangic | Yiizde (%) Test Y(%/i;ie Toplam Y(l;/i;ie
A 490 67.59 206 70.31 696 68
B 235 32.41 87 29.69 322 32
Toplam 725 100.00 293 100.00 1018 100

Tabloda da goriildiigi tizere toplam 1018 gozlemin 696’s1 (%68) A partisine
oy verecegini, 322’si (%32) ise B partisine oy verecegini belirtmistir. Sonugta bu
gozlemlerin 725’1 (%68) baslangi¢ veri seti olup, modeli olustumak igin kullanilmistir.

293’1 (%30) ise test verisi olup, kurulan modeli test etmek i¢in kullanilmistir.

CART-1 modeli sonucunda diigiim sayilarmna gore olusan 7 farkli agacin

maliyet-karmasiklik tablosu asagida verilmistir.

Tablo 3.50. Olusan Agac Dizilerinin Maliyet-Karmasikhik Tablosu (CART-1)

Ue Test Seti Yeniden Yerine
Aag Diigiimler Goreceli Maliyeti I\};Z?i/;; Ham Tl
1 8 0.49431 £ 0.05590 0.37668 0.00000
2 7 0.52650 +0.05634 0.38602 0.00469
3 5 0.49124 £ 0.05605 0.40868 0.00568

158



) Ue Test Seti Yeniden Yerine
Agag Diigiimler Goreceli Maliyeti KO)_/ma_ Karmagiklik
Maliyeti

4 4 0.45319+0.05364 0.43231 0.01182
5 3 0.52673 +£0.05750 052071 0.04421
6 2 0.62951 +0.04880 0.61233 0.04582
7 1 1.00000+  3.72529E- 1.00000 0.19384

009

Tablo 3.50’deki bilgilere gore olusan agaglar arasindan 4 numarali agag
optimum olarak gosterilmistir. Fakat 4 adet u¢ diigiimden olusan, karmasiklig1 fazla ve
goreceli maliyeti en az olan bu agac yerine daha yiiksek maliyet gbéze alinip,
karmagikligi en az olan 1 numarali aga¢ incelemeye alinmigtir. Bu agagta 8 adet ug
diiglim bulundugu i¢in siniflandirma asamasinda daha detayli kurallarla, u¢ diiglime
yani parti siniflarina atamalar yapilmaktadir. Bu yiizden calismada parti tercihinde
onemli olabilecek bagimsiz degiskenlerin de modelde kalabilmesi amaglanmistir. Bu

yilizden 8 adet diigiimden olusan bu agag¢ incelemeye alinmistir.

Bu durum asagidaki grafik ile daha iyi anlasilmaktadir. Bu grafikte 8

diiglimden olusan agacin goreceli maliyetinin 4 diiglimden olusan agactan biraz daha

yiiksek oldugu goriilmektedir.

Relative Cost

0.70
0.60
0.50

0.40-

Number of Nocdles

CART yonteminde calismanin literatiir boliimiinde de belirtildigi gibi modele
giren tiim degiskenler arasindan en énemliler belirlenerek model olusturulur. Onemsiz

degiskenler modele katilmaz. Buna gore birinci model neticesinde anlamli bulunan

Sekil 3.45: Maliyet-Karmagiklik Karsilastirmasi (CART-1)

degiskenler, asagidaki tabloda gosterilmistir.
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Tablo 3.51. Degiskenlerin Onemlilik Oranlar1 (CART-1)

Degisken Skor
X33 KURUM_BAGI (En gok hangi kuruma géniilden giivenirsiniz?) 100,0000 | [
X5_2DOGUM_BOLGE (Dogum yeriniz nedir? “bélge”) 65,0714 [N
X6_2 BABA DB (Babaniz1 dogum yeri- nedir? “bolge”) 54,5056 [N
X63 DINDARLIK (Dindarlik agisindan kendinizi hangisiyle tarif edersiniz?) 52,1974 (M
X64 AILE DIN (Dindarlik agismdan ailenizin resisini hangisiyle tarif edersiniz?) 45,6914 ([N
X8 MEDENI (Medeni durumunuz?) 36,0724 |l
X13 TUR HAYATBEK (Tiirkiye’deki hayat sartlar1 5 yil sonra daha iyi olacak.) 29,6379 |/l
X9 1 IS (Son bir ay i¢inde bir iste ¢aligtiniz mi? Caligtinizsa isiniz?) 28,5500 |/l
X30 _EVLILIK (Evleneceginiz insanda hangi 6zelligin mutlaka olmasm istersiniz? | 16,4747 |||l
X60_GAZETE (Okudugunuz gazete hangisidir?) 14,2003 il
X3 1 EGITIM (Egitim durumunuz, yani son bitridiginiz okul nedir?) 125446 |11
X34 MERAK (En gok hangisi ilginizi, merakinizi ¢eker?) 9,8804 |l
X21 TURKIYE_ODOGU (Tiirkiye Orta Dogu ve Miisliiman tilkelerle daha yakin|  6,1364 ||
isbirligi i¢inde olmalidir.)
X2_YAS (Kag yagindasiniz?) 46329 |l
X12_HAYAT_BEK (Benim hayat sartlarim 5 yil sonra daha iyi olacak.) 26441 |
X_CATISMA (Hangi konularda ailenizle hangi siklikta catisma yasarsiniz?) 14215
X _URUNTERCIH (Bir iiriinii satin alirken, hangileri sizin i¢in ¢ok 6nemlidir?) 04727
X66_1 GELIR (Aylik geliriniz ne kadardir?) 0,2566

CART-1 modeli sonucunda baslangi¢ veri seti ile olusan agacin dogru

smiflama yiizdesi asagidaki tabloda verilmistir.

Tablo 3.52. Baslangi¢ Verisi Dogru Siniflandirma Yiizdesi (CART-1)

G Test Sonucu . o
ercek Durum A B Toplam Yiizde(%)
A 393 97 490 80,2
B 42 193 235 82,13
Genel
Simiflandirma 435 290 725 80,83
Oram

Tablo 3.52°deki 725 gbzlemden olusan baslangi¢ verisi sonuglarina gore, A
partisini tercih ettigi bilinen 490 katilimcinin 393’1 dogru olarak smiflandirilmig ve
97’si de, yanlis smif olan B sinifina atanmistir. B partisini tercih ettigi bilinen 235
katilimcinin 193’4 dogru smiflandirilmis. 42°si ise yanlis smif olan A sinifina
atanmistir. Buna gore baslangi¢ verisinde A partisinin dogru simiflandirma ylizdesi

%80,2, B partisinin dogru siniflandirma yiizdesi %82,1’dir. Toplamda 725 katilimcinin
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586’s1 dogru sinifa atanmis olup, genel olarak dogru siniflandirma oran1 %80,83 olarak

bulunmustur.

Test verisi ile olusan agacin dogru smiflama yiizdesi de asagidaki tabloda

verilmistir.
Tablo 3.53. Test Verisi Dogru Simiflandirma Tablosu (CART-1)
Test Sonucu
Gercek Durum Yiizde(%)
A B Toplam
A 161 45 206 78,2
B 24 63 87 72,4
Genel
Smiflandirma 185 108 293 76,5
Oram

Tablo 3.53’teki 293 g6zlemden olusan test verisi sonuglarina gore, A partisini
tercih ettigi bilinen 206 katilimecinin 161°1 dogru olarak siniflandirilmis. 45°1 ise, yanlis
simif olan B smifina atanmistir. B partisini tercih ettigi bilinen 87 katilimecinin 63’
dogru simiflandirilmis, 24’1 ise yanlis sinif olan A smifina atanmistir. Buna gore test
verisinde A partisinin dogru smiflandirma yiizdesi %78,2 ve B partisinin dogru
siiflandirma yiizdesi %72,4 tiir. Toplamda 293 katilimecinin 224°#i dogru sinifa atanmis

olup, genel olarak dogru siniflandirma oran1 %76,5 olarak bulunmustur.

CART-1 modelinde baslangic ve test verisine iliskin ROC egrileri ise,
asagidaki sekilde gosterilmistir.
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Sekil 3.46: CART-1 Modeline Ait ROC Egrisi Sonuglari

CART-1 modelinde baslangigc ve test verisine iliskin AUC degerleri ise
baslangi¢ veri seti icin %85,6 olup mavi ¢izginin altinda kalan alandir. Test verisi igin
%80,5 olup kirmizi ¢izginin altinda kalan alandir. Bu oran, hem baslangic hem test
verisinde %80 ve tizerinde oldugu igin modelin hem baslangig hem de test verisine ait
ayirim giicliniin yani duyarlilik (dogru pozitif orani) ve 6zgiilliigiinlin (dogru negatif

orani) oldukga iyi oldugu sdylenebilir.

CART-1 modelinde u¢ diigiimlere yapilan atama kurallar1 asagidaki tabloda

gosterilmistir.

162



Tablo 3.54. U¢ Diigiime Atama Kurallar1 (CART-1)

Ug Diigiim

Kural

Simf

Olasiligi (Oram)

Eger Kurum Bagi(x33) = Meclis veya Yerel Yonetim veya Polis veya
Diger

A

0,91

Eger Kurum Bagi(x33)= Yargi veya Ordu veya Medya veya Higbiri
& Dindarlik (x63)= Dindar veya Sofu & Tiirkiye’deki hayat sartlari
5 yil sonra daha iyi olacak(x13)= Ne dogru ne yanlis veya Dogru
veya Kesinlikle dogru & Okunulan Gazete(x60)= Zaman vaya Sabah
veya Fanatik veya Fotomag veya Radikal veya Diger Gazeteler

Eger Kurum Bagi(x33)= Yargi veya Ordu veya Medya veya Higbiri
& Dindarlik= Dindar veya Sofu &

Tiirkiye’deki hayat sartlar1 5 yil sonra daha iyi olacak(x13)= Ne
dogru ne yanlis veya Dogru veya Kesinlikle dogru & Okunulan
Gazete(x60)= Posta veya Hiirriyet veya Haber Tiirk veya Milliyet veya
Takvim veya Yok-Okumuyor & Tlgi Alam (x34)= Politika veya
Sanatla flgilenmek veya Farkl Kiiltiirleri Tanimak vaya Bilimsel
Gelismeleri Takip

0,88

Eger Kurum Bagi(x33)= Yargi veya Ordu veya Medya veya Higbiri
& Dindarlik= Dindar veya Sofu &

Tiirkiye’deki hayat sartlar1 5 yil sonra daha iyi olacak(x13)= Ne
dogru ne yanlhs veya Dogru veya Kesinlikle dogru & Okunulan
Gazete(x60)= Posta veya Hiirriyet veya Haber Tiirk veya Milliyet veya
Takvim veya Yok-Okumuyor & ilgi Alam (x34)= Spor veya
Uluslararasi gelismeleri takip

0,55

Eger Kurum Bagi(x33)= Yargi veya Ordu veya Medya veya Higbiri
& Dindarlik (x63)= Dindar veya Sofu & Tiirkiye’deki hayat sartlar
5 y1l sonra daha iyi olacak(x13)= Kesinlikle Yanlis veya Yanlis

0,51

Eger Kurum Bagi(x33)= Yargi veya Ordu veya Medya vaya Higbiri
& Dindarlik (x63)= Inangsiz veya inangli & Dogum Yeri
Bolge(x5_2)= Orta Anadolu veya Kuzeydogu Anadolu veya
Gilineydogu Anadolu

0,81

Eger Kurum Bagi(x33)= Yarg: veya Ordu veya Medya veya Hicbiri
&Dindarhk (x63)= inangsiz veya Inangli & Dogum Yeri
Bolge(x5_2)= Istanbul veya Bati Marmara veya Ege veya Dogu
Marmara veya Bat1 Anadolu veya Akdeniz veya Bati1 Karadeniz veya
Dogu Karadeniz veya Ortadogu Anadolu veya Yurtdisi & Evlilik
(x30)= Un-Sohret veya inang

0,75

Eger Kurum Bagi(x33)= Yarg: veya Ordu veya Medya veya Hicbiri
& Dindarlik (x63)= Inangsiz veya inangli & Dogum Yeri
Bolge(x5_2)= istanbul veya Bat1 Marmara veya Ege veya Dogu
Marmara veya Bat1 Anadolu veya Akdeniz veya Bati Karadeniz veya
Dogu Karadeniz veya Ortadogu Anadolu veya Yurtdisi & Evlilik
(x30)= Giizellik-yakigiklilik veya kariyer veya egitim veya maddiyat
veya gii¢ veya ruh giizelligi

0,76

Tablo 3.54’te goruldigi tizere, olusan agacin 8 adet ug diigiimii bulunmaktadir.

Bu atama kurallarina gore her u¢ diigiime ulasilirken ilgili kurallar ger¢eklesmektedir.
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Bu kurallar neticesinde bir akis ¢izen agacin gorseli asagidaki gibidir. Sekilde de

goriildiigii gibi kirmizi ile gosterilen diigiimler u¢ diigiimler olup, bu diiglimlerde
siiflara atama yapilmstir.

Sekil 3.47: CART-1 Modeline Ait Siniflama Agaci

3.3.2.2. CART ikinci Model Bulgular
CART ile kurulan ikinci modelde (CART-2) baslani¢ veri setinin %50’si

modeli olusturmak, %50’si ise modeli test etmek icin kullanilmigtir. Bu analize ait
bulgular asagida verilmistir.

Tablo 3.55. Baslangi¢ ve Test Verisi (CART-2)

Parti Baslangi¢ | Yiizde (%) | Test Y(lg/i;le Toplam Y(l;/i;le
A 348 67.70 348 69.05 696 68
B 166 32.30 156 30.95 322 32
Toplam 514 100.00 504 100.00 1018 100

Tabloda da gorildiigii lizere toplam 1018 gézlemin 696°s1 (%68) A partisine

oy verecegini, 322’si (%32) ise B partisine oy verecegini belirtmistir. Sonugta bu

gozlemlerin 514’1 (%50,5) baslangic veri seti olup, modeli olustumak icin
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kullanilmustir. 504’4 (%59,5) ise test verisi olup, kurulan modeli test etmek igin

kullanilmustir.

CART-2 modeli sonucunda, diigiim sayilarina gore olusan 6 farkli agacin

maliyet-karmasiklik tablosu asagida verilmistir.

Tablo 3.56. Olusan Agag Dizilerinin Maliyet-Karmasiklik Tablosu-CART 2

. Yeniden Yerine
- Ug Test Seti
Agag Digiimler |  Goreceli Maliyeti '\Ijoyma- Lanpanll
aliyeti

1 7 0.55703 +0.04355 0.38734 0.00000
2 5 0.52940 + 0.04335 0.39011 0.00071

3** 4 0.48431 +0.04116 0.39281 0.00136
4 3 0.56477 +0.04395 0.48075 0.04398
5 2 0.65915 +0.03742 0.57599 0.04763
6 1 1.00000 £ 0.00000 1.00000 0.21201

Tablo 3.56’daki bilgilere gore olusan agaglar arasindan 3 numarali agag
optimum olarak gosterilmistir. Fakat 4 adet u¢ diiglimden olusan, karmasiklig1 biraz
fazla ve goreceli maliyeti en az olan bu aga¢ yerine daha yiiksek maliyet géze alinip,
karmagiklig1 en az olan 1 numarali aga¢ incelemeye alinmigtir. Bu agacta 7 adet ug
diiglim bulundugu i¢in siniflandirma asamasinda daha detayli kurallarla, u¢ diigiime
yani parti siniflarina atamalar yapilmaktadir. Bu yiizden c¢alismada parti tercihinde
onemli olabilecek bagimsiz degiskenlerin de modelde kalabilmesi amag¢lanmistir. Bu

yilizden 7 adet diigiimden olusan bu agag¢ incelemeye alinmistir.

Bu durum asagidaki grafik ile daha iyi anlagilmaktadir. Bu grafikte 7
diiglimden olusan agacin goreceli maliyetinin 4 diiglimden olusan agactan biraz daha

yiiksek oldugu goriilmektedir.

5 0.70 0.484 0.557
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Sekil 3.48: CART-2 Maliyet-Karmagiklik Kargilagtirmasi
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Buna gore ikinci model neticesinde anlamli bulunan degiskenler, asagidaki

tabloda gosterilmistir.

Tablo 3.57. Degiskenlerin Onemlilik Oranlar1 (CART-2)

Degisken Skor
X33_KURUM_BAGI (En gok hangi kuruma goniilden giivenirsiniz?) 100,0000 |[HHHmmin—p:
X5_2DOGUM_BOLGE (Dogum yeriniz nedir? “bolge”) 62,0241 |
X6_2_BABA_DB (Babanzi dogum yeri nedir? “bolge” 50,5489 |l
X63_DINDARLIK (Dindarlik agismdan kendinizi hangisiyle tarif edersiniz?) 47,5398 (I
X64_AILE_DIN (Dindarlik agisindan ailenizin resisini hangisiyle tarif edersiniz?) | 39,9332 |l
X13_TUR_HAYATBEK (Tiirkiye’deki hayat sartlar1 5 yil sonra daha iyi olacak.) | 37,4234 |l
X21_TURKIYE_ODOGU (Tiirkiye Orta Dogu ve Miisliiman iilkelerle daha yakm| 19,0855 |l
isbirligi i¢inde olmaldir.)
X9_1 IS (Son bir ay iginde bir iste ¢alistiniz mi? Cahstimizsa iginiz?) 13,1125 |l
X8 MEDENI (Medeni durumunuz?) 11,8988 |lll
X62_1_IDOL (iste benim idoliim,yerinde olmak istedigim kisi dediginiz 9,2266 |l
kimdir?)
X12_HAYAT_BEK (Benim hayat sartlarrm 5 yil sonra daha iyi olacak.) 8,3102 |l
X3 1 EGITIM (Egitim durumunuz, yani son bitridiginiz okul nedir?) 5,1706 |l
X57_1 TV_KANAL (En ¢ok izlediginiz TV kanali hangisidir?) 2,8692 |l
X_CATISMA (Hangi konularda ailenizle hangi siklikta catisma yasarsiniz?) 1,7064
X_URUNTERCIH (Bir iiriinii satin alirken, hangileri sizin igin cok dnemlidir?) 1,3805
X61_1_UYE (Dernek—vakif- sosyal kuliip tiyeliginiz var m1? Hangi tiir?) 0,0356
X19_KIZ_EVLAT (Kizin1 ddvmeyen dizini dover?) 0,0267

CART-2 modeli sonucunda baslangic veri seti ile olusan agacin dogru

siiflama yiizdesi asagidaki tabloda verilmistir.

Tablo 3.58. Baslangi¢ Verisi Dogru Siniflandirma Yiizdesi (CART-2)

Test Sonucu .. °
Gercek Durum A B Toplam Yiizde(%)
A 250 98 348 72
B 18 148 166 89
Genel Simiflandirma 268 246 514 774
Oram
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Tablo 3.58’deki 514 gozlemden olusan baslangi¢ verisi sonuglarina gore, A
partisini tercih ettigi bilinen 348 katilimcinin 250’si dogru olarak siniflandirilmis, 98’1
de yanlis siif olan B sinifina atanmigtir. B partisini tercih ettigi bilinen 166 katilimcinin
148’1 dogru siniflandirilmis, 18’1 ise yanlis sinif olan A sinifina atanmistir. Buna gore
baslangi¢ verisinde A partisinin dogru siniflandirma yiizdesi %72, B partisinin dogru
smiflandirma yiizdesi ise, %89’dur. Toplamda 514 katilimcinin 398’1 dogru siifa
atanmis olup, genel olarak dogru siniflandirma oram1 %77,4 olarak bulunmustur. Bu
oranlara bakildiginda CART-1 modelinin CART-2 modelinden daha basarili bir

siniflama yaptig1 goriilmektedir.

Test verisi ile olusan agacin dogru smiflama yilizdesi de asagidaki tabloda

verilmigtir.
Tablo 3.59. Test Verisi Dogru Simiflandirma Tablosu (CART-2)
Test Sonucu
Gerc¢ek Durum Yiizde(%)
A B Toplam

A 239 109 348 68,7

B 31 125 156 80,1

Genel Simiflandirma 270 234 504 72.2

Oram

Tablo 3.59°daki 504 gozlemden olusan test verisi sonuglarina gore, A partisini
tercih ettigi bilinen 348 katilimcinin 239’u dogru olarak smiflandirilmis. 109°u ise,
yanlis smif olan B partisi smifina atanmustir. B partisini tercih ettigi bilinen 156
katilimcinin 125°1 dogru simiflandirilmig, 31°1 ise yanlig sinif olan A sinifina atanmaigtir.
Buna gore test verisinde A partisinin dogru siiflandirma yiizdesi %68,7 ve B partisinin
dogru smiflandirma yiizdesi %80,1’dir. Toplamda 504 katilimcinin 364’ dogru sinifa
atanmis olup, genel olarak dogru smniflandirma oram1 %72,2 olarak bulunmustur. Bu
oranlara bakildiginda yine CART-1 modelinin CART-2 modelinden daha basarili bir

simiflama yaptigi goriilmektedir.
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CART-2 modelinde baglangi¢ ve test verisine iliskin ROC egrileri ise,
asagidaki sekilde gosterilmistir.
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Sekil 3.49: CART-2 Modeline Ait ROC Egrisi Sonuglari

CART-2 modelinde baslangi¢ ve test verisine iliskin AUC degerleri ise
baslangi¢ veri seti icin %87,5 olup mavi ¢izginin altinda kalan alandir. Test verisi i¢in
%79.,4 olup kirmiz1 ¢izginin altinda kalan alandir. CART-2 modelinde baslangi¢ verisi
icin AUC degeri CART-1 modelinden daha yiiksek, test verisinde ise daha diisiik
cikmistir. Buna gore, ikinci model baslangi¢ verisi i¢in oldukea iyi bir ayirim giliciine
sahip ¢ikmisken, test verisi i¢in birinci modelden daha diisiik bir ayirim giiciine sahip

¢ikmustir.

Siniflama modeli olusum asamasinda 6nemli olan kurulan modelin yeni veri
seti ile yeniden sinanmasi neticesinde tekrar iyi bir siniflama giicline sahip olmasidir.
Ikinci modelin test verisinde hem genel dogru simiflandirma yiizdesi hem de AUC
degeri daha diisiikk ¢iktigi icin CART-2 modelinin CART-1 modelinden daha iyi bir

siiflama modeli oldugu sdylenir.

CART-2 modelinde u¢ diiglimlere yapilan atama kurallar1 asagidaki tabloda

gosterilmistir.
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Tablo 3.60. Ug¢ Diigiime Atama Kurallar1 (CART-2)

Uc Diigiim Kural Smif Olasilig1 (Orani)

Eger Kurum Bagi(x33) = Meclis veya Yerel Yonetim veya Polis veya Diger
& Idolii= Ailesi veya Siyasetci veya Siyasetci bir isim veya Sporcu — Futbolcu
veya Atatiirk veya Isadami/kadini veya Oyuncu veya Dini lider/kisi veya Yazar
veya Sanat¢1 veya Kendim

A 0,99

Eger Kurum Bagi(x33) = Meclis veya Yerel Yonetim veya Polis veya Diger
& Tdolii= Yakim veya Miizisyen veya TV iinliisii / oyuncu veya Diger veya
Kimse & Tiirkiye’deki hayat sartlar1 5 yil sonra daha iyi olacak (x13)= Ne
dogru ne yanlis veya Dogru

A 0,95

Eger Kurum Bagi(x33) = Meclis veya Yerel Yonetim veya Polis veya Diger
& Idolii= Yakin1 veya Miizisyen veya TV inliisii / oyuncu veya Diger veya
Kimse & Tiirkiye’deki hayat sartlari 5 yil sonra daha iyi olacak (x13)=
Kesinlikle yanlig veya Yanlis veya Kesinlikle dogru

B 0,67

Eger Kurum Bagi(x33) = Yargi veya Ordu veya Medya veya Hicbiri&
4 Dindarhik= Dindar veya Sofu & Tiirkiye’deki hayat sartlar1 5 y1l sonra daha A 0,87
iyi olacak (x13)= Ne dogru ne yanlis veya Dogru veya Kesinlikle dogru

Eger Kurum Bagi(x33) = Yarg: veya Ordu veya Medya veya Hicbiri&
5 Dindarhik= Dindar veya Sofu & Tiirkiye’deki hayat sartlar1 5 y1l sonra daha B 0,51
iyi olacak (x13)= Kesinlikle yanlis veya Yanlis

Eger Kurum Bagi(x33) = Yarg: veya Ordu veya Medya veya Hicbiri&
6 Dindarlik= inangsiz veya Inangli & Dogum Yeri Bolge(x5_2)= Orta Anadolu A 0,68
veya Bati Karadeniz veya Kuzeydogu Anadolu veya Giineydogu Anadolu

Eger Kurum Bagi(x33) = Yarg: veya Ordu veya Medya veya Hicbiri&
Dindarlik= Inangsiz veya Inangli & Dogum Yeri Bolge(x5_2)= Istanbul veya
7 Bat1 Marmara veya Ege veya Dogu Marmara veya Bati1 Anadolu veya Akdeniz B 0,78
veya Bati1 Karadeniz veya Dogu Karadeniz veya Ortadogu Anadolu veya
Yurtdist

Tablo 3.60°da goriildiigli iizere, olusan agacin 7 adet u¢ digimi
bulunmaktadir. Bu atama kurallarina gore her ug¢ diigiime ulasilirken ilgili kurallar
gerceklesmektedir. Bu kurallar neticesinde bir akis cizen agacin gorseli asagidaki
gibidir. Sekilde de goriildiigli gibi kirmizi ile gosterilen diigiimler u¢ diigtimler olup, bu

diigiimlerde siniflara atama yapilmstir.
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Sekil 3.50: CART-2 Modeline Ait Siniflama Agact

3.3.2.3. CART Uciincii Model Bulgular1
CART ile kurulan iiclinci modelde (CART-3) baslangi¢ veri setinin %30’u

modeli olusturmak %70’1 ise modeli test etmek i¢in kullanilmistir. Veri setine ait

sonuclar agagidaki tabloda gosterilmistir.

Tablo 3.61. Baslangi¢ ve Test Verisi (CART-3)

Parti Baslangic Y(l;/igle Test Y(%Z()le Toplam Y(lf,zgie
A 208 66,2 488 69,3 696 68
B 106 33,8 216 30,7 322 32
Toplam 314 100 704 100 1018 100

Tabloda da goriildiigii lizere toplam 1018 gozlemin 696°s1 (%68) A partisine
oy verecegini, 322’si (%32) ise B partisine oy verecegini belirtmistir. Sonugta bu
gozlemlerin 314’1 (%30,7) baslangig veri seti olup, modeli olustumak igin
kullanilmustir. 704’4 (%69,3) ise test verisi olup, kurulan modeli test etmek igin

kullanilmastir.

CART-3 modeli sonucunda sadece bir aga¢ olusturulmustur. Bu agacin

maliyet-karmasiklik tablosu asagida verilmistir.
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Tablo 3.62. Olusan Aga¢ Dizilerinin Maliyet-Karmasiklik Tablosu

(CART-3)
g Yeniden Yerine
g Uc Test Seti
Agac e N N Koyma Karmagikhk
Diigtimler Goreceli Maliyeti Maliyet
1 4 0.46866 - 0.00000

Sadece bir agac¢ olustugu icin yeniden yerine koyma maliyeti s6z konusu

degildir. Olusan bu agacta 4 adet diiglim bulunmaktadir. Bundan daha biiyiik bagka agac

olusmadig1 i¢in bu agacin karmasikligi en azdir. Bu durum asagidaki grafik ile daha iyi

anlagilmaktadir. Bu grafikte sadece 4 adet diigiimden olusan bir adet optimum agag

oldugu goriilmektedir.
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Sekil 3.51: Maliyet-Karmagiklik Karsilastirmasi (CART-3)

CART yonteminde bilindigi iizere modele giren tiim degiskenler arasindan en

onemliler belirlenerek model olusturulur. Onemsiz degiskenler modele katilmaz. Buna

gore tlgiincii model neticesinde anlamli bulunan degiskenler, asagidaki tabloda

gosterilmistir.

Tablo 3.63. Degiskenlerin Onemlilik Oranlar1 (CART-3)

Degisken Skor
X33_KURUM_BAGI (En ¢ok hangi kuruma goniilden giivenirsiniz?) 100,0000 MM
X5_2DOGUM_BOLGE (Dogum yeriniz nedir? “bolge™) 65,2009 M
X6_2 BABA DB (Babamzi dogum yeri- nedir? “blge”) 59,8864 MM
X63_DINDARLIK (Dindarlik agisindan kendinizi hangisiyle tarif edersiniz?) 48,4539 MM
X64 AILE DIN (Dindarlik agismdan ailenizin resisini hangisiyle tarif edersiniz?) 41,0089 I
X30_EVLILIK (Evleneceginiz insanda hangi 6zelligin mutlaka olmasini istersiniz? 37,3871l
X13 TUR_HAYATBEK (Tiirkiye’deki hayat sartlar 5 yil sonra daha iyi olacak.) 32,3606}
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X19 KIZ_EVLAT (Kizim dévmeyen dizini dover) 20,6923}l

X5 1 DOGUM_MERKEZ (Dogdugunuz yer il mi ilge mi kéy milydii?) 16,0350/l

X21 _TURKIYE_ODOGU (Tiirkiye Orta Dogu ve Miisliiman tilkelerle daha yakin 14,1238}l
isbirligi icinde olmalidir.)

X18 OGTMN (Ogretmenin dévdiiii yerde giil biter.) 74143l
X2_YAS (Kag yasindasiniz?) 24101
X3 1 EGITIM (Egitim durumunuz, yani son bitridiginiz okul nedir?) 2,3355

CART-3 modeli sonucunda baslangi¢ veri seti ile olusan agacin dogru

siniflama yiizdesi agsagidaki tabloda verilmistir.

Tablo 3.64. Baslangi¢ Verisi Dogru Siniflandirma Yiizdesi (CART-3)

Gerc¢ek Durum Test Sonucu Yiizde(%)
A B Toplam
A 162 46 208 77,8
B 16 90 106 85
Genel
Smiflandirma 178 136 314 80,3
Oram

Tablo 3.64°teki 314 gozlemden olusan baslangi¢ verisi sonuglarina gore, A
partisini tercih ettii bilinen 208 katilimcmin 162’si dogru olarak smiflandirilmis ve
46’s1 da, yanlis smif olan B simifina atanmigtir. B partisini tercih ettigi bilinen 106
katilimcinin 90’1 dogru smiflandirilmis. 16’s1 ise yanlis sinif olan A simifina atanmistir.
Buna gore baslangic verisinde A partisinin dogru smiflandirma yiizdesi %77,8 B
partisinin dogru siniflandirma yiizdesi %85°tir. Toplamda 314 katilimcinin 252°si dogru
siifa atanmig olup, genel olarak dogru siniflandirma orani %80,3 olarak bulunmustur.
Bu oranlara bakildiginda genel olarak CART-1 daha basarili bir simiflama yaptig

goriilmektedir.

Test verisi ile olusan agacin dogru smiflama ylizdesi de asagidaki tabloda

verilmistir.
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Tablo 3.65. Test Verisi Dogru Simiflandirma Tablosu (CART-3)

Test Sonucu
Gerc¢ek Durum Yiizde(%)
A B Toplam

A 370 118 488 75,8

B 49 167 216 77,3
Genel

Siiflandirma 419 285 704 76,3
Orani

Tablo 3.65’teki 704 gozlemden olusan test verisi sonuglarina gore, A partisini
tercih ettigi bilinen 488 katilimcinin 370’1 dogru olarak simiflandirilmis. 118’1 ise, yanlis
sinif olan B smifina atanmistir. B partisini tercih ettigi bilinen 216 katilimcinin 167’si
dogru siniflandirilmis, 49’u ise yanlis sinif olan A sinifina atanmistir. Buna gore test
verisinde A partisinin dogru siniflandirma yiizdesi %75,8 ve B partisinin dogru
smiflandirma yiizdesi %77,3’tiir. Toplamda 704 katilimcinin 537’si dogru sinifa
atanmis olup, genel olarak dogru siniflandirma oran1 %76,3 olarak bulunmustur. Bu
oranlara bakildiginda yine CART-1 modelinin daha basarili bir smiflama yaptig

goriilmektedir.

CART-3 modelinde baslangic ve test verisine iliskin ROC egrileri ise,
asagidaki sekilde gosterilmistir.

101

0.8

0.6

04T

True Pos. Rate

0.2t

0.0 —+H—"Fr—""+—"F+—+—+—++——+—+—+—++—+—+—++—++
00 01 0.2 0.3 04 05 0.6 07 0.8 09 1.0
False Pos. Rate

Sekil 3.52: CART-3 Modeline Ait ROC Egrisi Sonuglari
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CART-3 modelinde baslangig ve test verisine iliskin AUC degerleri ise
baslangic¢ veri seti icin %83,3 olup mavi ¢izginin altinda kalan alandir. Test verisi igin

%78,8 olup kirmiz1 ¢izginin altinda kalan alandir.

Siiflama modeli olusum asamasinda 6nemli olan kurulan modelin yeni veri
seti ile yeniden sinanmasi neticesinde tekrar iyi bir smiflama giiciine sahip olmasidir.
CART-3 modelinin test verisinde AUC diger iki modelden daha diisiik ¢cikmistir. Test
verisine ait genel dogru siniflandirma yilizdesinde ise CART-2 modeli en az ¢ikmuistir.
Genel olarak bakildiginda ise, CART-1 modelinin en basarili model oldugu

gorilmiistiir.

CART-3 modelinde u¢ diigiimlere yapilan atama kurallar1 asagidaki tabloda

gosterilmistir.

Tablo 3.66. U¢ Diigiime Atama Kurallar1 (CART-3)

Uc Diigiim Kural Simif Olasihig1 (Orani)

Eger Kurum Bagi(x33) = Meclis veya Yerel Yonetim veya Polis veya

Diger A 0,92

Eger Kurum Bagi(x33) = Yargi veya Ordu veya Medya veya Higbiri
& Dindarhik= Dindar veya Sofu & Tiirkiye’deki hayat sartlari 5 y1l
2 sonra daha iyi olacak (x13)= Ne dogru ne yanlis veya Dogru veya A 0,88
Kesinlikle dogru

Eger Kurum Bagi(x33) = Yargi veya Ordu veya Medya veya Higbiri
3 & Dindarhk= Dindar veya Sofu & Tiirkiye’deki hayat sartlari 5 y1l B 0,54
sonra daha iyi olacak (x13)= Kesinlikle yanlis veya Yanlis

Eger Kurum Bag1(x33) = Yargi veya Ordu veya Medya veya Higbiri

& Dindarlik= inangsiz veya Inangli B 0.71

Tablo 3.66’da goriildiigii ilizere, olusan agacin 4 adet u¢ diigimi
bulunmaktadir. Bu atama kurallarina gore her ug¢ diigiime ulasilirken ilgili kurallar

gerceklesmektedir. Bu kurallar neticesinde bir akis ¢izen agacin gorseli asagidaki
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gibidir. Sekilde de goriildiigii gibi kirmizi ile gosterilen diigiimler ug¢ diigtimler olup, bu

diiglimlerde siniflara atama yapilmistir.

o]
w

Sekil 3.53: CART-3 Modeline Ait Siniflama Agaci

3.3.2.4. CART Modellerinin Karsilastirilmasi

Tirkiye’de genclerin siyasi goriislerini etkileyen faktorlerin belirlenmesinde
yani parti tercihlerinde en ¢ok tercih edilen A ve B partisi i¢in ilk asamada iki kategori
diizeyinde CART modelleri olusturulmustur. Bu asamada farkli biiyiikliikteki baslangic
ve test verisi kullanilmistir. CART modellerine ait genel sonuglar asagidaki tabloda

gosterilmistir.

Tablo 3.67. CART (2 diizey) Modellerinin Karsilastirilmasi

Baslanel Test AUC AUC Genel Dogru | Genel Dogru
MODEL \jerisgi ¢ Verisi (Baslangic (Test Sinmiflama Orami | Smiflama
Verisi) Verisi) (Baslangic) Orani (Test)
CART-1 70% 30% 85,6 80,5 80,8 76,5
CART-2 50% 50% 87,5 79,4 77,4 72,2
CART-3 30% 70% 83,3 78,8 80,3 76,3

Siniflama modeli olusum asamasinda 6nemli olan kurulan modelin yeni veri
seti ile yeniden simnanmasi neticesinde tekrar iyi bir siiflama giiciine sahip olmasidir.

Bu sonuglar neticesinde CART-1 modelinin test verisine ait AUC degeri ve genel dogru
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siniflandirma orani en yiiksek ¢iktig1 i¢in diger modellerden daha yiiksek bir ayirim

giicline sahip oldugu goriilmektedir.

Ayrica olustuturulan CART modellerinin test verilerine iliskin ROC egrileri
asagidaki sekil ile karsilastirilabilir. Bu kez modelin genel AUC degerleri yerine

sirastyla A ve B partisine iligkin karsilastirmalt ROC egrileri asagida gosterilmistir.
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Sekil 3.54: A Partisine Ait ROC Egrileri Kargilagtirmasi-CART

Olustuturulan CART modellerinden mavi ile gosterilen CART-1, kirmiz1 ile
gosterilen CART-2, yesil ile gosterilen CART-3 olup, A partisi i¢in en iyi ROC
degerinin CART-1 yani %70 baslangic veri seti %30 test verisi ile olusturulan model

oldugu goriilmiistiir.

Yine aym sekilde B partisine iliskin karsilastirmali ROC egrileri de asagida

gosterilmistir.
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Sekil 3.55: B Partisine Ait ROC Egrileri Kargilastirmasi-CART

Olustuturulan CART modellerinden mavi ile gosterilen CART-1, kirmiz1 ile
gosterilen CART-2, yesil ile gosterilen CART-3 olup, B partisi i¢in en iyi ROC
degerinin CART-2 yani %50 baslangi¢ veri seti %50 test verisi ile olusturulan model

oldugu goriilmistiir.

3.3.25. Farkh Orneklem Biiyiikliigi ile CART Modellerinin

Degerlendirmesi

Daha once belirtildigi gibi caligmanin ikinci asamasinda en uygun olan
baslangic ve test verisi biiyiikliigii ile bu kez genel bir degerlendirme yapilmistir. Tlk
asamada, Ilk ii¢ CART modeline ait sonuclar incelendiginde en uygun modelin veri
setinin %70’inin baslangic veri seti yani egitim verisi olarak alinip, geri kalan
%30 unun test verisi olarak alinmasi gerektigi yoniinde olmustur. Veri madenciligi ile
ilgili yapilan calismalarda da genel olarak veri setininin 2/3’{iniin yani %67’ sinin
modeli olusturmak, 1/3’iiniin yani %33 iiniin ise modeli test etmek i¢in ideal olabilecegi

yoOniinde olmustur.

Bu degerlendirme sonucunda yeni veri setinin %70’i baslangic, %30’u test
verisi olarak alinmistir. Bu veri setinde bagimli degisken olan parti tercihi bu kez “A
Partisi”, “B Partisi”, “C Partisi” “Diger” ve “Kararsiz” olmak iizere bes kategori diizeyi

esas alinarak belirlenmistir. Daha 6nce de belirtildigi gibi bu yeni veri seti 1867
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gozlemden olusmaktadir. Bu yeni veri setinde gézlemlerin parti tercihine gore dagilimi

asagidaki tabloda gosterilmistir.

Tablo 3.68. Katihmeilarin “Oniimiizdeki secimlerde hangi partiye (5

diizey) oy vereceksiniz?” Sorunun Cevabina Gore Dagilim

Frekans Yiizde (%)
A Partisi 696 37,3
B Partisi 322 17,2
C Partisi 156 8,4
Diger 142 7,6
Kararsiz 551 29,5
Toplam 1867 100

Kararsiz
30%

Sekil 3.56: Katilimeilarin “Oniimiizdeki secimlerde hangi partiye oy vereceksiniz?”

Sorunun Cevabina Gore Dagilimi

Genglerin %37,3’lik biliyiikk cogunlu 6niimiizdeki se¢imlerde A partisine oy
verecegini belirtirken, %17,2’si B partisine ve %8,4’1i ise, C partisine oy verecegini
belirtmistir. Caligmaya katilan genglerin %7,6’s1 diger partilere oy verecegini belirtirken

%29,5’1 ise, kararsiz oldugunu belirtmisitr.

Boylelikle yeni veri seti, farkli biiyliklikteki 6rnek sayilarina gore yeniden
CART yontemi ile modellenmistir. Buna gore toplam 1867 goézlemden olusan
orneklemden, excelde rassal sayilar {iiretilerek, raslantisal olarak sirasiyla 500, 800,
1100 ve 1400 birimlik drneklemler secilmistir. Bu farkli 6rneklemler ile yapilan CART

analizlerin karsilastirilmasina ait bulgular asagida verilmistir.
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Tablo 3.69. Farkh Biiyiikliikteki Orneklemlere Gore CART (5 diizey)

Modellerinin Karsilastirilmasi

Genel Dogru Siiflama Genel Dogru
n AUC (Baslangi¢) | AUC (Test) Oram (Baslangic) Siniflama Oram (Test)
500 0,90 0,66 0,39 0,21
800 0,81 0,54 0,37 0,26
1100 0,86 0,58 0,41 0,24
1400 0,85 0,53 0,42 0,27
1867 0,87 0,71 0,42 0,30

Farkli biiyiikliikteki orneklemler ile 5 diizeyi bulunan parti degiskeninin

sonuglart incelendiginde 6rneklem biiyiikliigliniin artisina baglh olarak genel olarak test

verisine ait AUC degeri ve genel dogru smiflandirma oranmin da artis gosterdigi

goriilmektedir. Yalniz 500 birimden olusan drneklemin test verisine ait AUC degeri,

800, 1100 ve 1400 birimden olusan 6rneklemlerden yiiksek ciktig1 ama genel siniflama

oraninin disiik ¢iktigr goriilmektedir. Buradan genel olarak o6rneklem blyiikligi

arttikca modelin test verisinin ayirim giicii ve genel dogru smiflama oraninin arttig

sonucuna varilmaktadir. Bu durum asagidaki grafik ile gorsel olarak da goriilmektedir.
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Sekil 3.57: Farkli Biiyiikliikteki Orneklemlere Gére CART(S diizey) Modellerinin

Karsilastirilmasi
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3.3.3. MARS Yontemine Ait Bulgular

Tiirkiye’de genglerin siyasi goriislerini etkileyen faktorlerin belirlenmesinde
yani parti tercihlerinde CART yoOnteminden sonra bu kez MARS yontemi farkli
bliytikliikteki baslangic ve test verisi kullanilarak incelenmistir. MARS yontemi ikili
bagimli degiskenler i¢in tasarlanmis bir model oldugu i¢in ve MARS ile elde edilen
analiz sonuclarinin CART ile kiyaslanabilmesi i¢in ilk asamada bagimli degiskenin
kategori diizeyi ikiye indirgenmis ve en ¢ok tercih edilen ilk iki parti olan “A Partisi”

ve “B Partisi” ele alinmustir.

Bu amacgla CART yonteminde oldugu gibi MARS yonteminde de ilk asamada
baslangicta modeli olustumak icin veri setinin sirasityla %70°1, %50’si ve %30’u
baslangi¢ veri seti bir diger adiyla egitim verisi olarak ele alinmistir. Buna gore veri
setinin sirasiyla geri kalan %30, %50 ve %70’lik kism1 ise olusan modeli test etmek icin
kullanilmistir. Bu durumda MARS yontemi ile 3 adet model elde edilmistir. Bu

modellere ait bulgular izleyen kisimlarda sirastyla verilmistir.
3.3.3.1. MARS Birinci Model Bulgulari

Calismanin ikinci uygulama asamasinda ise, MARS modeli ile ¢alisilmistir.
Benzer sekilde MARS ile kurulan ilk modelde (MARS-1) baslani¢ veri setinin %70°1
modeli olusturmak %30’u ise modeli test etmek i¢in kullanilmistir. Bu analize ait

bulgular asagida verilmistir.

Tablo 3.70. Baslangi¢ ve Test Verisi (MARS-1)

Parti Baglangic | Yiizde (%) Test Y(lg/i;ie Toplam Y(%Z;le
A 490 67.59 206 70.31 696 68
B 235 32.41 87 29.69 322 32
Toplam 725 100.00 293 100.00 1018 100

Tabloda da goriildigii lizere toplam 1018 gdzlemin 696°s1 (%68) A partisine

oy verecegini, 322’si (%32) ise B partisine oy verecegini belirtmistir. Sonucta bu
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gbzlemlerin 725’1 (%70) baslangic veri seti olup, modeli olustumak i¢in kullanilmistir.

293’1 (%30) ise test verisi olup, kurulan modeli test etmek i¢in kullanilmistir.

MARS yonteminde CART yonteminde oldugu gibi modele giren tiim
degiskenler arasindan en 6nemliler belirlenerek model olusturulur. Onemsiz degiskenler
modele katilmaz. Buna gore birinci model neticesinde anlamli bulunan degiskenler,

asagidaki tabloda gosterilmistir.

Tablo 3.71. Degiskenlerin Onemlilik Oranlar1 (MARS-1)

Degisken Skor

X13_TUR_HAYATBEK_mis (Tiirkiye’deki hayat sartlart 5 yil | 100,0 [[[[[{[I [N
sonra daha iyi olacak.)
X33_KURUM_BAGI (En ¢ok hangi kuruma goniilden 80,57 I
giivenirsiniz?)
X64_AILE_DIN_mis (Dindarlik agisindan ailenizin resisini hangisiyle| 79,76 ||
tarif edersiniz?)
X64_AILE_DIN (Dindarlik agismdan ailenizin resisini hangisiyle tarif | 60,89 |||[[|I11I11III

edersiniz?)

X57_1_TV_KANAL_mis (En ¢ok izlediginiz TV kanalr) 55,97
X57_1_TV_KANAL (En ¢ok izlediginiz TV kanali) 55,97
X13_TUR_HAYATBEK (Tiirkiye’deki hayat sartlar1 5 yil 55,63 (Il

sonra daha iyi olacak.)
X9_1_IS_mis (Son bir ay iginde bir iste ¢alistmiz mi? Calistinizsa 51,21 {111

isiniz?

X9_11IS (Son bir ay i¢inde bir iste gahigtimz mi? Cahstimzsa isiniz?) | 51,21 ||l
X6_2 BABA_DB_mis (Babamz dogum yeri nedir? “bélge” 50,37 1NN
X6_2_BABA_DB (Babanizi dogum yeri nedir? “bolge™) 50,37 NN
X21 TURKIYE_ODOGU (Tiirkiye Orta Dogu ve Miisliiman 46,67 (|[[111IH

tilkelerle daha yakn igbirligi i¢inde olmahdir.)
X21_TURKIYE_ODOGU_mis (Tiirkiye Orta Dogu ve Miisliiman | 46,67 |||l
iilkelerle daha yakin isbirligi i¢inde olmalidir.)
X31_KADIN_ERKEK_mis (Bir kadin ile erkek agagidakilerden | 32,82 |||||||[//I!!|
hangisi olur ise sizce beraber yasayabilirler?)
X31_KADIN_ERKEK (Bir kadin ile erkek asagidakilerden 32,82 I
hangisi olur ise sizce beraber yasayabilirler?)

Modelin ilk olusum asamasi olan ileriye dogru adim yonteminde baslangigta
varsayilan (default) deger olarak alinan 30 adet temel fonksiyonun ele alinmasi uygun
goriilmiistiir. Fakat geriye dogru yonteminde sadece 8 tane temel fonksiyon anlamli
olarak bulunup, modele alinmistir. MARS-1 modelinde modele giren degiskenler ile
olusturulan final model ve bu degiskenlere ait digiim degerleri asagidaki tabloda

goriilmektedir. Tabloda da goriildiigi tizere, sifirinct temel fonksiyon sabit terim olup,
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modele “37,°57, <97, “13”, 177, “217, “25” ve “29”. temel fonksiyonlar modele

alinmustir.
Tablo 3.72. Final Model (MARS-1)
Modele s s o
AlmanTemel Katsayilar Degisken Isareti Ao Dugum Ana Diigiim AT D
" Isareti (Kir1lma Noktasi)
Fonksiyonlar
0 0,1465 _
3 0,2280 X64_AILE_DIN + - X64_AILE_DIN_mis VInangh”,
- - - - - Inangsiz
"Ordu",
5 0,2692 X33 _ KURUM_BAGI - "Medya",
"Higbiri"
"Kesinlikle
9 02226 | X21_TURKIYE_ODOGU | + + XZl—TURKr'TIE—ODOGU— yanlis",
"Yanlis
"Kesinlikle
13 0,1936 X13_TUR_HAYATBEK | - + XlS—TUR—HQYATBEK— yanlis",
"Yanlig"
17 -0,2735 X9 1 1S + - X9 1 1S mis "Ogrenci”
"Bat1 Marmara",
"Ege”,
21 0,1684 X6_2_BABA_DB - - X6_2 BABA DB_mis | "Bati Anadolu",
"Akdeniz",
"Yurtdis1"
"ATV",
"FOX",
25 -0,2479 X57_1_TV_KANAL | + . X57_1_TV_KANAL_mis Sam,?%"T'.‘f ™V
"NTV Spor",
"Kanal 7"
"Hem resmi
29 -0,1497 X31_KADIN_ERKEK - + X31_KADIN_ERKEK_mis| hem de dini
nikah"

Buna gore MARS-1 analizi sonucunda Tablo 3.72’de gosterilen temel
fonksiyonlardan yararlanilarak olusturulan final tahmin modeli asagida gosterildigi
gibidir. Tablo da goriildiigii lizere modelin agiklama yiizdesi (Tanimlayicilik Katsayisi-
RZ) 0,48 olup bagimsiz degiskenlerin %48’i parti tercihini agiklyabilmektedir. Bu
degerin diisiik olmast MARS-1 modelinin yeterince iyi bir tahmin modeli olmadig:

gosterir.

Tablo 3.73. Final Modele Ait Temel Fonsiyonlar (MARS-1)

BF1 = (X64 AILE DIN in (“Eksik deger”) );

BF3 = (X64_AILE_DIN in ( "inan¢h", "inangsiz" )) * BF1;

BF5 = (X33_KURUM_BAGI in ("Ordu", "Medya", "Hicbiri") );

BF7 = (X21_TURKIYE_ODOGU in (“Eksik deger”) ) * BF1;

BF9 =(X21 TURKIYE ODOGU in ("Kesinlikle yanlis","Yanlis )) * BF7;
BF11 = (X13_TUR_HAYATBEK in (“Eksik deger”));

BF13 =(X13_TUR _HAYATBEK in ("Kesinlikle yanlis","Yanlis ) ) * BF11;
BF15 = (X9_1_IS in (“Eksik deger”) ) * BF5;
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BF17=(X9 1 ISin ( "Ogrenci")) * BF15;

BF19 = (X6_2_BABA_DB in (“Eksik deger”) ) * BF11,

BF21=(X6 2 BABA DB in ("Bati Marmara", "Ege","Bat1 Anadolu", "Akdeniz","Yurtdis1"))* BF19;

BF23 = (X57_1_TV_KANAL in (“Eksik deger”) ) * BF11;

BF25 = ( X57_1_TV_KANAL in ("ATV","FOX","Samanyolu TV","TRT", "NTV Spor","Kanal 7") * BF23;

BF26 = ( X57_1_TV_KANAL in ( "Kanal D", "Show TV", "Star TV", "NTV", "Cnbc-¢","Habertiirk", "Miizik Kanallar1",
"Diger kanallar" ) ) * BF23,;

BF27 = (X31_KADIN_ERKEK in (“Eksik deger”) ) * BF26;

BF29 = (X31 KADIN ERKEK in ("Hem resmi hem de dini nikdh" )) * BF27,

MARS-1Y = 0.146523 + 0.228028 * BF3 + 0.269232 * BF5 + 0.22258 * BF9
+0.193608 * BF13 - 0.273483 * BF17
+0.168374 * BF21 - 0.247854 * BF25 - 0.14968 * BF29;

MARS-1 MODEL PARTI = BF3 BF5 BF9 BF13 BF17 BF21 BF25 BF29;

R-Kare: 0.48

Diizeltilmis R-Kare: 0.47
F-Istatistigi: 72,39

MSE: 0,11

Final Modelin GCV Degeri : 0.12

MARS-1 modeli sonucunda baslangi¢ veri seti ile olusan agacin dogru

siniflama yiizdesi asagidaki tabloda verilmistir.

Tablo 3.74. Baslangi¢ Verisi Dogru Siniflandirma Yiizdesi (MARS-1)

Test Sonucu . o
Gerc¢ek Durum A B Toplam Yiizde(%)
A 346 144 490 70,6
B 20 215 235 91,5
Genel Simiflandirma 366 359 795 774
Oram

Tablo 3.74’teki 725 gozlemden olusan baslangig verisi sonuglarma gore, A
partisini tercih ettigi bilinen 490 katilimcinin 346’s1 dogru olarak siiflandirilmis ve
144’1 ise, yanlis simif olan B smifina atanmigtir. B partisini tercih ettigi bilinen 235
katilimcinin 215°1 dogru siniflandirilmis, 20’si ise yanlis sinif olan A sinifina atanmigtir.
Buna gore baslangic verisinde A partisinin dogru siniflandirma yiizdesi %70,6 B
partisinin dogru siniflandirma yiizdesi %91,5’tir. Toplamda 725 katilimcinin 561°1
dogru sinifa atanmis olup, genel olarak dogru smiflandirma orami %77,4 olarak
bulunmustur. Test verisi ile olusan agacin dogru siniflama yiizdesi de asagidaki tabloda

verilmistir.
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Tablo 3.75. Test Verisi Dogru Simiflandirma Tablosu (MARS-1)

Test Sonucu .
Gercek Durum A B Toplam Yiizde(%)
A 141 65 206 68,5
B 8 79 87 90,8
Genel Sitmiflandirma 149 144 293 75.1
Orani

Tablo 3.75’teki 293 gozlemden olusan test verisi sonuglarina gore, A partisini
tercih ettigi bilinen 206 katilimcinin 141°1 dogru olarak siniflandirilmis. 65’1 ise, yanlis
sinif olan B sinifina atanmistir. B partisini tercih ettigi bilinen 87 katilimcinin 79’u
dogru smiflandirilmis, 8’1 ise yanlis sinif olan A sinifina atanmistir. Buna gore test
verisinde A partisinin dogru smiflandirma yiizdesi %68,5 ve B partisinin dogru
simiflandirma yiizdesi %90,8’dir. Toplamda 293 katilimcinin 220°si dogru simifa

atanmis olup, genel olarak dogru siiflandirma orani1 %75,1 olarak bulunmustur.

MARS-1 modelinde baglangic ve test verisine iliskin ROC egrileri ise,
asagidaki sekilde gosterilmistir.
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Sekil 3.58: MARS-1 Modeline Ait ROC Egrisi Sonuglari

MARS-1 modelinde baslangi¢ ve test verisine iliskin AUC degerleri ise
baslangi¢ veri seti i¢in %91 olup mavi ¢izginin altinda kalan alandir. Test verisi igin
%87,5 olup kirmiz1 ¢izginin altinda kalan alandir. Bu oran, hem baslangic hem test

verisinde %80 ve iizerinde oldugu i¢in modelin hem baslangi¢c hem de test verisine ait
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ayirim giictiniin yani duyarlilik (dogru pozitif orani) ve 6zgiilliigiiniin (dogru negatif

orani) oldukea iyi oldugu sdylenebilir.
3.3.3.2. MARS ikinci Model Bulgular

MARS ile kurulan ikinci modelde (MARS-2) baslani¢ veri setinin %50’si
modeli olusturmak, %50°si ise modeli test etmek i¢in kullanilmistir. Bu analize ait

bulgular asagida verilmistir.

Tablo 3.76. Baslangi¢ ve Test Verisi (MARS-2)

Parti | Baslangic Y(%/fse Test Y(%/fse Toplam Y(%/i;le
A 348 67.70 348 69.05 696 68
B 166 32.30 156 30.95 322 32
Toplam 514 100.00 504 100.00 | 1018 100

Tabloda da goriildiigii lizere toplam 1018 gozlemin 696°s1 (%68) A partisine
oy verecegini, 322’si (%32) ise B partisine oy verecegini belirtmistir. Sonucta bu
gozlemlerin 514’0 (%50,5) baslangic veri seti olup, modeli olustumak igin
kullanilmigtir. 504’14 (%59,5) ise test verisi olup, kurulan modeli test etmek igin

kullanilmastir.

MARS yonteminde CART yonteminde oldugu gibi modele giren tim
degiskenler arasindan en dnemliler belirlenerek model olusturulur. Onemsiz degiskenler
modele katilmaz. Buna gore ikinci model neticesinde anlamli bulunan degiskenler,

asagidaki tabloda gosterilmisgtir.

Tablo 3.77. Degiskenlerin Onemlilik Oranlar1 (MARS-2)

Degisken Skor
X63_DINDARLIK_mis (Dindarlik agismdan kendinizi hangisiyle tarif 100,00 [y
edersiniz?)
X33_KURUM_BAGI (En ¢ok hangi kuruma géniilden giivenirsiniz?) 100,00 [y
X5_2DOGUM_BOLGE_mis (Dogum yeriniz nedir? “bolge”) 53,31 [
X63_DINDARLIK (Dindarlik agisindan kendinizi hangisiyle tarif 40,67 |l
edersiniz?)
X6_2_BABA_DB_mis (Babanizi dogum yeri nedir? “bolge”) 39,38 |l
X6_2 _BABA_DB (Babamzi dogum yeri nedir? “bolge”) 39,38 |l
X13 TUR_HAYATBEK _mis (Tiirkiye’deki hayat sartlar1 5 yil sonra daha | 38,08 |l
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iyi olacak.)
X13_TUR_HAYATBEK (Tiirkiye’deki hayat sartlar1 5 y1l sonra daha iyi 38,08 |l

olacak.)

X60_GAZETE_mis (Okudugunuz gazaete hangisidir?) 26,18 |l
X60_GAZETE (Okudugunuz gazaete hangisidir?) 26,18 |l
X31_KADIN_ERKEK_mis (Bir kadin ile erkek asagidakilerden 23,66 |l

hangisi olur ise sizce beraber yasayabilirler?)
X31_KADIN_ERKEK (Bir kadin ile erkek asagidakilerden hangisi | 23,66 |l
olur ise sizce beraber yasayabilirler?)

Modelin ilk olusum agamas1 olan ileriye dogru adim ydnteminde baslangicta
varsayilan (default) deger olarak alinan 30 adet temel fonksiyonun ele alinmasi uygun
goriilmiistiir. Fakat geriye dogru yonteminde sadece 6 tane temel fonksiyon anlamli
olarak bulunup, modele alinmistir. MARS-2 modelinde modele giren degiskenler ile
olusturulan final model ve bu degiskenlere ait diigiim degerleri asagidaki tabloda
goriilmektedir. Tabloda da goriildiigi tizere, sifirinct temel fonksiyon sabit terim olup,

modele “57,°9”, <137, 177, 7217, ve “27”. temel fonksiyonlar modele alinmistir.

Tablo 3.78. Final Model (MARS-2)

Modele Ana Diigii Diigiim Degeri
AlmanTemel Katsayilar Degisken Isareti na Lugum Ana Diigiim ugum eger
" Isareti (Kirtlma noktast)
Fonksiyonlar
0 0,0230
5 -0,2913 X63_DINDARLIK + - X63_DINDARLIK_mis "Dindar",
"Sofu"
9 0,2280 X13_TUR_HAYATBEK - - X13_TUR_HAYATBEK_ "Kesinlikle
mis yanlig",
"Yanlig"
13 0,2787 X6_2 BABA_DB + + X6_2 BABA_DB_mis | "Bati Marmara",
"Ege",
"Bat1 Anadolu",
"Akdeniz",
"Yurtdis1"
17 -0,1963 X31_KADIN_ERKEK - + X31_KADIN_ERKEK_mis| "Dini nikah",
"Hem resmi hem
de dini nikah"
21 0,4568 X5_2DOGUM_BOLGE_m| + + X63_DINDARLIK_mis “Eksik deger”
IS
27 0,2356 X60_GAZETE - + X60_GAZETE_mis "Hiirriyet",
"Milliyet",
"Cumbhuriyet",
"Radikal"

Buna gére MARS-2 analizi sonucunda Tablo 3.78’de gosterilen temel

fonksiyonlardan yararlanilarak olusturulan final tahmin modeli asagida gosterildigi
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gibidir. Tablo 3.79°da goriildiigii iizere modelin agiklama yiizdesi 0,49 olup, MARS-1
modelinden daha yiiksek ¢ikmugtir. Yani bagimsiz degiskenlerin %49°u parti tercihini
aciklayabilmektedir. Bu degerin diisiikk olmast MARS-2 modelinin de yeterince iyi bir

tahmin modeli olmadigini gostermektedir.

Tablo 3.79. Final Modele Ait Temel Fonsiyonlar (MARS-2)

BF1 = (X33 _KURUM BAGI in ("Yarg1", "Ordu", "Medya", "Hi¢biri"));

BF3 = (X63_DINDARLIK in (“Eksik deger”) ) * BF1;

BF5 = ( X63_DINDARLIK in ( "Dindar", "Sofu" )) * BF3;

BF7 = (X13_TUR_HAYATBEK in (“Eksik deger”) );

BF9 = ( X13_TUR_HAYATBEK in ("Kesinlikle yanlis", "Yanls")) * BF7;

BF11=(X6_2 BABA DB in (“Eksik deger”) ) * BF3

BF13 = ( X6_2_BABA_DB in ("Bati Marmara", "Ege","Bat1 Anadolu", "Akdeniz","Yurtdis1")) * BF11,
BF15 = (X31_KADIN_ERKEK in (“Eksik deger”)) * BF3;

BF17 =( X31 KADIN ERKEK in ( "Hem resmi hem de dini nikdh", "Dini nikah" )) * BF15;
BF21 = (X5_2DOGUM_BOLGE in (“Eksik deger”)) * BF3;

BF25 = (X60_GAZETE in (“Eksik deger” )) * BF3;

BF27 = ( X60_GAZETE in ("Hiirriyet", "Milliyet", "Cumhuriyet", "Radikal") ) * BF25;

MARS-2 'Y =0.0230371 - 0.291316 * BF5 + 0.228038 * BF9
+0.278698 * BF13 - 0.196266 * BF17
+ 0.456767 * BF21 + 0.235632 * BF27,

MARS-2 MODEL PARTI = BF5 BF9 BF13 BF17 BF21 BF27;

R-Kare: 0,49

Diizeltilmis R-Kare:0,49
F-Istatistigi: 78,06

MSE: 0,11

Final Modelin GCV Degeri : 0,12

MARS-2 modeli sonucunda bagslangi¢ veri seti ile olusan agacin dogru

smiflama yiizdesi asagidaki tabloda verilmistir.

Tablo 3.80. Baslangic¢ Verisi Dogru Siniflandirma Yiizdesi (MARS-2)

Test Sonucu
Gerg¢ek Durum Yiizde(%)
A B Toplam
A 300 48 348 86,2
B 29 137 166 82,5
Genel
Siiflandirma 329 185 514 85
Oranm
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Tablo 3.80°deki 514 gbzlemden olusan baslangi¢ verisi sonuglarina gore, A
partisini tercih ettigi bilinen 348 katilimcinin 300’1 dogru olarak siniflandirilmis, 48’1
de yanlis siif olan B sinifina atanmigstir. B partisini tercih ettigi bilinen 166 katilimcinin
137’st dogru smiflandirilmis, 29°u ise yanlis sinif olan A siifina atanmistir. Buna gore
baslangi¢ verisinde A partisinin dogru siniflandirma yiizdesi %86,2, B partisinin dogru
smiflandirma yiizdesi ise, %82,5’tir. Toplamda 514 katilimcinin 437°si dogru siifa
atanmis olup, genel olarak dogru siniflandirma orani1 %85 olarak bulunmustur. Bu
oranlara bakildiginda MARS-2 modelinin MARS-1 modelinden daha basarili bir
simiflama yaptig1 goriilmektedir. Test verisi ile olusan agacin dogru siniflama yiizdesi de

asagidaki tabloda verilmistir.

Tablo 3.81. Test Verisi Dogru Simiflandirma Tablosu (MARS-2)

Test Sonucu
Gerc¢ek Durum Yiizde(%)
A B Toplam
A 286 62 348 82,2
B 35 121 156 77,6
Genel
Smiflandirma 321 183 504 80,8
Oram

Tablo 3.81°deki 504 gozlemden olusan test verisi sonuglarina gore, A partisini
tercih ettigi bilinen 348 katilimcinin 286°s1 dogru olarak simiflandirilmis. 62’si ise,
yanlis sinif olan B partisi siifina atanmistir. B partisini tercih ettigi bilinen 156
katilimcinin 121’1 dogru siniflandirilmis, 35°1 ise yanlis sinif olan A sinifina atanmistir.
Buna gore test verisinde A partisinin dogru siniflandirma yiizdesi %82,2 ve B partisinin
dogru siiflandirma yiizdesi %77,6’dir. Toplamda 504 katilimcinin 407’si dogru sinifa
atanmig olup, genel olarak dogru siniflandirma orant %80,8 olarak bulunmustur. Bu
oranlara bakildiginda yine MARS-2 modelinin MARS-1 modelinden daha basarili bir

siniflama yaptig1 goriilmektedir.

MARS-2 modelinde baslangic ve test verisine iliskin ROC egrileri ise,
asagidaki sekilde gosterilmistir.
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Sekil 3.59: MARS-2 Modeline Ait ROC Egrisi Sonuclar1

MARS-2 modelinde baslangic ve test verisine iliskin AUC degerleri ise
baslangic veri seti i¢in %89,5 olup mavi ¢izginin altinda kalan alandir. Test verisi i¢in
%86,2 olup kirmizi ¢izginin altinda kalan alandir. Bu oran, hem baslangic hem test
verisinde %80 ve lizerinde oldugu i¢in modelin hem baslangi¢c hem de test verisine ait
ayirim giicliniin yani duyarlilik (dogru pozitif orani) ve 6zgiilliigiiniin (dogru negatif
orani) oldukea iyi oldugu sOylenebilir. MARS-1 ile kiyaslandiginda ise daha yiiksek
ciktig1 goriilmiigtiir.

3.3.3.3. MARS Ucgiincii Model Bulgular:

MARS ile kurulan ii¢linci modelde (MARS-3) baslangi¢ veri setinin %30’u
modeli olusturmak %70’1 ise modeli test etmek i¢in kullanilmistir. Veri setine ait

sonuclar agsagidaki tabloda gosterilmistir.

Tablo 3.82. Baslangi¢ ve Test Verisi (MARS-3)

Parti Baslangic Y(ig/f);le Test Y(i(i)/i;le Toplam Y(ig/f)?e
A 208 66,2 488 69,3 696 68
B 106 33,8 216 30,7 322 32
Toplam 314 100 704 100 1018 100
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Tabloda da gorildiigii lizere toplam 1018 gozlemin 696’s1 (%68) A partisine
oy verecegini, 322’si (%32) ise B partisine oy verecegini belirtmistir. Sonugta bu
gozlemlerin 314’4 (%30,7) baslangic veri seti olup, modeli olustumak igin
kullanilmistir. 7041 (%69,3) ise test verisi olup, kurulan modeli test etmek ig¢in

kullanilmustir.

MARS yonteminde CART yonteminde oldugu gibi modele giren tiim
degiskenler arasindan en dnemliler belirlenerek model olusturulur. Onemsiz degiskenler
modele katilmaz. Buna gore iiclincii model neticesinde anlamli bulunan degiskenler,

asagidaki tabloda gdsterilmistir.

Tablo 3.83. Degiskenlerin Onemlilik Oranlar1 (MARS-3)

Degisken Skor
X33_KURUM_BAGI (En ¢ok hangi kuruma goniilden 200,00 |
giivenirsiniz?)
X60_GAZETE_mis (Okudugunuz gazete hangisidir?) | 58,22 |l
X60_GAZETE (Okudugunuz gazete hangisidir?) 58,22 (I
X64_AILE_DIN_mis (Dindarlik agisindan ailenizin resisini| 56,18 |l
hangisiyle tarif edersiniz?)
X64_AILE_DIN (Dindarlik agisindan ailenizin resisini 56,18 |l
hangisiyle tarif edersiniz?)
X6_2_BABA_DB_mis (Babamzi dogum yeri nedir? 41,66 |l
“bolge”)
X6_2_BABA_DB (Babanizi dogum yeri nedir? “bolge™) | 41,66 |l
X13 TUR_HAYATBEK (Tiirkiye’deki hayat sartlar1 | 39,56 |l
5 yil sonra daha iyi olacak.)

Modelin ilk olusum asamasi olan ileriye dogru adim yonteminde baslangicta
varsayilan (default) deger olarak alinan 30 adet temel fonksiyonun ele alinmast uygun
goriilmiistiir. Fakat geriye dogru yonteminde sadece 4 tane temel fonksiyon anlamli
olarak bulunup, modele alinmistir. MARS-3 modelinde modele giren degiskenler ile
olusturulan final model ve bu degiskenlere ait diiglim degerleri asagidaki tabloda
goriilmektedir. Tabloda da goriildiigii tizere, sifirinc1 temel fonksiyon sabit terim olup,

modele “57,79”, “13” ve “15.” temel fonksiyonlar modele alinmistir.

190



Tablo 3.84. Final Model (MARS-3)

Modele Ana Diisii Diigiim Degeri
AlmanTemel | Katsayilar Degisken Isareti na ugum Ana Diigiim ugum eger
Fonksiyonlar Isareti (Kir1lma noktasi)

0 0,0115
5 0,4506 X64_AILE_DIN + - X64 _AILE_DIN_mis | "Inanch", "Inangsiz"
"Posta", "Hiirriyet",
"Haber turk",
. |"Milliyet", "Fotomag",
9 0,3598 X60_GAZETE - - X60_GAZETE_mis " <o
- - - Cumhuriyet",
"Radikal", "Diger
gazeteler"
"Bati Marmara",
i "Ege”, "Bati
13 0,2409 X6_2 BABA DB + + X6_2_BABA_DB_mis Anadolu”. "Akdeniz",
"Yurtdig1"
15 0,2510 X13 TUR_HAYATBEK - "Yanlig"

Buna gore MARS-3 analizi sonucunda Tablo 3.83’te gosterilen temel
fonksiyonlardan yararlanilarak olusturulan final tahmin modeli asagida gosterildigi
gibidir. Tablo 3.85’de goriildiigii iizere modelin agiklama yiizdesi 0,51 olup, MARS-1
modelinden daha yiiksek ¢ikmistir. Yani bagimsiz degiskenlerin %51°1 parti tercihini
aciklayabilmektedir. Bu degerin diigiikk olmast MARS-3 modelinin de yeterince iyi bir

tahmin modeli olmadigin1 gostermektedir.

Tablo 3.85. Final Modele Ait Temel Fonsiyonlar (MARS-3)

BF1 = ( X33_KURUM_BAGTI in ("Ordu", "Medya", "Hi¢biri") );

BF3 = (X64_AILE_DIN in (“Eksik deger”) ) * BF1,;

BF5=( X64 AILE DIN in ( "Inangh", "Inangsiz" )) * BF3;

BF7 = (X60_GAZETE ne . ) * BF1,;

BF9 = (X60 GAZETE in ("Posta", "Hiirriyet", "Haber tiirk", "Milliyet", "Fotomag","Cumhuriyet", "Radikal", "Diger
gazeteler") ) * BF7;

BF11=(X6_2 BABA DB in ("Bati Marmara", "Ege", "Bat1 Anadolu", "Akdeniz", "Yurtdis1") );

BF13=(X6 2 BABA DB in ("Bati Marmara", "Ege", "Bat1 Anadolu", "Akdeniz", "Yurtdis1") ) * BF11

BF15 = (X13 TUR HAYATBEK in ("Yanls") );

MARS-3 'Y =0.0115098 + 0.450559 * BF5 + 0.35977 * BF9 + 0.240868 * BF13
+ 0.251005 * BF15;

MARS-3 MODEL PARTI = BF5 BF9 BF13 BF15;

R-Kare:0,51

Diizeltilmis R-Kare: 0,51
F-Istatistigi: 77,06

MSE: 0,11

Final Modelin GCV Degeri : 0,12

MARS-3 modeli sonucunda baslangi¢ veri seti ile olusan agacin dogru

siniflama yiizdesi agsagidaki tabloda verilmistir.
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Tablo 3.86. Baslangi¢ Verisi Dogru Siniflandirma Yiizdesi (MARS-3)

Gercek Durum = TeSts onuiey onam ] Yizde(%)
A 172 36 208 82,7
B 17 89 106 84
Genel
Siiflandirma 189 125 314 83,1
Oram

Tablo 3.86’daki 314 gbzlemden olusan baslangi¢ verisi sonuclarina gore, A
partisini tercih ettigi bilinen 208 katilimcinin 172°si dogru olarak smiflandirilmis ve
36’s1 da, yanlis siif olan B smifina atanmistir. B partisini tercih ettigi bilinen 106
katilimcinin 89°u dogru siiflandirilmis. 17°si ise yanlis sinif olan A sinifina atanmustir.
Buna gore baslangic verisinde A partisinin dogru siniflandirma yiizdesi %82,7 B
partisinin dogru siniflandirma yiizdesi %84’tiir. Toplamda 314 katilimcinin 261’1 dogru
sinifa atanmis olup, genel olarak dogru siniflandirma orani %83,1 olarak bulunmustur.
Bu iic modelin oranlarina bakildiginda genel olarak MARS-2’nin en basarili bir
siiflama yaptig1 goriilmektedir. Test verisi ile olusan agacin dogru siniflama ytizdesi de

asagidaki tabloda verilmistir.

Tablo 3.87. Test Verisi Dogru Simiflandirma Tablosu (MARS-3)

Test Sonucu
Gerc¢ek Durum Yiizde(%)
A B Toplam
A 357 131 488 73,2
B 49 167 216 77,3
Genel Stmiflandirma 406 298 704 744
Oram

Tablo 3.87°deki 704 gbézlemden olusan test verisi sonuglarina goére, A partisini
tercih ettigi bilinen 488 katilimcinin 357’si dogru olarak siniflandirilmis. 131°1 ise,
yanlis sinif olan B sinifina atanmistir. B partisini tercih ettigi bilinen 216 katilimcinin
167’si dogru siniflandirilmis, 49’u ise yanlis sinif olan A sinifina atanmistir. Buna gore

test verisinde A partisinin dogru smiflandirma yiizdesi %73,2 ve B partisinin dogru
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siiflandirma yiizdesi %77,3 tiir. Toplamda 704 katilimcinin 524°#i dogru sinifa atanmis
olup, genel olarak dogru siniflandirma oran1 %74,4 olarak bulunmustur. Bu {i¢ modelin
oranlarina bakildiginda yine MARS-2 modelinin en basarili bir smiflama yaptigi

goriilmektedir.

MARS-3 modelinde baglangigc ve test verisine iliskin ROC egrileri ise,
asagidaki sekilde gosterilmistir.
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Sekil 3.60: MARS-3 Modeline Ait ROC Egrisi Sonuglari

MARS-3 modelinde baslangic ve test verisine iliskin AUC degerleri ise
baslangi¢ veri seti i¢in %91 olup mavi ¢izginin altinda kalan alandir. Test verisi igin
%83 olup kirmizi ¢izginin altinda kalan alandir. Bu oran, hem baslangi¢ hem test
verisinde %80 ve tizerinde oldugu i¢in modelin hem baslangic hem de test verisine ait
ayirim giicliniin yani duyarlilik (dogru pozitif orani) ve 6zgiilliigiiniin (dogru negatif

orani) oldukca 1yi oldugu sdylenebilir.
3.3.3.4. MARS Modellerinin Karsilastirilmasi

Tiirkiye’de genglerin siyasi goriislerini etkileyen faktorlerin belirlenmesinde
yani parti tercihlerinde en ¢ok tercih edilen A ve B partisi i¢in bu kez ikili MARS
modelleri olusturulmustur. Bu asamada farkli biiylikliikteki baslangic ve test verisi

kullanilmigtir. MARS modellerine ait genel sonuglar asagidaki tabloda gdsterilmistir.
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Tablo 3.88. MARS Modellerinin Karsilastirilmasi

Baslane1 Test AUC AUC Genel Dogru | Genel Dogru
MODEL \jerisgi ¢ Verisi (Baslangic (Test Smiflama Oram1 | Simiflama
Verisi) Verisi) (Baslangic) Oram (Test)
MARS-1 70% 30% 91 87,5 77,4 75,1
MARS-2 50% 50% 89,5 86,2 85 80,8
MARS-3 30% 70% 91 83 83,1 74,4

Siniflama modeli olusum asamasinda 6nemli olan kurulan modelin yeni veri

seti ile yeniden sinanmasi neticesinde tekrar iyi bir siniflama giiciine sahip olmasidir.

Bu sonuglar neticesinde MARS-1 modelinin test verisine ait AUC degeri en yiiksek,

MARS-2 modelinin ise, genel dogru smiflandirma orani en yiiksek ¢iktimistir.

Bu

yizden MARS-1 ve MARS-2 modelinin MARS-3 modelinden daha basarili oldugu

sOylenebilir.

Ayrica olustuturulan MARS modellerinin test verilerine iliskin ROC egrileri

asagidaki sekil ile karsilastirilabilir. Bu kez modelin genel AUC degerleri yerine

sirastyla A ve B partisine iligkin karsilagtirmali ROC egrileri agagida gosterilmistir.

10

0s

08

07

06

05

0.4

True Pos. Rata

03

01 I
0.0

0.21f,

/

..ﬂ'//"'—"'_—-'_k-__.

P
2

=

0o

0.1 0z 03

04 05 06 07
False Pos. Rate

08 09 1.0

Sekil 3.61: A Partisine Ait ROC Egrileri Karsilagtirmasi-MARS
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Olustuturulan MARS modellerinden mavi ile gosterilen MARS-1, kirmizi ile
gosterilen MARS-3, yesil ile gosterilen MARS-2 olup, A partisi i¢in en iyi ROC
degerinin MARS-1 yani %70 baslangi¢ veri seti %30 test verisi ile olusturulan model

oldugu goriilmistiir.

Yine ayni sekilde B partisine iligkin karsilastirmali ROC egrileri de asagida

gosterilmistir.
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Sekil 3.62: B Partisine Ait ROC Egrileri Kargilagtirmasi-MARS

B Partisine Ait ROC Egrilerinde, olustuturulan MARS modellerinde bu kez
mavi ile gosterilen MARS-2, kirmizi ile gosterilen MARS-3, yesil ile gosterilen
MARS-1 olup, B partisi i¢in en iyi ROC degerinin MARS-2 yani %50 baslangi¢ veri

seti %50 test verisi ile olusturulan model oldugu goériilmiistiir.
3.3.4. CART ve MARS Modellerinin Karsilastirilmasi

Tiirkiye’de genglerin siyasi goriiglerini etkileyen faktorlerin belirlenmesinde
yani parti tercthlerinde CART ve MARS yontemleri farklh biiyiikliikteki baslangic ve
test verisi kullanilarak incelenmistir. Ilk asamada MARS modeli ikili bagiml
degiskenlerle calistig1 i¢in bagimli degiskenin kategori diizeyi en ¢ok tercih edilen ilk
iki parti olan “A Partisi” ve “B Partisi” olarak ele alinmistir. Bu durumda CART ve

MARS modellerine genel sonuglar agagidaki tabloda verilmistir.
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Tablo 3.89. CART ve MARS Modellerinin Karsilastirilmasi

Baslane AUC AUC Genel Dogru | Genel Dogru
MODEL \jerisgi € | Test Verisi (Baslangic (Test Siniflama Orani1 | Siniflama
Verisi) Verisi) (Baslangic) Orani (Test)
CART-1 70% 30% 85,6 80,5 80,8 76,5
CART-2 50% 50% 87,5 79,4 77,4 72,2
CART-3 30% 70% 83,3 78,8 80,3 76,3
MARS-1 70% 30% 91 87,5 77,4 75,1
MARS-2 50% 50% 89,5 86,2 85 80,8
MARS-3 30% 70% 91 83 83,1 74,4

CART modellerinin kendi iginde karsilastirilmasinda en basarili olan model

CART-1 oldugu goriilmiistiir. MARS modellerinde de MARS-1 ve MARS-2 modelleri

nin daha basarili oldugu goriilmiistiir. Ikili siniflandirma da ise MARS-2 modelinin

gerek AUC degerinin gerekse genel dogru smiflandirma oraninin yiiksek ¢ikmasi ile

diger modellerden daha iyi bir ayirim giiciine sahip oldugu sdylenebilir.

Ayrica olustuturulan MARS ve CART modellerinin test verilerine iligkin ROC

egrileri asagidaki sekil ile karsilastirilabilir. Bu kez modelin genel AUC degerleri yerine

strastyla A ve B partisine iligskin karsilastirmali ROC egrileri asagida gosterilmistir.
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Sekil 3.63: A Partisine Ait ROC Egrileri Karsilastirmasi-CART ve MARS
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A partisine ait olusturulan MARS modellerinden mavi ile gosterilen MARS-1,
kirmiz1 ile gosterilen MARS-2, pembe ile gosterilen MARS-3, turuncu ile gosterilen
CART-1, yesil ile gosterilen CART-2 ve turkuaz rengi ile gosterilen CART-3 olup, A
partisi i¢in en iyi ROC degerini mavi ile gosterilen MARS-1 yani %70 baslangi¢ veri

seti %30 test verisi ile olusturulan model oldugu goriilmiistiir.

Yine ayni sekilde B partisine iliskin karsilagtirmali ROC egrileri de asagida

gosterilmistir.

True Pos. Rate

0.2 0.3 0.4 05 0g 07 08 09 1.0
False Pos, Rate

Sekil 3.64: B Partisine Ait ROC Egrileri Karsilastirmasi-CART ve MARS

B partisine ait olustuturulan MARS modellerinden kirmizi ile gosterilen
MARS-1, mavi ile gosterilen MARS-2, pembe ile gosterilen MARS-3, turuncu ile
gosterilen CART-1, turkuaz ile gosterilen CART-2 ve yesil rengi ile gosterilen CART-3
olup, B partisi i¢in en iyi ROC degerini kirmizi ile gosterilen MARS-1 yani %70

baslangig veri seti %30 test verisi ile olusturulan model oldugu goriilmiistiir.
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SONUC

Gergek hayatta karsilagilan veri setleri ¢ok boyutlu ve karmasik bir yapiya
sahip olmasi nedeniyle i¢inde gizli kalmis birgok bilgi yiginin1 barindirmaktadir. Bu
bilgi kirligi icerisinden arastirmacilarin faydali olanlar1 ayiklamasinda veri madenciligi
olduk¢a Onemli bir yoOntem olarak kullanilmaktadir. Bu c¢alismada da veri
madenciliginin 6nemli bir kolu olan karar agaclar1 yonteminden faydalanilmistir.
Calismanin asil amaci ise, karar agaglari yontemlerinden olan CART ve MARS

yontemlerini karsilagtirmaktir.

CART yontemi hem kategorik hem de siirekli degiskenleri kullanarak
siiflama ve regresyon problemlerinin ¢oziimiinde karar agacglarini kullanan parametrik
olmayan istatistiksel bir yontemdir. Ele alinan bagimli degisken kategorik ise yontem
siniflama agaclari, stirekli ise regresyon agaglar1 olarak adlandirilmaktadir. Ayni sekilde
MARS yontemi de nonparametrik ve dogrusal olmayan bir yontem olup, hem stirekli
hem de ikili yanit degiskenleri i¢in tasarlanmistir. Yanit degiskeninin siirekli olmasi
durumunda kestirim amacli olan bu yontem, yanit degiskeninin kategorik olmasi
durumunda ise, smiflandirma amacia sahiptir. Her iki yonteminde ortak o6zelligi

bagimli degiskenin tiiriine gére hem siniflama hem de tahmin modeli gelistirebilmesidir.

Bu c¢alismada amag, Tirkiye’de genclerin siyasi gorislerini etkileyen
faktorlerin belirlenmesinde yani parti tercihlerinde CART ve MARS yontemlerini
karsilagtirtp, uygulamada hangi yontemin digerinden daha dogru bir siniflama
yapacagim farkli biytikliikteki baslangic ve test verisi kullanarak incelemek ve
sonrasinda en uygun olan baslangi¢ ve test verisi biiyiikliigiine gore, farkli biiytikliikteki
ornek sayilar ile bu kez sadece CART ile modelleme yaparak en basarili siniflama

modelini olusturmaya ¢alismaktir.

Caligmanin kapsami dogrultusunda, KONDA Aragtirma ve Danigsmanlik sirketi
tarafindan 9-10 Nisan 2011 saha tarihinde “Tiirkiye Gengligi Arastirmasi” adli bir anket
calismasindan faydalanilmistir. Bu anket kapsaminda Tiirkiye’de 15 yas tistii, 30 yas alt1
geng niifusun, saha calismasimin yapildigr gilinlerdeki algilari, beklentileri, degerleri,

tercihleri, hayat tarzlari, bilgi edinme mecralar1 ve profillerini yansitan ve genclerin
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kendi ve ailelerinin egitim durumu gibi demografik 6zelliklerini igeren sorulara yer
verilmistir. Calismada genglerin 6nlimiizdeki segimlerde hangi partiye oy vereceklerine

yonelik soru ise, bagimli degisken olarak ele alinmistir.

Her iki yontem i¢in uygulanan analizlerle siniflama modelleri olusturulmasi
hedeflenmistir. MARS yontemi ikili bagimli degiskenler i¢in tasarlanmis bir model
oldugu icin ve MARS ile elde edilen analiz sonuglarinin CART ile kiyaslanabilmesi i¢in
bagimli degiskenin kategori diizeyi ilk asamada ikiye indirgenmistir ve en ¢ok tercih
edilen ilk iki parti olan “A Partisi” ve “B Partisi” ele alinmistir. Boylelikle iki yontemin
sonuglar1 karsilastirilmustir. ikinci asamada ise, en uygun olarak secilen baslangic ve
test verisi biyikligii ile bu kez genel bir degerlendirme yapilmistir. Bu
degerlendirmede bagimli degisken olan parti tercihi “A Partisi”, “B Partisi”, “C Partisi”
“Diger” ve “Kararsiz” olmak iizere bes kategori diizeyine gore bu kez farkli
bliytiikliikteki 6rnek sayilar1 ile ele alinarak, CART ile modellenmis ve ¢esitli 6rnek

biiylikliigiine gore en basarili sonug veren siniflama modeli belirlenmistir.

Veri madenciligi ile ilgili yapilan ¢aligmalarda da genel olarak veri setinin
2/3’iinlin yani %67 sinin modeli olusturmak, 1/3’{iniin yani %33’{iniin ise modeli test
etmek i¢in ideal olabilecegi yoniinde olmustur. Yapilan uygulamalardan elde edilen
bilgiler dogrultusunda en uygun olan baslangic yani egitim verisi ve test verisi
biiylikliigiiniin literatiirde de belirtildigi gibi veri setinin yaklagik %70’inin baslangi¢
veri seti olarak almip, geri kalan %30’unun ise, test verisi olarak alinmasi gerektigi
yoniinde olmustur. ik asamada CART ve MARS yodntemlerinde bagimli degisken olan
parti tercihi degiskeninin kategori diizeyi iki olarak alindiginda, hem baglangi¢ hem de
test verisi i¢cin genel dogru simiflama oranlarinda CART ydnteminin sonuglarinin,
duyarlilik ve 6zgillik hesabinda ise; MARS yoOnteminin sonuglarin nispeten daha
yiiksek oldugu goriilmiistiir. Ikinci asamada ise, parti tercihi degiskeninin kategori
diizeyi bes diizey olarak ele alinmis ve farkli biiytlikliikteki 6rnek sayilari ile bu kez
sadece CART ile modelleme yapilmistir. Buradan ortaya ¢ikan sonug ise, 6rneklem
biiylikliigii arttikga genel olarak modelin hem baslangic hem de test verisinin genel
dogru simiflama oraninin arttifi, aymrim giicliniin ise azalip artan bir trend gosterdigi

yoniinde olmustur.
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Ayrica uygulamada genellikle insan genetigi, gida bilimi ve hastalik
arastirmalart gibi ¢esitli alanlarda kullanilan CART ve MARS yontemleri bu alanlardan
farkli olarak Tiirkiye gencgligi iizerine yapilmis bir anketten toplanan veriler ile

degerlendirilmistir.

Bu veriler ile gencglerin hayat ve siyasi goriislerinin nasil sekillendigi ve
dolayisiyla bu temel gostergelerden yola ¢ikarak bireylerin hayat ve siyasi goriislerine
gore siniflandirilmasinin miimkiin olacagi diistiniilmektedir. Aslinda bu da dogrudan
geng niifusta siyasi se¢imin ne sekilde ortaya ¢ikacaginin bir gostergesi olabilmektedir.
Bu durum, gen¢ niifusun toplumun anlamli bir parcasi olarak ele alinmasinin ve
genclikle ilgili etkin politikalarm olusturulmasinin énemini gostermektedir. Oyle ki
niifus projeksiyonlarina gore, 2025 yilinda Tiirkiye’deki geng niifus oraninin, ABD ve
Avrupa lilkelerinden yiiksek olacagi ve Tirkiye’nin, Avrupa Birligi iilkelerine kiyasla
oldukca gen¢ bir niifusa sahip oldugu goéz Oniine alindiginda; etkili genclik

politikalarinin Tiirkiye acisindan ne derece dnemli oldugu anlagilmaktadir.
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Ek 1: Karar Agaci Algoritmalarinin Genel Kodlar:

D: Ogrenme veritaban:

T: Kurulacak Agag

T=0 // baslangigta agag bos kiime

Dallara ayirma kriterlerini belirle

T = kok diglimii belirle

T = dallara ayirma kuralina gore kok diigiimii dallara ayir;

herbir dal i¢in
do
Bu diigiime gelecek degiskeni belirle
if (durma kosuluna ulasildr)
Yaprak ekle ve dur
else
loop

Kaynak: Gokhan Silahtaroglu, Veri Madenciligi (Kavram ve Algoritmalari), 2. Basim,
Istanbul: Papatya Yayincilik Egitim, 2013, 5.73.
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Ek 2: CHAID Algoritmasinin Genel Kodu

Girdiler:Veri Kiimesi
Degisken Sayist
Herbir degiskendeki farkli deger sayis1
Adimlar:
1. DO FOR herbir tahminleyici (bagimsiz) degisken (X)
2. IF (X> iki farkli deger)
DO UNTIL (X= iki farkli deger)
Tiim degerleri diger degerlerle ikili Ki-Kare testine sok ve en biiyiik p
degeri veren ikilileri tek deger olarak etiketle.
3. Tiim iki degerli degiskenler i¢in sinif degiskenine gore ki-kare degerini hesapla.
4. En kiiciik p degerine sahip degiskenden dal yarat
LOOP
5. DUR

Kaynak: Gokhan Silahtaroglu, Veri Madenciligi (Kavram ve Algoritmalary), 2. Basim,
Istanbul: Papatya Yayincilik Egitim, 2013, s.105.
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Ek 3: CART Algoritmasinin Genel Kodu

Generate Tree(X)
If Node Entropy(X)<6

e e 1ot I
I"entopy(X) = § P 108 P

Where m represent node and p is the estimate for probability of class i*|
Create leaf labeled by majority class in X
Return
i<—SplitAttirubute(X)
for each branch of x;
find X falling each branch
Generate Tree(X;)
SplitAtttribute(X)
MinEnt«MAX
For all attributes i=1,...,d
If x; is discrete with n values
Split X into Xj,...,X, by X;
e<SplitEntropy(Xy,...,Xn)

I"SplitEntopy = — L7, — L. pn; logph; Where N is number of training instances*|

g

If e<MinEntMinEnt<«—e;bestf<«I
Else 1*x; is numeric |
For all possible splits
Split X into X1, X, on X;
e<«SplitEntropy (X1, X2)
If e<MInEntMinEnt<«—e; bestf«I

Return bestf

Kaynak: Ibrahim Halil Eksi, “Classification of Firm Failure with Classification and
Regression Trees”, International Research Journal of Finance and Economics, Vol.76.
(2011), s.116.
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Ek 4: ID3 Algoritmasimnin Genel Kodu

. Get dataset:D

« GetClass: C

« Count No.of Fields: f

+ START HER C i¢in genel durum entropisini

hesapla H(D) =X (p; log(1/ p)
Do for each f
Entropi Hesapla H(D,)=> (p, log(1/ p,)
Olasilik Hesapla P(D,) = Z P(D)H (D))
Kazang Olgiitiinii Hesapla H(D)- 3 P(D)H(D,)

Loop

En yiiksek kazang degerli f dal olarak atanir.

if durma kriteri= TRUE yaprak ata ve DUR
else

D= Dal ayrimi

Go TO START:

Kaynak: Gokhan Silahtaroglu, Veri Madenciligi (Kavram ve Algoritmalari), 2. Basim,
Istanbul: Papatya Yayincilik Egitim, 2013, s.76.
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Ek 5: C4.5 Algoritmasinin Genel Kodu

« Get dataset:D

« GetClass: C

« Count No.of Fields: f

« START: C sinifi igin genel durum entropisini

« hesapla H(D) = (p, log(1/ p,))
Do for each f
Bilgi Boliinmesini Hesapla H[M M]
o [D|
Kazang¢ Oranin1 Hesapla Kazang Orani(D,S)=
Kazang(D,S)/Bilgi Boliinmesi(D,S)

Loop
En kiiciik degerli kazang oranina sahip degiskeni diigiim olarak ata.
if durma kriteri= TRUE yaprak ata ve DUR
else
D= Dal ayrimi
Go TO START:

Kaynak: Gokhan Silahtaroglu, Veri Madenciligi (Kavram ve Algoritmalari), 2. Basim,
Istanbul: Papatya Yayincilik Egitim, 2013, s.81.
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Ek 6: SPRINT Algoritmasimin Genel Kodu

« Veri Seti: D

e Smiflar: C

o Degiskenler: f

« Durma Kriteri: dk
START

Do for each f

t
Calculate Splitting Value Qi (K) = Z% gini(K,)
i=1

Loop
En kiiclik GINIgp 1 degerli degiskeni diigiim olarak ata

If durma kriteri = TRUE then yaprak ekle VE DUR

else
D = Next Branch
Go TO START:

Kaynak: Gokhan Silahtaroglu, Veri Madenciligi (Kavram ve Algoritmalari), 2. Basim,
Istanbul: Papatya Yayincilik Egitim, 2013, 5.87.
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Ek 7: Tekrarlamali Ayirma (Recursive Patitioning) Algoritmasi

B(x) <1
For M = 2to M, do: lof * « o
For m = 1to M — 1 do:
For v = 1to n do:
For ¢ € {x,;|B,,(x;) > 0} _
g« X,,a,Bx)+a,B,XH[+(x,— ] +ayB,XH[-(x, — )]

lof < min, ., LOF(g)
if lof < lof*, then lof* « lof; m* « m; v* <« v; t* « t end if
end for
end for
end for

By(x) < B, (0 H[~(x,« — t*)]
B, «(x) « B, «(X)H[+(x,+« — t*)]
end for
end algorithm

Kaynak: Jerome H. Friedman, “Multivariate Adaptive Regression Splines”, The Annals of
Statistics, Vol.19, No.1 (June 1991), s.11.

Bu algorima i¢in, H I] pozitif arglimani belirleyen bir adim fonksiyonudur.

LOF(g) ise, g(x) fonksiyonunun dataya uyumsuzlugunu hesaplayan bir islem olmak
tizere belirlenmistir. Bu durumda Tablo EK 8’de belirtilen ileri adimli regresyon

algoritmasi, tekrarlamali ayirma (recursive partitioning) yontemine esit olmaktadir.
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Ek 8: MARS-Ileriye dogru adim (MARS-forward stepwise) Algoritmasi

B « 1, M« 2
Loop until M > M_ . : lof* «
For m = 1to M — 1 do: ’
For v & {v(k,m)|1 <k <K,b)}
For t € {x,;|B,(x;) > 0}
g+« LM %a,B(x) +ayB,®[+(x, — ).+ ap, B, —(x, — ],
lof < min, =, LOF(g)
if lof < lof*, then lof* « lof; m* « m; v* « v; t* « t end if
end for
end for
end for
By(x) « B, (X[ +(x,« — t¥)],
BM+1(X) h Bm*(x)[_(xu* - t*)]+
MM+ 2
end loop
end algorithm

Kaynak: Jerome H. Friedman, “Multivariate Adaptive Regression Splines”, The Annals of

Statistics, Vol.19, No.1 (June 1991), s.17.
*Burada LOF(g), g(x) fonksiyonunun dataya uyumsuzlugunu hesaplayan bir islem olmak tizere

belirlenmistir.
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Ek 9: MARS-Geriye Dogru Adim (MARS-backwards stepwise)Algoritmasi

J*={1,2,...,M__}; K* « J*
lof * « min{aju- € J*) LOF(EJEJ*GJBJ(X))
ForM=M,, to2do: b « «; L « K*
For m =2to Mdo: K« L — {m}
lof « min, ;¢ x) LOF(Z , c ga; B,(X))
if lof < b, then b « lof; K* « K end if
if lof < lof *, then lof* « lof; J* « K end if
end for
end for
end algorithm

Kaynak: Jerome H. Friedman, “Multivariate Adaptive Regression Splines”, The Annals of
Statistics, Vol.19, No.1 (June 1991), s.17.

210



Ek 10: Tiirkiye Gengligi Arastirmas1’2011 Anketi Verilerinin Kullanim Izni

T.C.
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