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OZET

Bu tez ¢alismasi bes bolimden olugmaktadir. Birinci boliimde, konuya dair
literatiirde yer alan &nceki calismalar hakkinda genel bir bilgi verilmistir. Ikinci
boliimde ise “Temel Tanimlar ve Teoremler” basligi altinda Deferred Cesaro
yakinsaklik, Deferred istatistiksel yogunluk, Deferred istatistiksel yakinsaklik,
aritmetik istatistiksel yakinsaklik ve aritmetik istatistiksel siireklilik kavramlari
tamtilmistir. Uglincii boliimde, tez ¢alismamizda elde edilen 6zgiin sonuglar
sunulmustur. Bu kapsamda, Deferred aritmetik istatistiksel yakinsaklik kavrami
tanimlanmis ve temel 6zellikleri incelenmistir. Ayrica, Deferred aritmetik istatistiksel
siireklilik kavrami tanimlanarak bu kavrama iliskin bazi sonuglara ulasilmistir.
Dérdiincii boliimde ise elde edilen bulgular dogrultusunda alana katk: saglayacak yeni
calisma Onerileri verilmistir. Besinci boliimde ise tezde yararlanilan kaynaklar

listelenmistir.

Anahtar Kelimeler: Istatistiksel yakinsaklik, Aritmetik yakinsaklik,

Aritmetik siireklilik, Deferred cesaro yakinsaklik.
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ABSTRACT

This thesis consists of five chapters. In the first section, general information is
given about previous studies in the literature on the subject. In the second part, under
the title of “Basic Definitions and Theorems”, the concepts of Deferred Cesaro
convergence, Deferred statistical density, Deferred statistical convergence, arithmetic
statistical convergence and arithmetic statistical continuity are introduced. In the third
chapter, the original results obtained in our thesis are presented. In this context, the
concept of Deferred arithmetic statistical convergence is defined and its basic
properties are examined. In addition, the concept of Deferred arithmetic statistical
continuity was defined and some results related to this concept were reached. In the
fourth section, new study suggestions that will contribute to the field are given in line

with the findings. In the fifth chapter, the sources used in the thesis are listed.

Keywords: Statistical convergence, Arithmetic convergence, Arithmetic

continuity, Deferred Cesaro convergence.
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1. GIRIS

Reel say1 dizilerinin limit davraniglarini anlamada 6nemli araglardan biri olan
klasik yakinsaklik kavrami genellemesi olarak istatistiksel yakinsaklik kavrami 1951
yilinda Fast (1951) ve Steinhaus (1951) tarafindan tanimlanmais ve bu tarihten itibaren

bir¢ok matematik¢inin ilgisini ¢eken bir konu haline gelmistir.

Agnew (1932) klasik Cesaro ortalamasinin bir genellemesi olan Deferred
Cesaro ortalamasi kavramini tanitmis ve bu kavram ¢ok sayida genel yakinsaklik
kavramlarinin gelismesine katki saglamistir. Deferred Cesaro ortalamasi yardimiyla
istatistiksel yakinsaklik kavrami asagidaki bigcimde genellestirilmis ve Deferred

istatistiksel yakinsaklik olarak adlandirilmistir (Kiiglikaslan ve Yilmaztiirk, 2016):

: 1
< . > —

Tllg?o—q(n)—p(n) Hp(n) <k <qn):|x, — 1] = €}| =0.

Bu tanim yardimiyla hem yeni sonuglar elde edilmis hem de mevcut birgok

sonucun genellestirmesi yapilmistir.

Cift diziler icin deferred istatistiksel yakinsaklik (Dagadur ve Sezgek, 2016;
Kisi ve Giiler, 2019; Ulusu ve Giille, 2022) c¢alismalarda ele alinmis, topolojik
gruplarda Sengiil, Et ve Cakalli1 (2019) tarafindan, metrik uzaylarda ise Et, Cinar ve
Sengiil tarafindan (2019) incelenmistir. Ayrica, kiime dizileri i¢in Et ve Yilmazer
(2020) tarafindan, notrosofik normlu uzaylarda ise Debnath, Debnath ve Choudhury
(Debnath, Debnath ve Choudhury, 2022) tarafindan incelenmistir. Bu konu farkl
arastirmacilar tarafindan ¢alisilmistir (Demirci ve Giirdal, 2021), (Et, 2021), (Huban
ve Giirdal, 2021), (Nuray, 2020), (Patterson, Nuray ve Basarir, 2016).

Aritmetik yakinsaklik kavrami ilk olarak Ruckle (2012) tarafindan
tanitilmistir. Bu yakinsaklik kavramindan ve ¢arpan dizi tanimindan yararlanarak
Yaying ve Hazarika (2017a), aritmetik yakinsak carpan dizi uzayr ve aritmetik
toplanabilir ¢arpan dizi uzayr olmak iizere iki yeni dizi uzay1 tanimlamis ve bu
uzaylara iligkin bazi temel Ozellikleri incelemiglerdir. Ayrica, reel fonksiyonlarin
stirekliligi ve dizilerdeki kompaktlik kavramlar1 kullanilarak aritmetik stireklilik ve
aritmetik kompaktlik tanimlar1 verilmistir. Daha sonra aritmetik yakinsaklik
kavramindan ve lacunary istatistiksel yakinsaklik tanimlarimi kullanarak lacunary
aritmetik yakinsaklik tanimlar1 verilmistir (Yaying ve Hazarika, 2020). Bununla

birlikte invariant aritmetik istatistiksel yakinsaklik ve Lacunary invariant aritmetik



istatistiksel yakinsaklik, I-lacunary aritmetik istatistiksel yakinsaklik gibi kavramlarda
Kisi tarafindan incelenmistir (Kisi, 2022a ve Kisi, 2022b). Notrosofik normlu
uzaylarda da aritmetik yakinsaklik ve aritmetik istatistiksel yakinsaklik caligilmigtir

(Bilgin, 2023).

Bu tez ¢alismamizda aritmetik yakinsaklik ve deferred istatistiksel yakinsaklik
tanimlarindan yararlanilarak deferred aritmetik istatistiksel yakinsaklik tanimi
yapilmis ve bu kavramin baz1 ozellikleri incelenmistir. Ayrica, deferred aritmetik
istatistiksel siireklilik kavrami tanimlanmis ve bu yeni kavrama iliskin bazi1 sonuglar

elde edilmistir.



2. MATERYEL VE YONTEM

2.1. ARITMETIK YAKINSAKLIK VE TOPLANABILME

Bir )} x,, serisi ve onun kismi toplamlar dizisi (s,,) verildiginde, eger bazi yeni
yontemler kullanilarak (s,) dizisine bir s sayisi karsilik getirilebiliyorsa, yani (s,)
dizisi s-degerine yakinsak hale getirilebiliyorsa, o zaman bu dizi s degerine
limitlenebilir veya )} x,, serisi s-degerine toplanabilirdir denir. Bu yeni yontemlere

limitleme veya toplanabilme metotlar: ad1 verilir.

Ormnek olarak bir toplanabilirlik tiirii olan (C,1) toplanabilirlik metodunu

verebiliriz:

Bir (x,,) dizi Cesaro (C,1) ortalamasi olarak adlandirilir eger:

m
1 2
— )4
m k
k=1
seklinde gosterilir. Eger lim %Z}cnzl x, = L ise (x,,) dizisi Cesaro yakinsaktir denir
m—0o

(Hardy, 1949).

Ruckle tarafindan asagida verilen toplam kavramindan yola ¢ikarak yeni bir
toplanabilirlik metodu ve buna bagl bir yakinsaklik tanimi ortaya koyulmustur.
Tanimlanan bu yeni toplanabilirlik kuram, klasik anlamda sonlu toplam ve mutlak
yakinsaklik kavramlarin1 genellestirmesidir. Her ne kadar klasik sonsuz toplam

kavrami ile dogrudan karsilastirilabilir olmasa da bir toplam uzay1 olusturur.

Tamm 2.1.1. N kiimesi tizerinde taniml bir (x,,,) dizisi i¢in ve herhangi bir

3 s,

mlr

n € N alindiginda

gosterimi m degerinin 1 ve r dahil olmak iizere r yi bolen pozitif tam sayilar lizerinde
degistigi ve bu degerler i¢in X, sayilarinin sonlu toplamini ifade eder. Genel olarak
m/|r yi m,r nin bir katidir anlaminda yazilir. Ayrica, iki tam say1 m ve r i¢in (m,r)

sembolii bu iki tam sayinin en biiyiik ortak bdlenini (EBOB) ifade eder (Ruckle, 2012).



Tamm 2.1.2. N kiimesi iizerinde tanimli bir (x,,) dizisi aritmetik olarak
toplanabilirdir denir eger her € > 0 i¢in bir r tam sayis1 vardir ve her m tam sayisi

icin

X — z Xl <€
klm k|(m,r)

sart1 saglanir (Ruckle, 2012).

Tamm 2.1.3. (x,,) dizisi aritmetik olarak yakinsaktir denir eger her € > o i¢in

bir r tam sayis1 vardir ve her m tam sayisi i¢in,
|xm - x(m,r‘)l <e&g
saglanir (Ruckle, 2012).

Ornek 2.1.1. (x,,,) = 5 sabit dizisi hem klasik anlamda yakinsaktir hem de

aritmetik yakinsaktir.

Ornek 2.1.2. (x,) = % dizisi ise klasik anlamda yakinsak olmasina ragmen

aritmetik yakinsak degildir. V& > Oi¢in 3r € N, Vm : |xm - x(m,r)l < ¢ kosulunu

saglayan diziler aritmetik yakinsaktir. |xm - x<m_r)| = |% = (ml,r)

= |(m'r)_m| farki

m(m,r)
higbir sabit 7 i¢in & > 0 olmak iizere & dan kiigiik olacak sekilde saglanmaz. Ornegin,
r = 1ig¢in (m, 1) = 1 dir. Fark ise

1 1

|xm - x(m,?’)l = |E T (mr)

— 1 (m —> o0) olur. Bu fark e <1

_ |(m,r)—m

m{m,r)

icin saglanamadigindan aritmetik yakinsak degildir.
2.2. YOGUNLUK KAVRAMI VE iSTATISTIiKSEL YAKINSAKLIK

Tanim 2.2.1. Dogal sayilar kiimesinin bir alt kiimesi olan D i¢in, bu kiimenin
eleman sayis1 |D| ile gosterilsin; yani
|D| = cardD
olsun. D c N olmak iizere her n € N i¢in
D,={d<n:de€Dj}
kiimesi tanimlansin. Buna gore D kiimesinin alt ve {ist yogunluklari sirasiyla agsagidaki

limitler ile ifade edilir:



6(D) = lim infM , (D) = lim sup 10nl
- n—oco n-oo n

n
Eger 6(D) = S(D) esitligi saglaniyorsa, yani bu limitler ¢akisiyorsa, bu ortak
limite D kiimesinin dogal yogunlugu denir ve § (D) ile gosterilir. Bu durumda dogal

yogunluk su sekilde tanimlanir:
Dyl 1
§(D) = lim — = lim — |{d < n:d € D}|
n-oo N n-on

(Freedman ve Sember, 1981).
Tanim 2.2.2. Reel (veya kompleks) say1 degerli bir dizi olan x = (x,,,) icin
ve sabit bir L € R olmak iizere, eger ,Ve > 0 i¢in
d({m:|x,, — Ll =€} =0
sart1 saglaniyorsa x = (x,,) dizisi L sayisina “istatistiksel yakinsaktir” denir. Bu

durumda yakinsama lim x,,, = L(S) bi¢iminde gosterilir (Fast, 1951).

Ornek 2.2.1.

— 1, m = Zk _
" { 0, diger durumlarda k=0123,..

seklinde tanimlanan dizi 0’a istatistiksel yakinsaktir.
Dizi (x,,) = (1,1,0,1,0,0,0,1,0,0,0,0,0,0,0,1,0,....) seklinde yazilabilir.

1 log,n] +1
lim—|{m<n:|x,—-0=¢} < limwzo

olup lim x,,, = 0(S) elde edilir.

Tamm 2.2.3. A = (a,y) sonsuz matrisi ve x = (x,) dizisi verilsin. Eger

lim x,, = [ oldugunda lim (Ax), = lise A = (a, ) matrisine “regiiler matris” denir
n—oo n—-oo

(Maddox, 1988).

Keyfi bir A = (a,,,) matrisinin regiiler olmasi, Silverman-Toeplitz kosullar

olarak bilinen asagidaki teorem ile karakterize edilmektedir.

Teorem 2.2.4. (Silverman-Toeplitz) A = (a, ;) matrisinin regiiler olmasi

i¢in gerek ve yeter kosul;
1) aM > 0 icin, ||A|| = supz,?=1|an‘k| <M<oo
n

i1) limay, =0, k=0,12,....
n—-oo



iii) limYp_ an, =1
n—->oo
kosullarinin saglanmasidir (Maddox, 1988).

Tanim 2.2.5.

1
Ci[n,m] = n’ O<ms<n
0

, diger durumu
seklinde tanimlanan matrise birinci mertebeden Cesaro matrisi denir.

C;[n,m] matrisinin Teorem 2.2.4’de verilen (i), (ii) ve (iii) kosullarin

sagladigi aciktir (Hardy, 1949).

2.3. DEFERRED CESARO VE DEREFFED ISTATISTIiKSEL
YAKINSAKLIK

Tamm 2.3.1. p = (p,) ve q = (q,) pozitif tam sayilarin
Pn<qn, ve limgq, = o 2.1
n—oo

kosulunu saglayan diziler olmak iizere

dn

(Dpqx). = ! Z Xmy M=123, ...
P n dn — Pn

m=pn+1

bi¢ciminde tanimlanan doniisiime x = (x,,,) dizisinin deferred Cesaro ortalamast
denir. Dy, ; —doniistimiiniin regiiler oldugu Silverman-Toeplitz teoreminden gortiltir

(Agnew, 1932).

Tamm 2.3.2. x = (x,;,) dizisi i¢in,

dn

1
lim Z |x,, —L| =0
n-0 gy — Pn m

m=pp+1

saglanirsa bu diziye gii¢lii D, ,-yakinsaktir denir ve bu yakinsama lim x,, =
n—-oo
L(D[p, q]) ile gosterilir.
Tanim 2.3.3. Reel ya da karmasik degerli bir dizi x = (x,,,) ve pozitif tam

sayilar dizileri olan {p,}nen Ve {@ntnen (2.1) de belirtilen kosullar1 saglamak tizere

verilsin. Eger Ve > 0 icin



lim {pp <m<gqn:lxp—Ll=e}=0
n=©qn — Pn

sart1 saglaniyorsa x = (x,,) dizisi L sayisina Deferred istatistiksel yakinsaktir denir.

Bu durum Ill_r)glo Xm = L(DS[p, q]) seklinde gosterilir (Kiigiikaslan ve Yilmaztiirk,
2016).

Bu tanim;

pn = 0, g, = n icin istatistiksel yakinsakliga indirgenir.

Pn = kn_1, qn = k, icin lacunary istatistiksel yakinsakliga indirgenir.

pn = 0, g, = A, i¢in A —istatistiksel yakinsakliga indirgenir.

1, mtam kare ise

0, diger durum dizisi i¢in p, =7, qn =2n

Ornek 2.3.1. x,, ={
secilirse

1
dn—Pn

Vn 1
on <M<y xp # 0} m === 0(n- o)

elde edilir. Boylece lim x,, = 0(DS[p, q]) dir.
m-—oo

Teorem 2.3.4. Eger bir dizi x = (xy,,), L sayisina gii¢lii D,, ;-yakinsak ise o

halde ayn1 dizi ayn1 limite deferred istatistiksel olarak da yakinsaktir (Kiigiikaslan ve

Yilmaztiirk, 2016).

Sonug: Eger bir dizi x = (x,,,), klasik anlamda L sayisina yakinsiyorsa bu
durumda aym dizi ayni limite deferred istatistiksel olarak da yakinsaktir (Kiigiikaslan

ve Yilmaztiirk, 2016).
Teorem 2.3.5. Eger x = (x,,,) dizisi sinirh bir dizi ve lim x,, = L(DS[p, q]),
m-—oo
yani deferred istatistiksel yakinsiyorsa, bu durumda bu dizi ayni zamanda gii¢lii D,, ;-
yakinsaktir; lim x,, = L(D[p, q]) dir (Kii¢iikaslan ve Yilmaztiirk, 2016).
m—oo
2.4. ARITMETIK ISTATISTIKSEL YAKINSAKLIK

Tamm 2.4.1. Bir x = (x,,) dizisi aritmetik istatistiksel yakisaktir denir, eger

€ > 0 icin Oyle bir r tamsayis1 vardir ki

lim = |{m <t |xm — x<m‘r>| = e}| = 0 dir.

tooo t



Burada belirtilen (m, r) ifadesi iki tam say1 olan m ve r nin en bilyiik ortak

bdlenini belirtmektedir (Yaying ve Hazarika, 2020).

Tiim aritmetik istatistiksel yakinsak dizilerin kiimesini belirtmek i¢in ASC ’yi

kullanacagiz. Boylece € > 0 ve r tamsayisti igin

1
ASC = { (X)) tlim ?|{m <t |xm - x<m‘r>| = e}| = 0}
seklinde gosterilir. (x,,) dizisinin x(, )’ ye istatistiksel olarak yakinsak oldugunu

belirtmek igin ASC — limx,, = X,y ifadesini kullanacagiz.

Teorem 2.4.2: x = (x,,) ve y = (y,,,) dizileri aritmetik istatistiksel yakinsak

iki dizi olsun.

(i) Eger ASC — limxy, = Xy Ve € € R ise, 0 zaman ASC — limcx,, =
CX(m,n) olur.

(ii) Eger ASC —limx,, = X(myy ve ASC —limy, = ymmry ise ASC —
imQy, + Yim) = (Xpnry + Yimry) dir (Yaying ve Hazarika, 2020).

Ispat:

(i) ¢ = 0 oldugunda aciktir. Diyelim ki ¢ # 0 0 zaman r tamsay1si i¢in

1 1 £
2lim < et = exinn| 2 £}l = 7 |fm < & e = 2m] = |

bu da sonucu verir.

(ii) ASC — limxy, = Xpmyy Ve ASC — limyy, = Yunry yakinsaklik tanimlar

kullanilarak

|{m <t |(xm + ym) - (x(m,r) - y(m,r))l = g}l

<

1
t
%|{m < t: o = Xy | 2 §}| +%|{m < &2y = Yom| 2 %}|
elde edilir.

Simdi Yaying ve Hazarika (Yaying ve Hazarika, 2017b) tarafindan
tanimlanmis aritmetik siireklilik ve fonksiyon dizilerinin aritmetik yakinsakligi

kavramlarini verelim.



2.5. ARITMETIK SUREKLILIiK

Tanmm 2.5.1. R ‘nin bir E alt kiimesinde tanimlanan bir f fonksiyonu,
aritmetik yakinsak dizileri aritmetik yakinsak dizilere doniistiirliyor ise aritmetik
stireklidir denir. Baska bir deyisle (x,,) dizisi aritmetik yakinsak olmasi (f (x;,))

dizisinin de aritmetik yakinsak oldugu anlamina gelir (Yaying ve Hazarika, 2017b).

1, m=#5
00 m=5

Verilen fonksiyon aritmetik yakinsaktir.

Ornek 2.5.1. x,, = { dizisi ve f(x) = x? fonksiyonu verilsin.

Teorem 2.5.2. iki aritmetik siirekli fonksiyonun toplami da aritmetik siireklidir

(Yaying ve Hazarika, 2017b).

Ispat: f ve g ‘nin R’ nin bir E alt kiimesi iizerinde aritmetik siirekli
fonksiyonlar oldugunu kabul edelim. f 4+ g fonksiyonunun E iizerinde aritmetik

stirekli bir fonksiyon oldugunu ispatlayalim.

e>0 ve (x,), E lzerinde herhangi bir aritmetik yakinsak dizi olsun.
Aritmetik stirekliligin tanimi geregi (f (x,,)) ve (g(x,,)) dizileri aritmetik yakinsak

dizilerdir.

(f (%)) ve (g(x;,)) aritmetik yakinsak diziler oldugundan, € > 0 ve pozitif

bir r tam sayis1 ve her bir m i¢in

|f () = Gema)| <= ve |90m) = 9@mm)| < 2
saglanir.
Simdi her bir m i¢in
|(f + 9 = (f + 9) Gmry| = | FCom) + 90m) = f Cmry) — 9 Cimry) |
< | f(xm) - f(x(m,r))l + |g(xm) - g(x(m,r))l
€ €
< E + E =&

bulunur. Bu ise ispat1 tamamlar.

Teorem 2.5.3. Iki aritmetik siirekli fonksiyonun farki da aritmetik siireklidir

(Yaying ve Hazarika, 2017b).

Ispat: Yukaridaki teoremin ispatina benzer olarak, f ve g’nin R’ nin bir E alt

kiimesi tizerinde aritmetik siirekli fonksiyonlar olsun. f — g fonksiyonunun aritmetik



stirekli oldugunu ispatlamak i¢in, € > 0 ve (x,,), E lizerinde herhangi bir aritmetik
yakinsak dizi olsun. Aritmetik stirekliligin tanimi geregi (f (x,,)) ve (g(x;,)) dizileri

de aritmetik yakinsak dizilerdir.

(f Cep)) ve (g(x,,)) aritmetik yakinsak diziler oldugundan € > 0 ve pozitif

bir r tam sayisi ve her m igin

|f(xm) - f(x(m.r))l < % ve |g(xm) - g(x(m.r))l < %
elde edilir. Her m igin,

(F = ) Ctm) = (F = 9) ()| = £ Gm) = 9Cm) = F (i) + 9 (i)
& &
< |fCem) = fGromr)| + =9 CGem) + 9 (xgmm)| <5 +5 =¢

elde edilir. Bu ise teoremi ispatlar.

Teorem 2.5.4. Eger f bir aritmetik fonksiyon ise |f| aritmetik siireklidir

(Yaying ve Hazarika, 2017b).

Ispat: f, R’ nin bir E alt kiimesi iizerinde aritmetik siirekli bir fonksiyon olsun.
(%) ’nin E’ de herhangi bir aritmetik yakinsak dizi oldugunu varsayalim. Aritmetik
stirekliligin tanmimu geregi (f(x,,)) dizisi aritmetik yakinsaktir. O halde € > 0 i¢in

pozitif bir r tamsayis1 vardir dyle ki her bir m i¢in

|f(xm) - f(x(m.r))l <e¢
dir.

Her m i¢in,

111G = 1 1(xman)| = |1 Comdl = F G| < 1F G = F Cema)| <

bulunur. Bu ise ispat1 tamamlar.

Teorem 2.5.6. iki aritmetik siirekli fonksiyonun birlesimi yine aritmetik

stireklidir (Yaying ve Hazarika, 2017b).

Ispat: f ve g, R kiimesinin bir E alt kiimesi iizerinde iki aritmetik siirekli

fonksiyon olsun.

fog(x,) = f(g(xy)) fonksiyonunun aritmetik stirekli bir fonksiyon
oldugunu ispatlayalim. (x,,) herhangi bir aritmetik yakinsak dizi olsun. g aritmetik

stirekli oldugundan, (g(x,,)) dizisi de aritmetik yakinsaktir. Ayrica f’ nin aritmetik
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stirekli oldugu verildiginden, aritmetik yakinsak dizi (g(x,,)) aritmetik yakinsak

diziye (f (g(x,,)) doniigiir. Bu ise istenileni verir.

Teorem 2.5.7. Eger f, R’nin bir E alt kiimesi lizerinde diizgiin stirekli ise o

zaman aritmetik siireklidir (Yaying ve Hazarika, 2017b).

Ispat: f, diizgiin siirekli ve (x,,) de E’ deki herhangi bir aritmetik yakinsak
dizi olsun. f, E’ de diizgiin siirekli oldugundan verilen € > 0 i¢in dyle bir § > 0 sayis1

vardir ki her x,y € E i¢in [x — y| < 6, |f(x) — f(¥)| < € dir.

(%) dizisi aritmetik yakinsak oldugundan ayni § > 0 i¢in bir pozitif r tam

sayist vardir 6yle ki her m igin |xm — x(m_r)| < 6 buise

|f(xm) - f(x(m,r))l <e¢

dir. O halde her n igin (f(x,,)) dizisi aritmetik yakinsaktir. Boylece f fonksiyonu
aritmetik siireklidir. Ispat bdylece tamamlanir.

2.6. FONKSIYON DiZIiLERININ ARITMETIK YAKINSAKLIGI

Tamm 2.6.1. R’nin bir E alt kiimesi iizerinde tanimlanan (f,,,) fonksiyon dizisi
aritmetik yakinsak denir eger herhangi bir € > 0 ve Vx € E i¢in dyle bir r pozitif tam

sayis1 vardir ki, tim m € N i¢in;

fon () = fomm ()] < &

dir (Yaying ve Hazarika, 2017b).

N >
Ornek: Her x € Rigin, f,(x) = { g' z _:21 dizisi aritmetik yakinsak bir
fonksiyon dizisidir.

Teorem 2.6.2. (f,;,), R’ nin bir E alt kiimesi iizerinde tanimlanmais bir aritmetik

fonksiyon dizisi ve x,, E’de bir nokta dyle ki
lim f,(x) = yp, n=123..
X—Xg

ise o zaman () dizisi de aritmetik yakinsaktir (Yaying ve Hazarika, 2017b).

Teorem 2.6.3. Eger (f;,,) aritmetik siirekli fonksiyonlardan olusan bir dizi ve
(fm) dizisi f fonksiyonuna diizgiin yakinsak ise limit fonksiyonu olan f de aritmetik

stireklidir (Yaying ve Hazarika, 2017b).
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Teorem 2.6.4. Aritmetik siirekli fonksiyonlar kiimesi tiim siirekli fonksiyonlar

kiimesinde kapalidir. Yani,

acf(E) = acf (E)

dir (Yaying ve Hazarika, 2017b).
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3. BULGULAR VE TARTISMA

Tanmm 3.1. p = (p,) ve q = (q,), (2.1) kosulunu saglayan diziler olmak
tizere x = (x,,) dizisine deferred aritmetik istatistiksel yakinsaktir denir eger her £ >

0 i¢in Oyle bir r tamsayis1 vardir ki

1
lim {on <m < qn: |xm — Xmn| =€}| =0

n-0o (y — Pn

saglanir. (x,,) dizisinin deferred aritmetik istatistiksel olarak x.'ye yakinsak

oldugunu gostermek i¢in ASD(, o1 — limXy, = X(m ) ifadesini kullanacagiz.

Tiim deferred aritmetik istatistiksel yakinsak dizilerin kiimesini

ASD[P,Q] ~ {x = (xm):rllij?o |{pn <m&< qn * |xm N x<m,r>| = g}l = 0}

n — Pn
ile gbsterecegiz.
Tamm 3.2. p = (p,) ve q = (¢,), (2.1) kosulunu saglayan diziler olmak

lizere x = (x,,,) dizisine giiclii deferred aritmetik yakinsaktir denir eger her € > 0 igin

Oyle bir r tamsayis1 vardir ki

qn)

7511{}0 n — Pn |xm - x(m,r)l =0

m=p(n)+1
saglanir. (x,,) dizisinin kuvvetli deferred aritmetik olarak x(,, ,y'ye yakinsak oldugunu

gostermek i¢in ADp, g1 — limX,, = X(;n ) ifadesini kullanacagiz.

Tim kuvvetli deferred aritmetik yakinsak dizilerin uzayini asagidaki gibi

tanimlayalim:

— . E 1 q(n) _ ; P
ADppq) = {(xm). ,{‘I?omzm=p<n)+1|xm - x<m’r)| = 0 bir r tamsay:st igin }

Yukaridaki tanimlar,

Pn=0, g, =n i¢in Tanim 3.1. aritmetik istatistiksel yakinsakliga,
Pn = kn_1, qn = k, icin lacunary aritmetik istatistiksel yakinsakliga indirgenir.

Teorem 3.1. x = (x,,) ve y = () iki dizi olsun.

i) Eger ASDy

pql — limxXpy, = Xgnry ve ¢ ER ise  ASDp, q) — limex,, =

CX(myr) -
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it) Eger ASDppq) — limxy, = Xemyps Ve ASDppq) — limym = Yimyry » is€
ASD[p,q] - lim(xm + ym) = (x<m,r> + y(m,r))-
Ispat: (i) Sonug ¢ = 0 ise aciktir. ¢ # 0 olsun. O halde r tamsayist i¢in

1
dn — Pn

{pn <m < qn: |cxm — cxXxames| = €}

1
dn — Pn

|{pn <m<qy: |C||xm _x<m,r>| = 8}'

1 &

= dn—Pn |{pn <m<sgqy: |xm - x<m,r>| = m}

elde edilir. Bu ise ispat1 tamamlar.
(ii) ASDp g1 — limxy, = Xep > V€ ASD[p g1 — limyy, = Vi ry olsun.

1
dn — Pn

|{pn <ms<sgqy: |(xm + Vm) — (<> + y<m,r>)| = S}l

1
dn — Pn

|{pn <m<qy: |(xm - x<m,r>) + (Um — y<m,r>)| = g}'

1
<
dn — Pn

&
|{pn <m< qn : |xm - x<m,r>| = E}|

1
dn — Pn

+

|{pn <M< Y= Yamrs| = ;H

ifadesinin her iki tarafinin limiti alinirsa istenen sonug elde edilir.

Teorem 3.2. lim inf, Z—” >1 veqy—pn < Ppise ASC € ASDy, 4 dur.
Ispat: Farz edelim ki lim inf, Z—" > 1 olsun.

O halde 2 > 1 + ¢ olacak sekilde yeterince biiyiik n i¢in bir t > 0 sayis1

Pn

vardir. Boylece

— t 1 t 1
In = Pn IR _
Pn t+1 Pn 1+t dn — Pn

elde edilir. (x,,) € ASC ise yeterince biiyiik n ve r tamsayist ve her € > 0 i¢in

1
p_l{m SPn' |xm - x(mr)l 2 g}l
n
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1
>—|{pp <m<qn:|xm — xmn| =€}
Pn

t 1
> .
1+t q,—pn

|{pn <m < @y |xm - x(m,T)l = 8}|

elde edilir. Boylece, x = (x,,) € ASD = (x,,) € ASD[p, 47 bulunur.

Teorem 3.3. lim inf 2 > 0 ve q,, <n ise ASC C ASDip q) dir.

n—-oo n

Ispat: lim inf@ > 0 ve q, < n ise her bir £ > 0 igin
n—->oo

{m <n: |xm - x<m_r>| > e} D {pn <m=s(qu: |xm —x<m.r>| 2 5}
saglanir. Boylece

1 1
7—l|{m < |y — Xemps| = €}| = ;|{pn <M< Gyt |Xm — Xmn| = €}

qn — 1
= dn P |(Pn <m < ¢ [Xm = Xmm| = €]

n IQn_pn

elde edilir. Bu ise ASD < ASDy, 41 oldugunu gosterir.

Teorem 3.4. (p,), (q.), (p'y) ve (q',) dizileri (2.1)’deki kogullar1 saglayan

dort dizi olmak tizere tiim n € N icin
Pn < qn, p,n < q,n Ve n —Pn = q,n - p,n (3'1)
saglansin.
(i) Eger

m-Pn — g0 (3.2)

n—oo 4'n=P'n
ASD[p,,q,] c ASD[p,q] dir.
(ii) Eger
Py (3.3)

lim—2—
n-oo q,~p,

ise ASD[p’q] c ASD[p,‘q,] dir.
Ispat: (i) (3.2) kosulu saglansin. € > 0 igin
Hp’n <m<qy: |xm - x(mr)l = 5}| = |{pn <M=qy: |xm - x<m.r>| = S}l

saglanir. Boylece
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1

o <m < i o 2 )
n n

- 1
o T | <m < @ = x| 2 )]
n n

v

elde edilir. Bu esitsizlikten yararlanarak ASDy,, 1 € ASDyp 41 bulunur.

(ii) (3.3) kosulu saglansin. € > 0 i¢in

1 ! !
ﬁ|{Pn<mﬁqn’|’Cm_x<m,r)|2£}|S
9n—DPn
1 !
——— P <m<pn |tm = x| = €}
q,—p,
1
+ﬁ|{qn <m< q’n : |xm _x(m,r)l = €}|
a,—Dp,
1
+——|{pn <m < an: [xm — Xy | 2 €}
q,-r,
p,—p,+q,—q 1
S = rn_ /n n+ ro_ 14 |{pn<msqn:|xm_x(m,r)|2€}|
q,—DP, qa,—p,
@,-7r)— (Gn—Dn) 1
- = :l_ /n n+ ro_ /|{pn<msqn:|xm_x(m,r)|2€}|
q,—DP, qa,—p,
@,-r)—@Qn—Dpn) 1
<t I UL |{pn<qun:|xm—x<m’r>|2£}|

4 = Py 4 = Py

q,—p, ) 1
=(——-1] . Pn<m=qn:|X,m—X =€
(%‘Pn CIn—Pnl{ n n | m <m.r)| }l
elde edilir. Boylece ASDyy, 41 S ASD[y,,q,) bulunur.

Teorem 3.5. (p,,), (¢,), (') ve (q',) yukaridaki (2.1) ve (3.1) kosullarini

saglayan dort dizi olmak iizere,
(1) Eger (3.2) kosulu saglamirsa AD[y,, g1 € AD[ 4] saglanir.

(it) Eger (3.3) kosulu saglanirsa ve x = (xp,) sinurh bir dizi ise ADpp 4 €

AD\p; 4 saglanir.
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Ispat: (i) (3.2) kosulu saglansin.

dn q'n
Z |xm - x<m.r)| S 2 |xm - x<m,r)|
m=pp+1 m=pry+1
dn q'n
e D Pl S D, e
7 7 m - Amr)| = 77 7 m -~ Am,r)
Gn = Pndn —DPn_*% Qn—DPn_ 4
m=pnp+1 m=prp+1

bulunur. n = oo limit alinirsa

elde edilir.
(i) Farz edelim ki ADpy 41 — limxy, = Xy Ve X = (X)) siurh bir dizi
olsun.

1

Il
n"Pn

1 q’ _ P
! ZmZp’n+1|xm - x(m,r)l T g [er?=p’n+1|xm o x(m.T>| +

q,n_p n

1A
%:pnﬂlxm — X(my| + anzqn+1|xm a2 x<m.r)|]

-p'_+q - 1
= o prn _ qrn In M + ro_ Z |Xm - x(m,r)l
q,-p, Gn =D, &
(¢',—7",) = (@n—1n) 1 <
< M + Z |xm - x(m,r)l
dn — Pn n —Pn_ 4
m=pnp+1
, , 1 Aan
9n—Pn
(12 =Pr )M+ Z Xy — X
( dn — Pn ) dn — Pn 4 | " (m,r)|
m=pn+1

oldugundan sonug elde edilir.
Teorem 3.6. (x,,) € ADyy 47 ise (x,) € ASDyp 4 dur.

Ispat: (x,,) € AD(p 41 Olsun. & > 0 ve bir r tamsayist i¢in

dn dn
o P Tt B S P
m (m,r) Xm X(m,r) |
_Z |xm - x(m.T)l = m=pp+1 + m=pp+1
m=pp+1 |xm - x(m,?")l =& |xm - x(m,T)l <¢€
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dn

> Z |xm - x<m,r)|

m=pn+1
|xm - x(m,r)l =€

= e|{pn <m<qy: |xm - x<m,r)| = £}|
elde edilir. Bu ise istenen sonugctur.

Teorem 3.7. (p,.), (q2), (®'n) ve (¢'y) yukandaki (2.1) ve (3.1) kosullarini

saglayan diziler olmak lizere;
(1) (3.2) kosulu saglanirsa (x,,) € AD[p, 4/ ise (X)) € ASDpy, 4 dir.

(i) (3.3) kosulu saglanirsa ve (xp,) smirlt bir dizi ise (x,,) € ASDypy 4] ise

(xm) € AD[p,'q,] dir.

Ispat: (i) (3.2) kosulu saglansin ve AD(p,q1) — limxy, = Xy Olsun. € > 0

i¢in
q'n dn
T 2 bl 2P D o
q,n_p’n “ m Ty _qn_pnq,n_p,n ~ m {rm.}
m=pip+1 m=pn+1
dn

> dn — Pn 1 Z |xm - x(m,r)l
N q,n - p,n dn — Pn m=pn+1
| — Xmmy| = €

dn — Pn e 1
q,n - p,n qn — Pn

v

|{pn <SM=qy: |xm - x(m,r>| = S}l

saglanir. Yukaridaki esitsizlikte her iki tarafin n — oo limit alinirsa (x,,,) € ASDp, 41

oldugu elde edilir.

(ii) Farz edelim ki ASDy, 41 — limx,, = X > V€ (Xp,) smurhi bir dizi olsun.

p.q
O halde 3M > 0 sayis1 vardir ki tiim m € N i¢in |xm — x<m’r)| < M dir. Boylece her

€ > 0i¢in
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i U Aan

1 Z 1
== Xm = X(m, to Z Hm = Xom,
qn_pnm=qn—pn+1| m (mr>| qn—pnm=pn+1| m (m,r)
dn
r_ ) — 1
S((qn pn) (qn Pn)>M+ — 2 |Xm—x(m.r>|
(qn o pn) U™ Phn m=pnp+t1
dn

B (u_ 1)M S N A
|xm - x<m’r)| = £

dn

n 1 z |xm - x<m,r)|

4, — PnM=Pnt1
|xm _ x<m,r)| < &

S(M—1>M
4, — Pn

M q, —p
AT {pn <m < qn ¢ |Xm — Xmn| = €} +ﬁe

+

elde edilir. Bu esitsizlikte her iki tarafin n — oo limit alinirsa (x,,) € ADp,, 4,1 oldugu

elde edilir.
3.1. DEFERRED ARITMETIK iSTATISTIKSEL SUREKLILIK

Bu boliimde deferred aritmetik istatistiksel siirekliligi tanimlayacagiz ve bazi

sonuglar ortaya koyacagiz.

Tamm 3.1.1. R'nin bir E alt kiimesinde tanimlanan bir f fonksiyonu verilsin.
Eger bu fonksiyon deferred aritmetik istatistiksel yakinsakligi koruyorsa yani
ASDpy, g1 — limxy, = X ry oldugunda  ASDpy, o — limf (X)) = f(X(myy) ise f

fonksiyonuna deferred aritmetik istatistiksel stireklidir denir.

Deferred aritmetik istatistiksel siirekli fonksiyonu belirtmek i¢in ASD[y, 41 —

stirekli fonksiyon seklinde belirtecegiz.

Teorem 3.1.1. E ilizerinde tamml iki f ve g fonksiyonlart ve ASDy, 4 —
siirekli fonksiyon olsunlar. Bu durumda (f+g)(x;,) fonksiyonu da ASDp, 4

sureklidir.

Ispat: f ve g fonksiyonlar1 ve AS Dip,q) — stirekli fonksiyonlar oldugundan
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ASD[p’q] - limxm = X(mr) ise ASD[p’q] - llmf(xm) = f(x(m,r)) Ve ASD[p’q] -
limg(xp,) = g(X(m,ry) saglanir. Buradan

1

lim

n—oo qn=>Pn

|{pn <M=(y: |f(xm) _f(x(m,r))l = g}l:() ve

1

rllg?o qn—Dn |{pn <M=(yn: |f(xm) - f(x(m,r))l = g}l = 0.
(f + 9)(x,) fonksiyonunun ASDy, 41 —siirekli oldugunu gosterelim.

1

n=0q, — Pn

{pr <M < Gn | (F + @) = F + 9) Cgmry)| = €]

= Alm — |{pn <m<qy: |f(xm) + g(xm) - f(x(m,n)) - g(x(m,r))l 2 S}l
) 1
< lim [{pn < m < qn ¢ [f@n) = FOmm)| 2 ]

n-w g, — Pn

) 1
+ lim

n—oo qn = p

{pn <m < gy |g0em)—gcmm)| = €}| = 0

n
elde edilir. Boylece istenen sonug elde edilir.

(f — 8)(Xpm) fonksiyonunun ASDy, ) —stirekli oldugu benzer yontemle gosterilir.

Ayni zamanda iki ASDp, 4 — siirekli fonksiyonun c¢arpimi, bileskesi de
ASDp q) — stireklidir.

Teorem 3.1.2. (f;,) men, R'nin E alt kiimesinde tanimlanan ASDr, 41 — siirekli

fonksiyonlarmin bir dizisi ve (f;,) bir f fonksiyonuna diizgiin yakinsak olsun, o halde

f,AS Dipq — sureklidir.

Ispat: € > 0 ve (x,,), R'nin bir E alt kiimesi iizerinde AS Dip,q1 — yakinsak dizi
olsun (f;;,) dizisi f’e diizglin yakinsak oldugundan; tiim m > N ve x € E’ler igin

lfm(x) — f(x)] < golacak sekilde N € N vardir.

fn, E tizerinde ASDy, 4 — siirekli oldugundan, bir r tamsayisi i¢in

lim
n—-oo qn — p

[{pn < m < @ = [ Com) = fu G| 2 5} = 0

n

dir. Ote yandan, bir r tamsayis1 i¢in

{pn <m=s(qy: [f(xm) - f(x(m,r))] = g}
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c {pn <m=gqy: |fN(x(m,r)) - f(x(m,r))| = %}
U {pn <m=s(qy* |fN(x(m,r)) _fN(xm)| = ;}

U {pn <m < qp ¢ | fy () — F o) 2%}

elde edilir. Dolayisiyla yukaridaki icermeden su sonug elde edilir.

lim

[{Pn < m < Gy ¢ |FCtm) = £ Gtmry)| = €}

n

< lim

[P < m < @ = fuCom) = F Gmn)| 2 5}

&
+lim [P < m < 4+ | Geim) 1 o) | 2 5|

n-oo g, — Pn

) 1
< lim

|{pn <m < g ¢ |fv(Xanmy) — F )| 2 §}|

=0.
Dolayisiyla f, ASDy, 41 — stireklidir.

Teorem 3.1.3. R’nin bir E alt kiimesinde tlizerinde tanimli tim ASD[p,q] —

stirekli fonksiyonlarin kiimesi, E iizerinde tanimli tiim siirekli fonksiyonlarin bir

kapal1 bir alt kiimesidir. Yani,
ASD i1 (B) = ASDip g1 ()
dir.

Burada ASD[, 4 (E) kiimesi E lizerinde tanimli tim ASDp,q) stirekli
fonksiyonlarin kiimesini gostermektedir. Ayrica ASDy, q1(E) kiimesi ASDy, q1(E)

kiimesinin kapanisini gostermektedir.

Ispat: f, ASDpp, q1(E) kiimesinden aldigimiz herhangi bir elaman olsun. O
halde ASDy, q)(E) kiimesinde lim f, = f olacak sekilde bir (f;,) dizi vardir. E
kiimesinde (x,,,) € ASD[p 4] olsun. (f,), f' ye yakinsadigindan, dyle bir pozitif N

tamsayis1 vardir ki V' m > N ve Vx € E icin

f () = fn (D] <. (3.4)
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Ayni zamanda fy, E lizerinde ASDy, 41 — stirekli oldugundan bir r tamsayisi igin:

lim |{pn <m<= dn: |fN(xm) _fN(x(m,r))l = i}| =0

elde edilir. Diger taraftan, bir r tamsayisi igin
€
{pn <m < G [fGm) = f Fme)] 2 §}
€
c {pn <m=sqy: |fN(x(m,r)) - f(x(m,r))| = §}
€
U {pn <m< qn |fN(x(m,r)) _fN(xm)| = §}

&
U {pn <m < gy: |fN(xm) - f(xm)l = §}
elde edilir.

Dolayisiyla yukaridaki igermeden su sonug elde edilir;

lim [{Pn < m < qp ¢ |FCom) — £ Qimary)| = €}

< lim

|{pn <m< gy |fnGon) = FOmry)| = §}|

[P < m < @ = o Gomen) ~oCend)| = 5]

n—o qu - pn

< lim

|{pn <m=(y: |fN(x(m,r)) _f(xm)l = g”

=0.

Boylece f,ASD(pq) — sireklidir. Yani f € ASD[, q)(E) dir. Bu bize gerekli

sonucu verir.
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4. SONUC VE ONERILER

Aritmetik yakinsaklik kavrami, matematiksel analizde 6nemli bir yer tutmakta
ve yillar i¢inde bir¢ok arastirmaci tarafindan farkli yonleriyle ele alinmaktadir. Bu
tezde, klasik aritmetik yakinsaklik kavrami ile deferred istatistiksel yakinsaklik
kavramu birlestirilerek, deferred aritmetik istatistiksel yakinsaklik adi verilen yeni bir
yakinsaklik tiirii incelenmistir. Elde edilen sonuglar, bu yeni kavramin klasik
yakinsaklik tiirleriyle iliskisini ortaya koymakta ve matematiksel analizde alternatif

bir yaklagim sunmaktadir.

Bu ¢alisma, toplanabilme teorisi baglaminda yapilacak ileri aragtirmalar i¢in
teorik bir temel olusturmayr amaglamaktadir. Ozellikle, istatistiksel ve ideal
yakinsaklik tiirlerinin farkli normlu uzaylara uygulanabilirligine dair yapilacak

calismalarda, bu calismanin bulgularinin referans niteligi tasiyacagi diisiiniilmektedir.

Buna ek olarak, bu yaklasimlar ntrosofik normlu uzaylar ve bulanik (fuzzy)
normlu uzaylar gibi daha genel yapilara tasinarak, bu alanlardaki yakinsaklik tiirleri
lizerine yeni ve Ozgilin sonuglar elde edilebilir. Bu baglamda, arastirmacilarin bu
calismadan ilham alarak benzer yapilarin farkli yakinsaklik tiirleri ile etkilesimini

incelemeleri, literatiire onemli katkilar saglayacaktir.
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