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DOKTORA TEZi

EVRISIMSEL SiNiR AGLARI VE CEKiRGE OPTIMiZASYON
ALGORITMASI KULLANARAK KOLON KANSER HASTALIGI TESBITI

AMNA ALI A MOHAMED

KASTAMONU UNIVERSITESI FEN BiLIMLERI ENSTITUSU
MALZEME BiLiMi VE MUHENDISLiGi ANA BiLiM DALI
DANISMAN:PROF. DR. AYBABA HANCERLiOGULLARI

Kolon kanseri, etkili tedavi igin erken ve dogru teshis gerektiren yaygin ve potansiyel olarak
olimciil bir hastaliktir. Kolon kanserine yonelik geleneksel teshis yaklasimlari siklikla
dogruluk ve verimlilik agisindan sinirlamalarla kars1 karsiya kalir ve bu da erken teshis ve
tedavide zorluklara yol acar. Bu tez, dzellik segme yontemine dayanan saglam bir kolon
kanseri teshis yontemi sunmaktadir. Kolon kanseri hastaliginin teshisi ig¢in dnerilen yontem
{ic adima ayrilabilir. Ik adimda, evrisimli sinir agma dayali olarak gériintiilerin 6zellikleri
c¢ikarildi. Evrisimsel sinir ag1 i¢in Squeezenet, Resnet-50, AlexNet ve GoogleNet kullanildi.
Cikarilan ozellikler ¢ok biiyiik ve 6zelliklerin sayis sistemi egitmek i¢in uygun olamaz. Bu
nedenle ikinci adimda 6zellik sayisin1 azaltmak i¢in metasezgisel yontem kullanilmistir. Bu
arastirma, Ozellik verilerinden en iyi Ozellikleri se¢mek icin c¢ekirge optimizasyon
algoritmasini kullanir. Son olarak makine 6grenmesi yontemleri kullanilarak kolon kanseri
hastalig1 tamisinin dogru ve basarili oldugu goriildii. Onerilen ydntemin degerlendirilmesinde
iki siniflandirma yontemi uygulanmistir. Bu yontemler karar ve destek vektor makinesini
igerir. Onerilen yontemi degerlendirmek igin duyarlilik, ozgulluk dogruluk ve F1Score
kullanilmistir. Destek vektdr makinesini temel alan Squeezenet icin %99,34 elde ettik;
%99.41; %99,12; Duyarlilik, 6zgiilliik, dogruluk, kesinlik ve FiScore i¢in sirastyla %98,91
ve %98,94 sonuglar. Sonunda Onerilen tanima ydnteminin performansini 9 katmanlt CNN,
Rastgele saylar, 7 katmanli CNN ve Drop-Block gibi diger yontemlerin performanslariyla
karsilagtirdik.  Coziimiimiiziin  digerlerinden daha 1iyi performans gosterdigini
gosterdik.Ayrica kolon kanserinin otomatik tespiti icin yapay zekayi, ozellikle de evrisimli
sinir agimi (CNN) ve Fishier Mantis Optimizer' kullanan yenilik¢i bir yontem sunulmaktadir.
Derin 6grenme tekniklerinin, 6zellikle CNN'nin kullanilmasi, tibbi goriintiileme verilerinden
karmasik 6zelliklerin ¢ikarilmasini saglayarak saglam ve etkili bir teshis modeli saglar. Ek
olarak, peygamber devesi karidesinin avlanma davranigindan ilham alan, biyo-esinli bir
optimizasyon algoritmasi olan Fishier Mantis Optimizer, CNN'nin parametrelerine ince ayar
yapmak ve yakinsama hizin1 ve performansimi artirmak i¢in kullaniliyor. Bu hibrit yaklagim,
kolon kanseri teshisinin dogrulugunu ve etkinligini artirmak i¢in hem derin 6grenmenin hem
de dogadan ilham alan optimizasyonun gii¢lii yonlerinden yararlanarak geleneksel teshis
yontemlerinin sinirlamalarini gidermeyi amaglamaktadir. Onerilen yontem, kolon kanseri
goriintiilerinden olusan kapsamli bir veri seti iizerinde degerlendirildi ve sonuglar, geleneksel
tan1 yaklagimlarina gére ustiinliigiini ortaya koydu. CNN-Fishier Mantis Optimizer modeli,
kanserli ve kanserli olmayan kolon dokularini ayirt etmede yiiksek hassasiyet, dzgiillik ve
genel dogruluk sergiledi. Biyo-ilhamli optimizasyon algoritmalarinin derin 6grenme



teknikleriyle entegrasyonu, yalnizca kolon kanseri icin bilgisayar destekli teshis araglarinin
gelistirilmesine katkida bulunmakla kalmaz, ayn1 zamanda bu hastalifin erken tespitini ve
teshisini gelistirme ve bdylece zamaninda miidahaleyi ve iyilestirmeyi kolaylastirma
konusunda umut vaat eder. Hasta prognozu, kolon hastaliklariyla iligkili ozellikleri
yakalamak icin GoogLeNet ve ResNet-50 gibi cesitli CNN tasarimlar1 kullanildi. Ancak
Ozniteliklerin ¢oklugu nedeniyle hem oOznitelik ¢ikarimi hem de veri siniflandirmasinda
yanligliklar ortaya ¢ikmistir. Bu sorunu ¢ézmek i¢in, Fishier Mantis Optimizer algoritmalar
kullanilarak 6zellik azaltma teknikleri uygulandi ve Genetik Algoritmalar ve simiile edilmis
tavlama gibi alternatif yontemlerden daha iyi performans gosterdi. Duyarlilik, 6zgiilliik,
dogruluk ve F1 puani gibi ¢esitli metriklerin degerlendirilmesinde sirasiyla %94,87, %96,19,
%97,65 ve %96,76 olarak tespit edilen cesaretlendirici sonuglar elde edildi.

ANAHTAR KELIMELER:Kolon Kanseri Hastalig1 Teshisi, Evrisimli Sinir Ag1, Cekirge
Optimizasyon Algoritmasi, Makine 6grenimi

Temmuz 2024, 90 Sayfa



ABSTRACT

PH.D THESIS

COLON CANCER DISEASE DIAGNOSE WITH CONVOLUTIONAL
NEURAL NETWORK AND GRASSHOPPER OPTIMIZATION
ALGORITHM

AMNA ALI A MOHAMED

KASTAMONU UNIVERSITY INSTITUTE OF SCIENCE

DEPARTMENT OF MATERIALS SCIENCE AND ENGINEERING
SUPERVISOR:PROF. DR. AYBABA HANCERLIOGULLARI

Colon cancer is a prevalent and potentially fatal disease that demands early and accurate
diagnosis for effective treatment. Traditional diagnostic approaches for colon cancer often
face limitations in accuracy and efficiency, leading to challenges in early detection and
treatment. This thesis presents a robust colon cancer diagnosis method based on the feature
selection method. The proposed method for colon cancer disease diagnosis can be divided
into three steps. In the first step, the images’ features were extracted based on the
convolutional neural network. Squeezenet, Resnet-50, AlexNet, and GoogleNet were used
for the convolutional neural network. The extracted features are huge, and the number of
features cannot be appropriate for training the system. For this reason, the metaheuristic
method is used in the second step to reduce the number of features. This research uses the
grasshopper optimization algorithm to select the best features from the feature data. Finally,
using machine learning methods, the colon cancer disease diagnosis was found to be
accurate and successful. Two classification methods are applied for the evaluation of the
proposed method. These methods include the decision tree and the support vector machine.
The sensitivity, specificity, accuracy, and F1Score have been used to evaluate the proposed
method. For Squeezenet based on the support vector machine, we obtained 99.34%; 99.41%;
99.12%; 98.91% and 98.94% results for sensitivity, specificity, accuracy, precision, and
F1Score respectively. In the end, we compared the suggested recognition method’s
performance to the performances of other methods, including 9-layer CNN, Random Forest,
7-layer CNN, and DropBlock. We demonstrated that our solution outperformed the others.

Also in this thesis an innovative method presented that leverages artificial intelligence,
specifically convolutional neural network (CNN) and Fishier Mantis Optimizer, for the
automated detection of colon cancer. The utilization of deep learning techniques, specifically
CNN, enables the extraction of intricate features from medical imaging data, providing a
robust and efficient diagnostic model. Additionally, the Fishier Mantis Optimizer, a bio-
inspired optimization algorithm inspired by the hunting behavior of the mantis shrimp, is
employed to fine-tune the parameters of the CNN, enhancing its convergence speed and
performance. This hybrid approach aims to address the lim-itations of traditional diagnostic
methods by leveraging the strengths of both deep learning and nature-inspired optimization
to enhance the accuracy and effectiveness of colon cancer diagnosis. The proposed method
was evaluated on a comprehensive dataset comprising colon cancer images, and the results
demonstrate its superiority over traditional diagnostic approaches. The CNN-Fishier Mantis
Optimizer model exhibited high sensitivity, specificity, and overall accuracy in
distinguishing between cancer and non-cancer colon tissues. The integration of bio-inspired

Vi



optimization algorithms with deep learning techniques not only contributes to the
advancement of computer-aided diagnostic tools for colon cancer but also holds promise for
enhancing the early detection and di-agnosis of this disease, thereby facilitating timely
intervention and improved patient prognosis. Various CNN designs, such as GoogLeNet and
ResNet-50, were employed to capture features as-sociated with colon diseases. However,
inaccuracies were introduced in both feature extraction and data classification due to the
abundance of features. To address this issue, feature reduction tech-niques were
implemented using Fishier Mantis Optimizer algorithms, outperforming alternative methods
such as Genetic Algorithms and simulated annealing. Encouraging results were obtained in
the evaluation of diverse metrics, including sensitivity, specificity, accuracy, and F1 score,
which were found to be 94.87%, 96.19%, 97.65%, and 96.76%, respectively.

KEYWORDS:Colon Cancer Disease Diagnosis, Convolutional Neural Network,
Grasshopper Optimization Algorithm, Machine Learning

July 2024, 90 Page
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1. GIRIS

1.1 Arkaplan

Gorlntii isleme yontemleri genellikle kolon kanseri hastaliginin teshisinde
kullanilmaktadir ve bu goriintiilleri analiz etmek icin dikkatli bir 68renme
gerekmektedir. Goriintii 6n isleme adimlar1 sirasinda goriintii arindirma, ozellik
etkinligini azaltabilir ve bu yiizden smiflandirma yoOntemleri hatali olabilir,
dolayistyla sonuglar iyi olmayacaktir. Ayrica bazi filtreler goriintii isleme sonrasinda
ozelliklerini kaybettigi icin bize optimum sonuglar1 verememektedir. Bu tezde, kolon
hastaliginin kapsamlarini ortaya c¢ikarmak icin insanlarin egitimi ile sinir agi
O0greniminin birlestirilmesi gibi makine Ogrenme siireclerini kombine etme
girisiminde bulunulmustur. Kolon hastalig1 fotograflarindan 6zellikleri ¢ikarmak icin
Onerilen yontemin ilk adiminda AlexNet, SqueesNet, ResNet-50 ve Google Net ile
birlikte evrisimli sinir ag1 kullanilmistir. Bu fotograflardaki 6zellik sayilarmin
yiiksek olmasi, bunlarin hastanin durumunu kategorize etmek amaciyla makine
ogreniminde kullanilmasint uygunsuz hale getirir; bu nedenle 06zellik sayisinin
azaltilmasi gerekmektedir. Cekirge optimizasyon siireci kullanilarak 6zellik sayis1
azaltilmistir. Cekirge optimizasyonu, 6zelliklerin se¢iminde uygunluk fonksiyonunu
hizli bir sekilde yakinsamakta en iyi tekniklerden biri oldugu i¢in segilmistir.
Siniflandirma adiminda destek vektor makinesi (SVM), k-en yakin komsu (KNN) ve
karar agact (DT) kullanilmistir. Sonuglart degerlendirmek i¢in F1 puani metodolojisi
ve karigiklik matrisi kullanilmistir. Diinya ¢apinda pek cok insan bircok kanser
tirtinden dolay1 hayatin1 kaybetmektedir. En tehlikeli kanser tiirlerinden biri de kolon
kanseridir. Bu kanser tiirii gogunlukla yash bireylerde, dzellikle de erkeklerde tespit
edilmigtir. Diinyada kanser tanisinda ve takibinde sorunlar1 azaltacak yontemlerin
bulunmasi hayati 6nem tagimaktadir. Bu tezde, kolon kanserini histopatolojik
goriintiilerden bulmak ve simiflandirmak i¢in otomatik bir siire¢ sunmak

amaclanmustir.

Meta-sezgisel tekniklere dayali en iyi 6zellik segme stratejisinin kullanilmasiyla elde

edilebilecek olan bu ¢aligmanin birincil amaci siniflandirma dogrulugunu artirmaktir.



Bu tezin temel katkis1 su sekilde 6zetlenebilir:

e Goriintiiniin igerdigi bilgi ve bilgileri gelistirmek icin bilesen azaltma yonteminin

kullanilmas1 (Bu tezde GOA kullanilmistir),

e GOA ile birlikte ©nemli goriintii piksellerini se¢gmek icin yapay zekanin

kullanilmasi,

e Kolon Kkanseri hastaligi goriintilerinden 6zellik ¢ikarimi igin  CNN’nin

kullanilmasi,

e Goriintilerin analiz edilmesi ve kolon kanseri hastaligi goérintiilerinin dogru bir

sekilde siniflandirilmasi.

Kolonik polipler ¢ogunlukla ve belli 6zelliklerine dayanarak kolon ve rektum
kanserlerine neden olmaktadir. Diinya capinda her yil yaklasik bir milyon kisiye
kolon ve rektum kanseri teshisi konulmaktadir. Hastalik en ¢ok can kaybina neden
olan kanser tiirlerinden biri olmasi nedeniyle olduk¢a 6nemlidir ve {lizerine ¢aligmalar

ciddi manada devam etmektedir.

Kalin bagirsak veya tibbi ismiyle kolorektal kanser (CRC); yasam boyu risk tayini
bakimindan degerlendirildiginde kadinlara gore erkeklerde biraz daha yiiksektir. Bu
oran erkeklerde %4,5 iken kadinlarda ise %3,2’dir. CRC ¢ogunlukla adenomat6z

poliplerden gelisir.

Kolon veya rektum mukozasindan koken alan bu benign ancak pre-kanseréz 6zellik
tasiyan lezyonlar, uzun yillar semptom ve bulgu vermedikleri igin ¢ogu zaman fark
edilememektedir. Adenom goriilme sikligi yasla birlikte artmaktadir. Ancak
adenomdan kanser gelisim siireci biiylik dl¢lide aydinlatilmis olmasina ragmen bu
stireci etkileyen dig faktorler halen tartisilmakta ve ciddi etkinligi oldugu diisiliniilen

epigenetik risk faktorleri de yeterli aydinlatilamamastir.



1.2 Kolorektal Kanser (CRC) Onleme Yollari

Kolorektal kanserlerden korunmanin temel kosulu gerekli tarama testlerinin ihmal
edilmemesidir. Ozgegmis ve soygecmisi degerlendiren hekimin onerdigi sekilde
gaitada gizli kan testi, kolonoskopi veya rektosigmoidoskopi tetkiklerinin yapilmasi
kolorektal kanserleri énlemede kanitlanmis oncelikli yoldur ve tarama programlari

seklinde saglik politikalarina da dahil olmustur.

Ote yandan tiitiin veya tiitiin {irinleri ve alkol kullanimi, spor ve egzersiz agisindan
aktif bir yasam tarzinin benimsenmeyip sedanter yasim tarzi, asir1 trans yag ve
kirmizi et tiikketiminin yapilmasi, tam tahillar ve lifli besinlerden zengin bir beslenme
diizeninin benimsenmemesi de kolorektal kanserler de suglanan bazi risk

faktdrlerinden 6n planda tutulanlardandir.

1.3 Kolon Kanseri

Yaklasik 1,5 metre uzunlugunda olan kolonun mukozasindan (i¢ déseme epitelinden)
olusan kanserlere kolon kanseri ad1 verilmektedir. Bu tip kanser, kalin bagirsagin i¢
ylizeyini kaplayan tabakanin i¢indeki hiicrelerin ve hiicre topluluklarinin kontrolden

¢ikmasi yani kontrolsiiz biiylime ve ¢ogalmasindan ortaya cikar.

Kalin bagirsagin son 15-20 cm’lik kismina rektum adi verilir ve burada ortaya ¢ikan
kanserlere rektum kanseri denir. “Kolorektal kanserler” ayni zamanda iki kanser

tiirtinii tanimlamak i¢in kullanilan ¢ok yaygin bir terimdir.

T.C. Saglik Bakanlig: verilerine gore kolorektal kanserler lilkemizde en sik goriilen 5

kanser arasinda yer almaktadir.



1.3.1 Risk Faktorleri

1.3.1.1 Yas

Kolon kanseri her yasta ortaya ¢ikabilir. Ortalama baslangi¢ yas1 63’tiir. Ancak
yapilan caligmalara gore kolorektal kanser tanisi alan hastalarin igte biri 55 yasin

altindadir.

1.3.1.2 Cinsiyet

Erkekler ve kadinlar arasinda goriilme siklig1 acisindan diisiik bir oranda olsa erkek

cinsiyette artmis riskten bahsedilmektedir.

1.3.1.3 Diger risk faktorleri

Kolorektal kanserin kesin nedeni bilinmemekle birlikte kolorektal kanser gelisimini

arttiran risk faktorleri sunlardir:

e lleri yas,

e Bagirsakta polip varligi (6zellikle adenomatdz patolojisi olanlarda),

e Ailede kolorektal kanser hastasinin bulunmasi,

e Genlerde onemli degisikliklere neden olan, kolon ve rektumda kalitsal poliplerle
karakterize bazi genetik bozukluklarin (kalitsal olmayan polipozis kolon kanseri

hastalar1) ve/veya ailesel polipozis sendromlariin varligi,

e Belirli bir siire igerisinde bagirsak i¢i hiicre tipini bozarak kansere yol agabilen

iltihabi bagirsak hastaligina (Ulseratif kolit veya Crohn hastalig1) sahip olmak,

e Kadinlarda yumurtalik, meme ve rahim kanseri dykiisiine sahip olmak,



e Islenmis ve hayvansal gidalarin asir1 tiiketimi, daha az meyve ve sebze tiiketimi

Ve tiitlin veya tiitiin kullanima.

Bu risk faktorlerine sahip kisilerin daha erken yaslardan itibaren bagirsak kanseri

acisindan taranmasi gerekmektedir.

1.3.2 Kolon Kanseri Belirtileri

Kolon kanserinin baslangici bagirsakta anormal hiicre ¢ogalmasi yani poliplerdir.
Ancak polipler, ¢cogu zaman ilk etapta herhangi bir sikdyete neden olmaz. Polipler
kanserlesmeye basladik¢a, boyutlar1 biiyiidilkce veya sayilart arttikca kisinin

bagirsak aliskanliklarinda su degisikliklere neden olurlar;

e Yeni baglayan kabizlik veya tam tersi, diski kokusunda veya kivaminda (ishal
lehine) degisiklik,

e Demir eksikliginden kaynaklanan anemi,

e Diski kalinliginin incelmesi, digkiya kan karigmasi veya tuvalete gittikten sonra

aniisten kanama, karin agrisi, istahsizlik ve istemsiz kilo kayba.

Yukaridaki bulgular tek basina kolorektal kanseri gostermez. Ancak bu sikayetlerin
mevcut olmast durumunda hastanin gerekli kontroller i¢in hekime basvurmasi
gerekmektedir. Ayrica hastanin ailesinde bagirsak kanseri, meme, yumurtalik veya
rahim agzi kanseri Oykiisii veya bu belirtilerden biri varsa mutlaka hekime

basgvurmay1 ihmal etmemesi gerekir.

Ozellikle genglerde, kronik kabizligi olanlarda, belirli sikdyeti olmayanlarda (kilo
kaybi, istahsizlik, kansizlik gibi) kolorektal kanser belirtilerinden ziyade hemoroidal
hastalik veya anal fissiir hastaligi nedeniyle rektal kanama da goriilebilmektedir. Bu
sikayetlerin gergcek sebebini daha fazla arastirma yapilmadan yani ileri tetkik

edilmeden sdylemek ¢ogu zaman miimkiin olmamaktadir.



1.3.3 Kolon Kanseri Gelisiminde Inflamatuar Bagirsak Hastalig

Ulseratif kolit veya Crohn hastaligi, kalin bagirsagi kaplayan dokularin kronik
iltihaplanmasidir. Her ikisi de kolorektal kanser hastaliinin gelisimi igin risk
faktorleridir. Her iki hastalik i¢inde iltihabi (inflamatuar) bagirsak hastaligi (IBD —

inflammatory bowel disease) terminolojisi kullanilmaktadir.

Ozellikle 10 yildan uzun siiredir IBD olan kisilerde (tedaviye yamit vermis olsalar
dahi) kolorektal kansere yakalanma olasiligi olduk¢a artmaktadir. Bu nedenle
hastaliga bagli sikayeti olsun ya da olmasin bu hastalarda rutin tarama

kolonoskopilerinin yapilmasi gerekmektedir.

IBD’de bu hastaliga bagh striktiir olan bolgelerde kolorektal kansere yakalanma
olasilig1 artar. Bu iki hastaligin varliginda sigara icmeye devam etmek kolorektal

kansere yakalanma riskini kanitlanmis sekilde arttirmaktadir.

Kolon kanserinin erken taramasina yonelik testler sunlari igermektedir:

¢ Kaolonoskopi,

e Gaitada gizli kan testi,

e Bilgisayarli tomografi (BT) kolonografisi,

o Fleksibl rektosigmoidoskopi,

e (Gaitada molekiiler DNA testleri.

Kolonoskopi, daha dnceden digkisi temizlenmis olan kalin bagirsaga, ucunda 151k ve
kamera bulunan bir aletle aniisten girilerek, bagirsagin hava verilerek hafifce

sisirilmesi ve bagirsagin i¢inin incelenmesidir. Genellikle 30-45 dakika siirer.

Islem sirasinda gerekli goriilmesi halinde bagirsagin mukoza zarindan ve anormal

goriiniimdeki dokulardan da biyopsi alinabilmektedir. Polip goriilmesi halinde ayni



seansta cikarilabilir ya da ¢ikarilamayacak Ozelliklere sahipse Orneklenebilir.
Kolonoskopi sirasinda mevcut kanama odaklart da durdurulabilir. Kolonoskopi gibi

islemlere hastalardan tarafindan ¢ekince ile yaklasilabilmektedir.

Kolonoskopi, agr1 azaltici ilaglar verilerek ya da anestezi ekibi esliginde kisiye hafif
uyku verilerek yapilabilir. Bu nedenle, kolonoskopi tizerine olusan g¢ekinceler islemin
tanisal kiymeti ve islem yapilirken hasta konforu igin yapilabilecekler sebebiyle

olusmamalidir.

Kolonoskopi isleminin en zahmetli kismi kolonoskopiden bir giin once cesitli
ilaglarla ve bol sulu yiyeceklerle beslenerek bagirsagin  temizlenmesidir
(kolonoskopiye hazirlik). Bu hazirlik siireci ve islemin yapilis sekli islem Oncesi
hekim/hemsire/saglik personeli tarafindan detayli bir sekilde anlatilarak hastalarin
korkular1 azaltilabilir. Ailesinde bagirsak kanseri Oykiisii olmayan ve bagirsak
sikayeti olmayan kisilerde kolonoskopi taramasina 50 yas civarinda baslanir, polip
bulunmadig1 durumlarda 10 yilda bir tekrarlanmalidir. Birinci derece akrabasinda 65
yasindan Once bagirsak kanseri veya meme, rahim ve yumurtalik kanseri olan
kisilerde kolonoskopi ile tarama yas1 40’tir. Kisinin 1. derece akrabasinin yasi 40
yasindan kiiclik 1ise taranmanin erken yasta yapilmasi1 gerekmektedir. IBD
hastalarinda tan1 aninda ve eger yeni problemler gelismediyse hastalik yasi 10 yili
astiginda her yil kolonoskopi kontrolii gerekmektedir. Ailede genetik aktarmali
polipozis  sendromlart  bulunan  kisilerde taramaya 15-18  yaslarinda
baslanabilmektedir. Tarama kolonoskopisinde tespit edilen poliplerin sayisina ve
patolojik tiplerine gore 1-3-5 veya 10 yil araliklarla kontrol kolonoskopisi yapilir.
Tarama sadece sol kolon tiimérlerine yonelikse, uzun kolonoskopi muayeneleri
arasinda tarama igin 2-3 yilda bir fleksibl rektosigmoidoskopi kullanilabilir. Gerekli
kosullar olmadig1 siirece “her yil kolonoskopi yapilmali” ifadeleri tam1 ve takip
algoritmalarina oturmus sdylemler degildir. Hastanin kolonoskopiyi tercih etmedigi
durumlarda 5 yilda bir BT kolonografi yapilabilir. Ancak BT kolonografilerde sadece
tan1 konulabilir, herhangi bir polip veya kitle goriildiigiinde bu lezyonlardan biyopsi
alinmasi ic¢in kolonoskopi yapilmasi gerekecektir. Ayrica, BT kolonografilerde

tanisal duyarlilik konvansiyonel kolonoskopilere oldukga diisiiktir.



Gaitada gizli kan testi ilk kolonoskopi taramasina kadar yilda bir kez yapilmalidir.
Gaitada DNA testleri de 2-3 yilda bir yapilan tarama testleri arasindadir. Kolon
kanserinden korunmak icin saglikli beslenmek ve belirtilen Oneriler ¢ergevesinde
dogru zaman araliklarinda tarama testlerini yaptirmak gerekir. Sebze, meyve ve lif
acisindan zengin beslenmek, islenmis ve hayvansal protein bazli gidalardan
kaginmak, diizenli egzersiz yapmak ve sigara i¢cmemek bagirsak kanserinden
korunma yontemleridir. Gorilintiilleme teknikleri ¢esitli hastaliklarin, Alzheimer,
Multiple Skleroz (MS) ve kolorektal kanserin teshisinde hayati bir rol oynamaktadir
(Ashraf vd., 2021; Burggraaff vd., 2021; Gonzalez vd., 2021; Zhang vd., 2021).
Kolon kanseri, insanlarin karsilastigi ve her yil diinya ¢apinda milyonlarca insanin
oliimiine neden olan hastaliklardan biridir (Shang vd., 2021). Bu hastaligi teshis
etmenin pratik bir yolu, BT taramalar1 ve MRI gibi tibbi goriintiileri kullanmaktir.
Kolon kanseri, kanser hiicrelerinin veya kolonun bir kismmin anormal biiyiimesi ve
cogalmasidir. Bu hiicrelerin anormal biiylimesi, viicuttaki saglikli dokularin koti
huylu hiicreler tarafindan saldirtya ugramasina neden olur. Kolon kanserinin
nedenleri yasam tarzi, yaslanma ve genetik bozukluklardir. Bu hastalikta diyet,
obezite, sigara kullanimi, fiziksel aktivite azligi gibi risk faktorleri yeterlidir.
Calismalar, islenmis et ve alkol tliketimi ile hastalik ve kanser arasinda bir baglantiya
sahip oldugunu gostermektedir (Grass vd., 2020). Kolorektal kanserde erken
donemde iyi huylu ancak prekanserdz bir tiimor gelisir. Bu tiimorler zamanla koti
huylu yani kanserli tiimorlere doniisiir. Kolon kanserini teshis etmenin bir yolu
kolonoskopi kullanmaktir. Kolonoskopi genellikle sinirli kalan bir islemdir. Cogu
durumda, hastaligin boyutunu teshis etmek i¢in tibbi goriintileme yapilir. BT
taramasimin  kullanimi kolon kanserinden Olim riskini azaltmada cok etkilidir.
Cilinkii, lokal ileri/metastatik hastalig1 saptamada 6nemli bir tanisal aragtir (Javan vd.,
2021). Tibbi goriintiilleme teknikleri, hekimlerin hastalik siirecini ve hastalarin
viicutlarindaki hastalik yayilimini yakindan izlemelerine yardimci olur. Bu hastaligin
tedavileri arasinda ameliyat, radyasyon tedavisi, kemoterapi ve ilag tedavisi yer alir.
Arastirmalar hastaligin gelismis tlkelerde daha sik goriildiigiinii gostermektedir.
Yapilan bilimsel c¢alismalar, vakalarin %65’inin bu iilkelerde bulundugunu
belirlemistir. Bu hastalifin yayginligi kadinlarda erkeklere gore daha diisiiktiir
(Achilli vd., 2021). T1ibbi goriintii analizi viicuttaki hastalig1 teshis etmenin etkili bir

yoludur. Goriintli isleme teknikleri, hekimlerin kolon kanserinin ciddiyetini tibbi



goriintiilere dayanarak teshis etmesine olanak tanimaktadir. BT taramalar1 da dahil
olmak iizere tibbi goriintiileri analiz etmek icin ¢esitli ¢aligmalar gelistirilmistir.
Hastalig1 teshis etmenin cogu yontemi makine Ogrenimi ve derin Ogrenmedir
(Ahmed vd., 2021a, 2021b; Jia vd., 2019; Tulum vd., 2019). Yapay sinir aglari,
destek vektor makinesi, bulanik yontemler ve uzman sistemler gibi yontemler, tibbi
goriintiileri kullanarak hastaligin teshisine yonelik kullanilan yontemler arasindadir
(Jerebko vd., 2005; Gonzalez vd., 2021; Pages vd., 2016; Viji vd., 2021). Cogu
yontemde goriintiiler boliimlere ayrilmakta ve ardindan hastalik alanlari
belirlenmektedir. Bu tezin ana katkisi, BT goriintiileri i¢in o6zellik se¢iminin
kullanilmamasi1 veya Ozelligin se¢ilmesi i¢in temel bilesen analizi (PCA) gibi
istatistiksel yontemlerin kullanilmasidir. Tezin avantajlari, akilli 6zellik se¢me
yonteminin kullanilmasi ve siniflandirma yodntemlerinin 6grenilmesi igin temel
ozelliklerin kullanilmasidir. Ozellik segimi kolon kanseri tanismin dogrulugunu

artirir.

1.4 Onerilen Arastirma

Onerilen yontemlerde, 6zellik segimi igin grup dgrenme optimizasyon algoritmasinin
ikili bir versiyonu &nerilmektedir (Zhang ve Jin, 2020). Ikinci asamada sinir ag
ogrenilerek ve secilen Ozellikler kullanilarak, 1yi huylu ve kot huylu goriintiiler
ayristirtlir. Tezin basarilarindan biri de 6zellik se¢imi igin bir GOA algoritmasi
kullanmak, kolon kanseri hastaligini siniflandirmak igin sinir ag1 6grenme yetenegini

kullanmak ve kolon kanseri hastaligi goriintiilerinin dogru teshisini saglamaktir.

1.5 Arastirmanin Yaklasim

Kolon kanseri hastaligi tanist genellikle goriintii isleme yontemleriyle yapilir ve bu
goriintiileri analiz etmek i¢in dikkatli bir 6grenme gerekir. Goriintli 6n isleme
adimlarinda goriintii arindirma, Ozniteliklerin etkinliini azaltabilecegi gibi,
simiflandirma yontemleri de hataya diisebilir ve sonuglarin iyi olusmamasina sebep
olabilir. Ayrica goriintii islemede bazi filtreler 6zelliklerini kaybettigi icin bize

optimum sonuglar1 verememektedir.



Bu tezde, kolon kanseri hastaliginin oldugu bolgeleri ortaya c¢ikarmak amaciyla
makine 6grenimi becerilerini sinir aginda 6grenme ve Ogretme ile birlestirmeye
yonelik bir girisimde bulunulmustur. Onerilen yoéntemde oOncelikle AlexNet,
SqueesNet, ResNet-50 ve Google Net’ten olusan evrisimli sinir ag1, kolon hastaligi
goriintiilerinden  ozellikleri ¢ikarmak i¢in  kullanilmigtir. Bu  goriintiilerdeki
ozelliklerin sayilar1 fazladir ve hastaligi siniflandirmak ig¢in makine &greniminde
kullanilmaya uygun degildir. Bu nedenle 6zellik sayisinin azaltilmasi gerekmektedir.
Ozellik sayisim azaltmak icin ¢ekirge optimizasyon algoritmasi kullanilmistir. GOA,
ozellikleri se¢mek i¢in en giiglii algoritmalardan biridir ve bu algoritma, uygunluk
fonksiyonu sonuglarini yakinsamada hizlidir. Son olarak, siniflandirma adiminda
destek vektor makinesi (SVM), karar agaci (DT), Topluluk, k-en yakin komsular (K-
NN) gibi makine 6grenmesi yontemleri kullanilmistir. Sonuglari degerlendirmek i¢in

karisiklik matrisi, ROC analizi ve F1 puan1 yontemleri uygulanmistir.

1.6 Arastirmanin Motivasyonu

Son donemde diinya genelinde birgok insan bir¢ok kanser tiirtinden dolayr hayatini
kaybetmektedir. En tehlikeli kanserlerden biri kolon kanseri hastaligidir. Bu kanser
tird ileri yastaki kisilerin gogunda, 6zellikle erkeklerde tespit edilmistir. Bu konuda
diinyadaki kanser sorunlarimi azaltacak yontemlerin bulunmas: hayati Onem
tagimaktadir. Bu tezde kolon kanserinin histopatolojik goriintiilerden bulunmasi ve

siniflandirilmasi i¢in otomatik yontem tanitilmaistir.

1.7  Arastirmanin Katkisi

Bu calismanin temel katkisi, meta-sezgisel yontemlere dayali optimum O6znitelik
secme yonteminin kullanilmas1 ve smiflandirmanin dogruluk performansinin
arttirllmasidir. Karinca kolonisi optimizasyonu, parcacik siiriisii optimizasyonu,
genetik algoritma gibi meta-sezgisel yontemlerden farkli yontemler kullanilmis, test
edilmis ve sonuglar1 elde edilmistir. Ayrica daha oOnce kullanilmayan cekirge

optimizasyon yontemi kullanilmistir.

Calismanin katkis1 su sekilde vurgulanabilir:
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e Goriintiiniin igerdigi bilgileri gelistirmek icin bilesen azaltma yoOnteminin

kullanilmas1 (Bu tezde GOA kullanilmistir)

e GOA ile birlikte 6nemli goriintii piksellerini se¢mek i¢in evrisimli sinir aginin

kullanilmasi

¢ Kolon hastalig1 goriintiilerinden 6zellikleri ¢ikarmak i¢in CNN’in kullanilmasi

e Goriintiilerin  incelenmesi, analiz edilmesi ve kolon kanseri hastalig

goriintiilerinin dogru bir sekilde siniflandirilmasinin saglanmasi

1.8 Tezin Diizenlenmesi

Bu tez cesitli boliimlere ayrilmistir. Sorun ilk boliimde tanitilmistir. Arastirmanin
ikinci boliimii kolon kanseri hastaligi alanindaki aragtirmalara odaklanmaktadir.
Ugiincii boliimde, ozellik segiminde kullanilan yeni 6grenim ve kolon kanseri
hastalig1 teshisi icin Onerilen yaklasim, Ogrenimin ikili versiyonu kullanilarak
formiile edilmistir. Dordiincli bolim ve son boliimde, uygulamalar ve deneyler,
Onerilen yaklasim ve mevcut yaklagimlarin karsilastirilmasi, arastirma bulgular ve
kolon kanseri hastaliginin teshisinde Onerilen bir algoritmanin gelistirilmesine

yonelik gelecekteki fikirler anlatilmistir.

Tezin geri kalan1 su sekilde organize edilmistir: Boliim 2’de literatiirdeki ¢aligmalar
gozden gecirilmektedir. Boliim 3’te bu ¢alismada kullanilan materyal ve yontemler
aciklanmakta, Bolim 4’te tahmin algoritmasit ve deneysel sonu¢ hakkinda bilgi

verilmektedir ve son olarak Boliim 5’te sonuglar sunulmaktadir.
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2.  LITERATUR TARAMASI

2.1  Makine Ogrenimi ve Kanser Tespiti

Rastgele orman, destek vektor makineleri, CNN’ler ve Bayes aglari, kanser teshisi
icin en yaygin kullanilan makine 6grenme algoritmalaridir. Bazazeh ve Shubair
(2016) tarafindan gosterildigi gibi destek vektor makineleri ve rastgele orman teknigi
kullanilarak meme kanserini tanimlamak i¢in mamogram resimlerinden
yararlanilabilmektedir. Baska bir ¢alismada Alam vd., (2018), akciger kanseri
siiflandirmasi i¢in destek vektdr makinelerini ve bilgisayarli tomografi taramalarini

kullanmisglardir.

Yakin zamanda kanser teshis siirecinde CNN’lerden yararlanilmistir. Tan vd., (2017)
tarafindan meme kanseri tespitinde CNN’ler ile elde edilen gri tonlamali mamografi
resimleri kullanilmistir. Ayrica, Godkhindi ve Gowda (2017) rastgele orman
islemlerini, CNN’leri ve K-en yakin komsu (KNN) algoritmalarini kullanarak gri
tonlamal1 bilgisayarli tomografi kolonografi goriintiileri yardimiyla kolon kanserini
tespit etmek i¢in yontemler gelistirmislerdir. Chiang vd., (2018) tarafindan, 3 boyutlu
ultrasonografi goriintiilerini kullanarak meme kanserinin tanisini iyilestirmek i¢in bir

3D CNN’den yararlanilmstir.

Hiperspektral goriintiileme, tibbi teshis araci olarak yeni goriintiiler igerirken ticari ve
aragtirma uygulamalarinda giderek yayginlagsmaktadir. Lu ve Fei (2014)’ya gore
hiperspektral goriintiileme, hastaliklarin teshisi ve goriintii kilavuzlugu ig¢in
ameliyatlarda kullanilmaktadir. Ayrica meme, rahim agzi, prostat, cilt ve mide
kanserleri de dahil olmak iizere gesitli kétii huylu tiimérleri test etmek igin birgok
farkli hiperspektral tanimlama sistemlerini tartismislardir. Cok sayida kanser tespit
uygulamasi, spektrumun goriiniir kisimlariyla, ozellikle mavi ve yesil dalga
boylartyla ilgilenir. Ornegin Leavesley vd., (2016)’nin arastirmasma gore
spektrumun mavi-mor bolgesinin (390-450 nm) kolon kanseriyle gii¢lii bir sekilde

baglantili oldugu bulunmustur.
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Makine 6grenimi hiperspektral goriintiileme ile birlestirildiginde bazi yeni, invazif
olmayan kanser tespit yontemleri gelistirilmistir (Lu ve Fei, 2014; Leavesley vd.,
2016; Nathan vd., 2018). PCA yardimiyla 6zellik azaltimi igin hiperspektral veri
analizi yontemleri gelistirilmistir. Bu amacgla minimal kapsamli ormanlar ve destek
vektor makineleri de uygulanmistir. Rathore vd., (2013)’nin belirttigi gibi
hiperspektral kolon kanseri tanisi i¢in dogrusal diskriminant analizi ve destek vektor
makineleri kullanilmaktadir. Lu vd., (2014), invazif olmayan boyun ve bas kanseri
tespit yontemlerinin etkinligini artirmak i¢in spektral ve uzaysal verilere sahip destek
vektor makinelerini kullanmiglardir. Xu vd., (2015), bas ve boyun kanserlerinin
hiperspektral siniflandirmasin1  degerlendirmek icin timdr tasiyan farelerden
yaralanmiglardir. Gopi ve Reshmi (2017), bir¢ok hayvandaki kanserleri tanimlamak
icin destek vektdr makinelerini minimal kapsamli ormanlarla birlestiren bir teknik

yaratmislardir.

Ayrica sinir ag1 modelleri yardimiyla sik hiperspektral goriintiileme, kanser tespit
yontemlerinin iyilestirilmesinde kullanilmistir. Ornegin Leavesley vd., (2018), kolon
kanseri goriintiilerini kategorize etmek icin hiperspektral floresans ve ANN
kullanmislardir. Leavesley vd., (2014) tarafindan yapilan ¢alismada, kanser verilerini
smiflandirmak i¢in hiperspektral goriintiileri kullanan ANN’ler arastirilmistir. Ma
vd., (2017), CNN ve piksel siniflandirmasin1 kullanarak bas ve boyun kanserlerini
tanimlamiglardir. Her pikselin goriintii spektrumunu alarak ve bunu bir CNN’ye

besleyerek 16x16°lik bir yama olusturmuslardir.

2.2 Kolon Kanseri

Kolorektal kanserli hastalarin tedavisinde goriintiileme ve tibbi goriintiilerin
kullanilmas: hayati 6neme sahiptir. Klinik muayene ve kolonoskopiden sonra
hastanin pelvisinin manyetik rezonans goriintiilemesi gereklidir (D’Souza vd., 2020).
Kolon kanserinin semptomlari ¢esitlidir ve gesitli enfeksiyonlar, ates, hemoroidal
hastalik ve inflamatuar bagirsak hastaligini icerir. Bireyler bu faktorlerden herhangi
birini gozlemleyerek ilk tedaviye baslamak i¢in bir hekime bagvurabilirler (Catalano
vd., 2021). Bu hastaligin tedavisinde tedaviye erken donemde baglanmasi hastalarin

iyilesme sansimi artirmaktadir. Bazi durumlarda birey kansere sahip olabilir ancak
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hicbir belirti géstermeyebilir, bu nedenle yaslilar gibi yiiksek risk altindaki kisilerde
tarama yapilmas: onemlidir. Kolorektal kanser, tarama yoluyla erken evrelerde
Onlenebilir ve tedavi edilebilir. Tarama yontemlerinden biri de tibbi goriintiilerin
kullanilmasidir. Kolon kanseri, genel anlamda poliplerin (adenom) biiyiimesinden
kaynaklanir. Daha biiyiikk adenomlar, bu sorunlarin kanserli olma olasiliginin daha
yiiksek oldugunu gostermektedir (Richards vd., 2020). Kolon kanserini teshis
etmenin pratik bir yolu tibbi goriintiileme tekniklerini kullanmaktir. Sekil 2.1, bir
renkli kesitte mukozal adenokarsinomun histopatolojisini gostermektedir. Bu
goriintii, kirmiz1 oklarla gosterilen alanlarda dairesel olarak kanserli dokularin
varligmi gostermektedir. Mikroskobik inceleme hastaligin teshisinde kullanilan
adimlardan biridir. Bagka bir yontem manyetik rezonans goriintiileme veya kolon
taramas1 kullanmaktir. Sekil 2.2 bagirsaktaki tiimOr alanlarini tespit etmek igin
manyetik rezonans goriintiileme kullanimini gostermektedir. Sekil 2.3, kolondaki
kanserli dokularin analizi i¢in BT tarama yontemini gostermektedir (Ataka vd., 2020;
Luo vd., 2019).

Sekil 2.1 Kolon dokusunun mukozal bdlgesinin ve yogunlugu kirmizi oklarla gdsterilen
kanser hiicrelerinin resmi
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Sekil 2.3 Abdominal BT tarama goriintii 6rnekleri (daha parlak noktalara sahip alanlar
timorlii alanlardir)

2.2.1 Kolon Kanseri Hastaligimin Teshisi

Masud vd., (2021) tarafindan yapilan ¢alismada, derin 6grenme kullanarak akciger ve
kolon kanserini teshis etmek icin bir makine Ogrenme yaklasimi Onerilmistir.
Arastirmalarina gore kanser diinyada ikinci 6nde gelen oliim nedenidir. Her alt1
kisiden biri kanser sebebiyle 6lmektedir. Cesitli kanserler arasinda akciger ve kolon
kanserleri en yaygin ve oliimciil olanlardir. Kolon kanserleri diinya genelinde tim
kanserlerin yaklasik %25’ini olusturmaktadir. Modern derin 6grenme tekniklerini ve
dijital goriintii islemeyi kullanan bu tez, histopatolojik goriintiileri analiz ederek bes
tip akciger ve kolon dokusunu iki iyi huylu ve {i¢ kotii huylu olarak ayirt etmeye

yonelik bir siniflandirma sunmaktadir. Sonuglar, dnerilen yontemin kanserli dokulari
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%96,33 maksimum dogrulukla tanimlayabildigini gdstermektedir. Bu modelin
uygulanmasi, tip profesyonellerinin farklt akciger ve kolon kanseri tiirlerini

tanimlamak i¢in otomatik ve giivenilir bir sistem olusturmasina yardimc1 olacaktir.

Daye vd., (2021) tarafindan yapilan ¢alisma, kolorektal kanserli hastalarda makine
O0grenimine dayali bir prognostik yontem sunmustur. Tek degiskenli regresyon
analizi, hastanin hayatta kalmasini tahmin etmede yararlanilan 110 &zelligi
degerlendirmek i¢in kullanilmaktadir. Standart prognozun karakteristik vektorii ve
klinik ve patolojik degiskenleri iizerinde rastgele orman tabanli bir makine 6grenme
yontemi uygulanmistir. Bu veri seti %75 6grenme ve %25 test verisi oranlarinda
ayrilmaktadir. Siniflandirma performansini degerlendirmek i¢in ROC analizi ve
bulanik matris analizi kullanilmistir. Bilimsel c¢aligsmalar, ¢alisilan popiilasyonun
ortalama hayatta kalma siiresinin 39 + 3,9 ay oldugunu gdstermektedir. Goriintiileme
tabanli heterojenlik o6zelliklerine sahip bir model, model performansini yasaya

bilirligi 0,94’¢ kadar tahmin edecek sekilde gelistirmistir.

Masud vd., (2021) tarafindan yapilan g¢aligmada, kolorektal kanser igin global
etiketler kullanarak derin O6grenme ile histopatolojik bir simiflandirma yontemi
onermislerdir. Giliniimiizde histopatolojik goriintiileme kolon kanserinin klinik tanisi
icin hayati bilgiler saglamakta ve kanser simiflandirmasinin iyilestirilmesinde derin
ogrenme teknikleri yaygin olarak kullanilmaktadir. Bu tezde, sadece global etiketler
kullanarak kolorektal kanserin derin 6grenme ile teshisi igin yeni bir yontem
gelistirilmistir. Yakin zamanda hastanelerden toplanan 50 kolon kanseri Ornegi
lizerinde yapilan bagimsiz testler, yontemlerinin yaklasik %92 oraninda dogruluga

sahip oldugunu gostermektedir.

Qi vd., (2021) tarafindan gergeklestirilen ¢alisma, histopatolojik goriintiilerde derin
o0grenmeyi kullanarak kolon kanseri tanisinda prognostik mekansal o6zelliklerin
tanimlanmasini  Onermistir. Amaglari, histopatolojik goriintiilerde prognostik
mekansal 6zellikleri belirlemek i¢in gii¢lii ve akilli bir yapay sistem olusturmaktir.
107,180°1ik iki goriintii grubu kullanarak, dogru doku siniflandirmasi i¢in derin

evrisimli bir sinir agin1 egitmis ve dogrulamislardir.
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Zhao vd., (2020) yaptiklar1 ¢alismada makine 6grenimini kullanarak kolon kanseri
teshisine yonelik bir yontem Onermislerdir. Amaclari, kolon kanseri teshisini daha
dogru bir sekilde tahmin etmek i¢in makine 6grenimini kullanmaktir. Yontem,
Ulusal Kanser Veri tabanimmi (2014-2019) kullanarak kolon kanserini teshis
edebilmektedir.

Pacal vd., (2020) tarafindan gergeklestirilen ¢alismada, kolon kanseri tanisinda derin
ogrenmeyi kapsamli bir sekilde ele almiglardir. Yazarlar, kolorektal kanser analizine
yonelik derin 6grenme uygulamalarini gozden gecirerek ilerlemeye 151k tutmay1
amaglamislardir. Bu ¢alisma kolorektal kanser analizinde kullanilan derin 6grenme
mimarilerine genel bir bakis sunmaktadir. Cesitli ¢alismalar; kolorektal kanser
analizini, kolorektal kanser ve derin O6grenme baglaminda incelemistir. Bu
arastirmalarda kanser tanisi, siniflandirma, segmentasyon, sagkalim tahmini ve
inflamatuar bagirsak hastaligi tanisina yonelik c¢alismalar tartisilmis ve analiz

edilmistir.

2020 yilinda bir aragtirmada, makine 6grenimi ve uzaysal Ozellikleri kullanarak
endoskopik goriintiilere dayali kolon poliplerinin teshisi tanitilmistir. Kolon kanseri
kolondaki poliplerle baslar. Erken Onleyici tedbirler, kanserde polip gelisiminin
onlenmesinde hayati bir rol oynar. Poliplerin tibbi goriintiilere dayali erken teshisi,
ornek faktorleri ve kullanilan teknik faktorleri igerdiginden oldukc¢a zordur. Bu
calisma, polip biiylimesine iliskin bir otomasyon sistem siniflandirmasi olusturmay1
amaglamaktadir. Bu yontemin amaci patologlarin ve hekimlerin insan bagirsagindaki
poliplerin teshisinde c¢ok dikkatli olmalarmi saglamaktir. Bu c¢alisma, polip
goriintiisiinden 6nemli 6zellikleri ¢ikarmak i¢in uzaysal 6zellik ¢ikarimi kullanan
endoskopik kolon veri setine ve hastalik smifin1 belirlemek i¢in reperfiizyon sinir
agmin gizli bir katmanla siniflandirma fonksiyonuna dayanmaktadir. Yapilan
deneylere dayanarak, onerilen sistemin polip siiflarin1 %93,94 dogruluk seviyesi ve

%6,05 yanlis pozitiflik oraniyla tespit edebildigine ulagilmistir.
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2.3 Yapay Sinir Ag1 (ANN)
2.3.1 Arkaplan

ANN, bireylerin beyinlerindeki, birbirine bagli noron adi verilen ¢ok sayida sinir
hiicresinden olusan NN’lerin sayisal bir temsilidir. Insan beynindeki ortalama néron
sayist yaklagik 86 milyardir. Noronlar arasindaki baglantilar, hiicrenin katman olarak
adlandirilan kiimesi tarafindan firetilen elektrik sinyallerinin gecici uyarilar ile
saglanir. Bu bilgi, bir nérondan digerine ndrotransmitter ad1 verilen elektrokimyasal
kesigsmeler olarak iletilir; bu kesismeler, sinyalleri ¢ok sayida nérondan sinir
hiicresinin govdesine kadar tasiyan ve dendritler olarak adlandirilan, onlar1 hiicrenin
govdesine baglayan dallar iizerinde bulunur. Burada ozellikler, akson olarak
adlandirilan noéronlar icin, "Ates" olarak da adlandirilan elektriksel bir isaret
olusturulup olusturulmayacagina karar verilmek amaciyla islenir. Bir noérondan
digerine aktarilan bir sinyal, alic1 noron iizerinde iki etkiden birine sahip olabilir:
uyarict veya engelleyici. Inhibitdr etki alici noronun ateslenmesini engellerken,
uyarict etki onun ateslenmesine neden olur. Her durumda, ¢esitli bilgi kaynaklarini
hiicre govdesine tasiyan elektrokimyasal kesisme noktalarimin iletkenligi, bunlarin
etkilerini smirlar. Sekil 2.4 bir néronun temel bilesenlerinin uyarlanmis bir tiiriint

gostermektedir.
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Sekil 2.4 Noronun temel bilesenleri

ANN’lerde katkilarin néron iizerindeki etkisi, yiik olarak adlandirilan matematiksel
ozellikler kullanilarak degistirilir. Noronlara iletilmeden once, her bir bilgi pargasi
karsilagtirma agirligi aracilifiyla cogaltilir. Daha sonra, bir ndron, boyle bir yatkinlik
degeri olmasina ragmen, bu agirlikli 6zellikleri toplar ve toplamanin sonuglarini
noronun ¢iktisin1 belirlemek ic¢in etkinlestirme isi aracilifiyla gecirir. Ayrica,
yatkinlik degerleri, ndronun ¢ikti degerini degistirmekte daha fazla esneklik saglar,
bu da algilamasi gereken 6zelliklere bagli olarak ¢ikti degerini degistirme yetenegi
sunar. Yatkinlik kullanilmadigi durumda, 6rnegin, girisler 0 oldugunda ndronun
ciktist O olur ¢iinkii agirliklar bu girislerle ¢arpilir. Sonug olarak, yatkinlik degerinin
varligl, noronlarin gerekli ¢iktiyr 6zelliklere bagli olarak degerlendirmesine olanak

tanir. Denklem 2.1 girdilerin 6zetini (S) ve ndron j’nin yatkinligin1 géstermektedir.
S] = Zixi Wij + b] (21)
Xi, bu noronun katkilarii temsil eder, wi, bu iliskili yiiklerdir ve bj, néronlarin

yatkinligin1 temsil eder. Noronun islemek igin girisleri nasil ele aldiginin gorsel diizeni

Sekil 2.5’te gosterilmistir.

19



Z() wy

o : *@ sinaps
ir néronun aksonu
WoTo
dendrit
hiicre gévdesi f (Z wiT; + b)
w1 i
- Z'UJ,‘.’E,’ +b f >
: cikis aksonu
aktivasyon
Wo Lo fonksiyonu

Sekil 2.5 Noronun hesaplama islemlerinin gorsel temsili

Toplam sonuclar1 bir etkinlestirme cabasina déniistiirerek néron, bagimsiz yonde
dogrusal olmayan simirlar belirleme yetenegi kazanir. Bir ndéronun hesaplamasi
islemi c¢ikarildiginda, bir veri kiimesindeki demetleri smiflara ayirmak igin
kullanabilecegi tek olast sinir, ndronun daha kesin tahminler yapma yetenegini
sinirlayan dogrusal bir smirdir. Ayrica, NN’de daha derin katmanlarda bulunan
noronlar, her bir siif i¢in daha karmasik sinirlar olusturabilir, bu da NN’in
tahminlerinin dogrulugunu artirabilir. Dahasi, néronlardan 6nceki néron sinirlarini
baglayarak olusturulan karmagik sinirlarin her pargasinin alanlarini degistirerek, her
néron ic¢in egim degerlerinin kullanimi bu karmagik smirlarin gelistirilmesine
yardimc1 olabilir. Hiperbolik Tanjant (TanH), Sigmoid ve Diizeltilmis Dogrusal
Birim (ReLU), Sekil 2.6’da gosterildigi gibi ii¢ sik kullanilan baglatma
fonksiyonudur. ReLU baslatma fonksiyonlarina sahip NN’lerin performans agisindan
diger baslatma fonksiyonlarindan ¢ok daha iistiin oldugu goriilmiistiir. Sonug,
hesaplamalarin dogrusalligi olmamasindan kaynaklanan gerekli 6geleri belirleyerek
katkilar tizerinden hesaplanabilir. Ancak bir NN belirli bir sonuca ulagmak igin farkl
yollar izleyebileceginden sonug, cesitli Ozelliklerin bir karisimina ait tek bir
elementin sonucu olabilir, bu tiir aglar, verileri temsil etmek i¢in karmasik sinirlar

uretilirken kullanilan tek yonlii kapasiteler olarak kullanilirken, ancak karmasik
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smirlar ilk bilgileri kurtarmak i¢in kullanilamaz (Abdoun vd., 2018; Turc¢anik, 2017,

Turcanik ve Javurek, 2016).
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Sekil 2.6 Noronlarin aktivasyon fonksiyonu

2.3.2 1leri Beslemeli Sinir Aglar1 (FFNN)

FFNN’deki noronlar katmanlara yayilir ve her katmandaki ndronlarin sonuglari,
sonraki katmandaki néronlara baglanmistir. Cikt1, bilgi ve gizli katmanlar agdaki 3
katman tiiriidiir. Bilgi katmanlari, dis diinyadan gelen katkilarla iliskilendirilen ana
katmandir. Bu katmandaki noronlarin sayisi, yapay sinir ag1 (NN) tarafindan yapilan
sayisina karsilik gelir, ¢ikt1 katmanindaki ndronlarin sayisi ise Sistemin gereksinim
duydugu sonuglarin sayisina karsilik gelir. Dolayisiyla, bu katmanlardaki néronlarin
sayis1, bir NN nin gerceklestirilmesi i¢in gereken islem miktariyla sinirlidir. Ayrica,

her durumda yalnizca bilgi ve sonug¢ katmanlarinin kullanilmasi, dogru tahminleri
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saglamak amaciyla NN’nin taniyabilecegi Ogelerin miktarinit ve karmagsikligini
siirlamasi nedeniyle gerekli gorevi tamamlamak icin yetersizdir. Sekil 2.7 tamamen
iliskilendirilmis bir ileri beslemeli derin ndéron mimarisinin bir Ornegini

gostermektedir.

Toplam Aktivasyon
fonksiyonu fonksiyonu

Sekil 2.7 ileri beslemeli yapay sinir ag1 6rnegi

NN’lerin sunumu tizerinde ¢alisirken, cogu katman, bilgi ve sonug katmanlar1 arasina
eklenir. Bu katmana gizli katman denir ¢iinkii dis diinyaya goriinmez, bilgi ve sonug
katmanlari ise sistemin veri kaynaklar1 ve sonuglart ile iligkilidir. Gizli katmanlardaki
noron sayist dis etkenlerle sinirlandirilmasa da gizli katmandaki néron sayisini veya
gizli katman sayisim1 artirmak, bilginin bir sinifim tahmin etmek igin gereken
hesaplamalarin karmasikligini artirir ve bu da tahmin i¢in gereken siireyi uzatir.
Katman sayis1 artirilirken gizli katmandaki ndron sayisinin arttirilmasi, o katmanda
tanimlanabilecek Ozelliklerin yani gizli katmandaki néronlar1 atesleyen sayisinin
artmasina neden olur. Ornegin, agin derinligi arttikca, daha derin katmanlarda
tanimlanabilecek Ogelerin karmasikli§i da artar. Sonu¢ olarak, birden fazla gizli
katmana sahip ve derin NN’ler olarak adlandirilan aglar, daha karmasik 6zelliklerin

tanimlanmasini saglayabilir.

Asirt uyum 06zelligi, beklentilerin NN’deki belirli 6gelere bagli oldugu durumlarda,

bu tiir tahminlerin bu 6gelerle sinirli kalmasima neden olur; bu da derin NN’lerle
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arastirilan baslica zorluklardan biridir. Sonug¢ olarak, o smifa uyacak ancak bu
Ogelerle iliskilendirilen noronlari ateslemeyen ek veri kaynaklarinin yanlis bir sekilde
siniflandirilma olasilig1 yiiksektir. Bu sorunun iistesinden gelmek igin, gizli
katmandaki belirli bir oranda néron, her hazirlik asamasi dongiisii sirasinda ayrim
gozetmeksizin diistiriiliir, bu da NN’yi ayni1 tahmini yapmak i¢in alternatif yollar
bulmaya zorlar ve belirli 6gelere olan bagimliligi azaltir. Bu yaklasima "Atlama"
denir ve Sekil 2.8’de goriildiigii gibi NN tahminlerinde oOnemli bir iyilesme

saglamistir.

Cikis Cikis
Katmani Katmani
7 ( > @ i )
|

Gizli , | Gizh

- /

{ Katmanlar
»' @
Girig Girig
Katmam Katmami

Orijinal sinir ag Atlamali sinir agi

S
/ Katmanlar

Sekil 2.8 Atlamali sinir ag1 modeli

Bir NN tarafindan saglanan tahminler, bilgi katmanindan sonu¢ katmanina kadar
olan her bir noronun gerceklestirdigi hesaplamalarin sonucudur; bunlar, bilgi
katmanlarinin bilgi yonlerine ragmen g¢ogunlukla NN’nin egilimleri ve yiiklerine
dayamir. Ogrenme asamasi, bu aglar tarafindan saglanan tahminlerin dogrulugunu
artirmak i¢cin NN’nin egilimlerini ve yiiklerini ayarlamay1 igerir, c¢iinkii bilgi
degerleri bu aglarin yonetimi gerisindedir. Denklem 2.2°de gosterilen Karesel
Hatalarin Toplami (SSE) yaklasimini kullanarak bu glincelleme, maliyet olarak
adlandirilan, gerekli ve beklenen kalite arasindaki farkin tahmin edilmesiyle

tamamlanir.

C=%i;0n =) (22)
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Burada y beklenen degeri temsil eder ve y, sonug¢ katmanindaki i ¢giktilari i¢in gergek

zorunlu tesvikleri temsil eder (Kingma ve Ba, 2014).

Egilimler ve yiikler, geri yayilma ile NN boyunca dagilarak ve diisme hesaplamasi
15181inda egim diisiisii hesaplamasina dayal1 olarak giincellenir. Bu hesaplama, her bir
agirlik ve yatkinlik i¢in bir dnceki katmanda belirlenen hataya iliskin kismi birinci
tirevi ele alir. Her tiirevden hesaplanan ozellikler daha sonra o egilimin veya
agirhigin ilk degerinden ¢ikarilir. Giincellenen 6zellikler, tiirevin degerinin pozitif
oldugu durumda hata oranini azaltir, ¢linkii bu smirin etkisi hataya neden olur.
Ayrica, tiirevin degeri negatif oldugunda, bu degerin artirilmasi hata oranini artirir ve
giincelleme kosulundaki kesintiyle birlikte yeni degeri artirarak hata oranini diisiiriir

ve NN’nin beklentilerini daha da gelistirir (Glorot ve Bengio, 2010).

Onceki NN’lerde yapilan bu tiir katkilar1 ele almak igin, goriintiiler gibi iki katmanl
bilgi kaynaklari, tek katmanli vektorlere doniistiiriilmistir. Bu degisiklik, iki
katmanl1 bilgide bir veri eksikligine yol acar, burada yonlerden birindeki 6zellikler, o
yoniin boyutuna gére genisletilir. Ornegin, bir goriintiideki piksellerin esit sekilde
diizlestirilmesi ve bir resmin siitunlarinin birbirine yakin siralanmasi durumunda,
dikey yonde bitisik 2 piksel arasindaki mesafe resmin genisligine esit oldugundan
dikey piksellerin olusturdugu 6geler kaybolur. Bu sorunun iistesinden gelmek igin, iki
katmanli veri kaynaklarinda 6zellikleri bulmakta NN’ler kullanilir ve bu, verideki

Ogelerin yoniine bakilmaksizin yakinlik 6zelliklerinin bulunmasina olanak tanir

(Krizhevsky vd., 2017).

Insanlarin gorsel diizeninde, NN’ler inferotemporal yolu tekrarlamak icin kullanilir.
Bu aglar, 6zellikleri ayirt etmek icin goriintii etrafinda dolanmis iki katmanli kanallar
kullanir; her kanal, her katman i¢in belirli bir bileseni tanimlar. Kanallar 2 katmanli
oldugundan taninan 6geler de iki katmanlhidir. Bu yaklasim, girdinin durumunu

etkilemeden ozelliklerin 2 katmanli ayrilmasina olanak tanir (Shin vd., 2016).

Katmandaki kanallar aslinda 2 katmanli kiimeler halinde tasinan ve veri seti hazirhig
sirasinda giincellenen yiiklerdir, bu da bilgi kaynaklarina ve geleneksel PC goriisii
yaklasimlarindan temel farki koseler ve kenarlar gibi agik 6ge tiirlerini algilamak

olan NN’nin gereksinim duydugu goreve bagh olarak farkli 6zellikleri tanima
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yetenegine sahip kanallarla sonuglanir. Bunlar, her bir yone dogru hareketin ilerleme
boyutunu gosteren adimlarla birlikte, resmin tamami boyunca karmasiktir. Yik
sonuglarmin bilgi degerleriyle birlestirilmesiyle, karsilastirilma katmani igin
tamimlanan adimlarla belirlenen yeni kiimenin boyutuyla baska bir seri olusturulur

(Szegedy vd., 2016).

NN’lerdeki bir diger onemli katman tiirli, maksimum havuzlama ve normal
havuzlama katmanlarina ayrilan havuzlama katmanlaridir. Bununla birlikte,
maksimum havuzlama katmanlari, nitelikleri bir sonraki katmana aktarmadan Once
bir kanalin sonuglarinin boyutunu azaltarak asir1 uyumdan kaginma konusunda giiglii
bir kararlilik gostermistir. Maksimum havuzlama katmanlari, katmanin bir sonucu
olarak birbirine karisan iki katmanli kanallara sahiptir. Bununla birlikte, kanallardan
sonra, her bir maksimum havuzlama kanalinda tanimlanan en sert 6zelliklere sahip
baska bir kiime olusturmak i¢in maksimum havuzlama katmanlar1 kullanilir. Bu tiir
kanallarin evrisim basina hareket ettigi ilerleme boyutunu diizenleyen adimlar, bu
katmanlardaki kanallarin boyutuna benzer sekilde belirlenmelidir. Sekil 2.9, (2x2)

kanal boyutu ve (2x2) adimlarla maksimum havuzlama katmaninin Grnegini

gostermektedir.

Max Havuzlama Ortalama Havuzlama
29 | 15 | 28 | 184 31 15 | 28 | 184
0 |100| 70 | 38 0 |100| 70 | 38
12: | 12 7 2 12 | 12 7 2
12 | 12 | 45 6 12 | 12 | 45 6

2x2 2x2
havuz alani havuz alani
 J Y
100 | 184 36 | 80
12 | 45 12 | 15

Sekil 2.9 Maksimum havuzlama ¢iktisina bir 6rnek
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Bir kanal veya maksimum havuzlama katmani olabilen son katmanin ¢iktisi, tek bir
vektore esitlenir ve tamamen FFNN ile iliskilendirilir. Katmanlardaki kanallarin
cesitli kombinasyonlarina dayanarak, tamamen baglantili katmanlardaki ndéronlar
artik bilgideki gelismis iki katmanli yakinlik 6zelliklerini ayirt edebilir. Verilerin iki
katmanli seri katmanlarma boliindiigiic NN’ye {i¢ katmanli bir islemek de
miimkiindiir. Bundan sonra NN, her katman i¢in bir¢cok kanal diizeni olusturur ve
daha derin seviyeler, bircok katmandan gelen 6zellikleri birlestirme yetenegi kazanir
(Konda, 2016).

2.3.3 Yapay Sinir Aglarinin Ogretimi

Organik sinir aglarinin cografyasinin ve noro-vericilerin iletkenliklerinin zihin
tarafindan yapilan seg¢imleri karakterize ettigi insan beyni gibi, NN’ler de gereken
secenege karar vermek i¢in néronlarin dagilimina ve aralarindaki yiiklere bagimlidir.
Birbirinden ayirt edilemeyen iki NN, noronlari arasinda farkli yiik degerleri
kullanilarak farkli kararlarin tretildigi tamamen farkli gorevlerde kullanilabilir.
Etkinin tiirii, 6nceki katmandaki noronun bir sonraki katmandaki noron iizerindeki
¢iktis1 ve bu etkinin sonraki katmandaki néronun ¢iktis1 izerindeki 6nemi, iki néron

arasindaki yiikiin degeri ile belirlenir (Jain ve Sethi, 2014).

Geri yayilim, NN’lerin yayginlhiginda 6nemlidir ¢iinkii bu siire¢, agin yiik degerlerini
giincelleme amaciyla kullanildiginda agin  performansinin  6nemli  6lgiide
iyilestirilmesine olanak tanir. Bir NN’in w yiiklerini giincellemek amaciyla geri
yayillim, Denklem 2.3’te goriilebilecegi gibi 3 0Ozellige ihtiya¢ duyar; hatanin
yenilenmesine iligkin agin sonucunun ilerleme hiz1 Z—VOV, agm sonucu ile ondan

beklenen arasindaki hata E ve 6grenme orani L (Hecht-Nielsen, 1992).

m=w_22
w=w aW><E><L (2.3)

Capraz entropi ve Ortalama Karesel Hata (MSE) kapasiteleri gibi, bir NN tarafindan
kullanilan hata g¢alismasiin tiiriine ragmen, bu tiir kapasiteler, NN’nin mevcut
yukleme degerlerini kullanarak elde edilen sonucu ile agdan elde edilen nitelikler

arasindaki farki ele alan bir deger hesaplar. NN’nin sonucu, hazirlik veri setindeki bir
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kiimenin test girdilerini islemek i¢in NN’nin ileri gegisi kullanilarak elde edilirken,
gercek sonuglar dogrudan hazirlik veri setinden veya Onceden tanimlanmig bir
kapasite kullanilarak bilgi kaynaklarinin islenmesi yoluyla elde edilir. Geri
yayilimda, belirlenen hata degeri kullanilir. Bununla birlikte, bliyiik hata degerleri
biiylik delta degerlerine yol acabileceginden, yiikk giincellemelerinde daha diisiik
araliklardaki delta degerlerini kontrol etmek amaciyla bir 6grenme orani
kullanilmistir.  Bu delta degerlerinin kontrolii, atesleyici yiikk degerlerinden
kaginilmasini saglayarak, temel hataya neden olan yiik degerlerinin tespit edilmesini
saglar (Miikkulainen, 2019).

Sonug hata hizinin, agirlik degerlerine bagli olarak belirlenmesiyle 3 olas1 6zellik

uretilebilir:

1. Pozitif deger, agirlik degerini artirmanin hata artisina yol agtigini gosterir. NN ile
gereken sonuglar arasindaki farki azaltmak igin, agirlik degeri bu sekilde bir delta

degeriyle azaltilmalidir.

2. Negatif deger, hatanin agirlik degerinin artmasiyla azaldigini gosterir. Hata
degerini azaltmak ve daha dogru sonuglar elde etmek icin, mevcut agirhik degeri

secilen delta degeri ile artirilmalidir.
3. Sifir deger, mevcut agirlik degerinin degistirilmesine gerek olmadigini gosterir.

Yapay sinir aglarindaki yiiklerin avantajlari, bu potansiyel degerlere dayanarak ve
NN’nin beklentileri ile gereken gercek sonug arasindaki farki azaltmak i¢in Denklem
2.3’te gosterilen formiilii kullanarak giincellenebilir. Ancak, agirlik degerlerinin
giincellemesinde kullanilan delta degerini azaltmak i¢in, hata miktarini sinirlayarak
olusturulan optimal NN performansi, optimal yiik degerlerinin belirlenmesi icin

iterasyonlar gibi bir dizi dongii gerektirir (Schmidhuber, 2015).
2.3.4 Transfer Ogrenimi

NN hazirligi, sinir agmin mevcut yatkinliklar1 ve yiikleri kullanilarak {iretilen

nitelikler ve bu bilgi i¢in gereken sonuglar arasinda belirlenen kayiplara baglidir.
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Ancak bu smirlar diinya c¢apindaki en az kaybi elde etmek i¢in hizli bir sekilde
giincellenemez. Ayrica, ¢ikis katmanindan bilgi katmanina dogru giincelleme
baslarken, diger bir deyisle geri yayilim, katmanlarin sinirlarina giincellemeler
yapilir. Bilgi katmanina daha yakin olanlar anlamli degildir. Bu nedenle derin sinir
aginin hazirlanmasi, gerekli performanslarin elde edilmesi i¢in biiyiik kaynaklar ve

testlerin hazirlanmasini gerektirir (Kong vd., 2018; Torrey ve Shavlik, 2010).

Bilgi katmanina daha yakin olan katmanlar, ham ozelliklerin tanimlanmasindan
sorumludur ve bu ozellikler, NN’lerin kullanildigi farkli uygulamalar arasinda
boliinebilir. Ornegin, bir Evrisimsel NN’nin yiiz &zelliklerini veya farkli iz
Ozelliklerini algilamas1 gerektiginde, bilgi katmanina daha yakin katmanlardaki
kanallar, dikey, yatay ve egik ¢izgiler gibi 6geleri tanimlayabilir. Bu 6gelerin sonraki
katmanda birlestirilmesi, gerekli gorevlerin yerine getirilmesiyle daha fazla ilgilenen
karmagik 6zelliklerin tanimlanmasina yol agar. Bununla birlikte, 6grenme sirasinda
sonu¢ katmanina daha yakin olan katmanlar daha hizli giincellemeler alir. Bu

nedenle, hazirlik siireci, son zamanlarda tanimlanmis ham o6zelliklerle baslanarak

onemli 6l¢tide hizlandirilabilir (Ravishankar vd., 2016; Yin vd., 2019).

Transfer 6grenmede NN hazirligi hi¢bir hazirlik olmadan baslamaz; drnegin yiikler
ve egimler rastgele ayarlanmaz. Bunun yani sira, NN yapisi, katmanlarin sayisi, her
bir katmandaki noron sayisi ve katmanlarin birbirine nasil bagli oldugu seklinde
farklilik gosterebilir; bu farklilik, her bir karmasiklik seviyesinde taninacak &6ge
sayist ve beklenen sonuglara ulasmak i¢in taninmasi gereken ogelerin karmasiklig
acisindan uygulamadan uygulamaya degisebilir. Daha sonra, bir 6nceden 6gretilmis
sinir ag1, benzer bir uygulama i¢in Ogretilmis olsa bile, bagska bir uygulama igin

hazirlik amactyla kullanilabilir.

Hazirlik, tipki kullanilmis yapilarin uygulamalar i¢in uygun oldugundan emin olmak
gibi, sinir aginin zaten bildigi basit 6zellikleri kullanir. Boylece, transfer 6grenme,
gerekli performanslarin  saglanmasiyla hazirlik siiresinin - 6nemli miktarda
azaltilmasina olanak saglamasiyla sonuglanmistir (Gopalakrishnan vd., 2017; Yu vd.,
2017).
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3. MATERYAL VE METOT

Bu tezde 6zellik se¢imi i¢in {i¢ farkli yontemi igeren ii¢ senaryo kullanilmistir. Bu
yontemler ¢ekirge optimizasyon algoritmasi, pargacik siiriisii optimizasyonuna dayali

karinca kolonisi ve balik¢1 peygamber devesi optimizasyon algoritmasidir.

3.1  Cekirge Optimizasyon Algoritmasinin Arkaplam

Dogadan ilham alan akilli algoritmalar, optimizasyon sorunlarinit ¢ézmenin en etkili
yontemleri arasindadir. Cekirge algoritmas: adi verilen popiilasyon tabanli akilli
sistem, cekirge siiriilerinin sosyal etkilesimini ve davranigini taklit etmektedir.
Saremi vd., bu algoritmay1 2017 yilinda olusturmustur. Cekirgeler mahsullere zarar
veren zararlilar arasindadir. Larva ve yetiskinlik donemi, cekirgelerin gectigi iki
asamadir. Ik asamadaki bir larva, yoluna ¢ikan bitkilerle beslenirken yavas yavas
ozgirliige kavusur. Cekirgeler sonunda havada siiriiler olusturarak genis alanlara
dogru hareket etmek igin kanatlar gelistirirler. Sonug¢ olarak cekirgeler, cesitli
tirlerde ¢ok biiylik siiriiler olusturduklar1 i¢in ayr1 ayr1 gozlemlenirler. Cekirgenin
amaci, sekil 3.1°de gosterildigi lizere, her biri farkli bir oranina sahip olan iki farkl

yaklasimla besin kaynaklar1 bulmaktir: somiirii ve kesif.
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Sekil 3.1 Gergek ¢ekirge ve ¢ekirgenin yasam dongiisii

Bu yonteme uygun sayida cekirge ile baslanir. Cekirgelerin hareketini li¢ faktor
etkiler: sosyal etkilesim, yer ¢ekimi kuvveti ve riizgarin salimimi. Bu faktorler

matematiksel bir modelle aciklanabilir.
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Xi = Si+ Gi + Ai (3.1)

Matematiksel denklemdeki Xi degiskeninin degeri i’inci gekirgenin konumunu
belirtirken, Si, Gi ve Ai degiskenleri sirasiyla ¢ekirgeler arasindaki sosyal

etkilesimleri, onlara etki eden yer¢ekimi kuvvetini ve riizgarin salinimini temsil eder.

Xi =7r1Si +r2Gi + r3Ai de, rl, r2 ve r3 rastgele sayilar olacak sekilde, rastgele bir

yaklasim saglamak i¢in kullanilir.
3.1.1 Mesafe ve Hareket

Burada d;;, i’inci ve j’inci cekirgeler arasindaki mesafeyi temsil eder ve d;; =

jo
|Xj — Xi| denklemi kullanilarak hesaplanabilir. S, dT] = % denklemi kullanilarak
ij

(1384

en genis sosyal etkilesimi tanimlamak icin kullanilir. Asagida gosterildigi gibi “i’nci”

(T3R5

ile “j’inci” ¢ekirge arasindaki tastyici birimi temsil eder:

Si =¥ 18(diy) 4, (3.2)

i%.j
3.1.2 Giincelleme Asamasi

Cekirgelerin ¢ekimini belirleyen piksel aydinlatmasinin aslinda standart fonksiyona
bagli oldugu varsayildiginda, 151k emilim katsayis1 asagidaki fonksiyonda gosterildigi

gibi S olarak hesaplanabilir:

r

Sr= fe_T —e " (3.3)
Burada I, 1s1k emilim faktoriini, f ise 151k kaynaginin yogunlugunu gostermektedir.

Cekirgelerin  sosyal etkilesimini etkileyebilecek iki faktor g¢ekme ve itme
faktorleridir. 0’dan 15°e kadar olan mesafeleri gosteren S fonksiyonu Sekil 3.2°de

gosterilmistir.
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i(d) nben I=1.5 and [=0.5

0.02

0 (.0,
, |
0 |
0.02 N
X=2.079 0.02 J
0.4 - |
3 Y=0 00 1
" 0.06
{.06 )|
0.08 o
{.UJ3 1

{.1 1 {.1

Sekil 3.2 £=0,5 ve 1 =1,5 iken, X sinirlar1 1-4 (solda) oldugundaki S fonksiyonu (sagda 0)

Itme isleminin arali1 0-2,079’dur. Sekil 3.2°de gériildiigii gibi iki ¢ekirge arasindaki
mesafenin 2,079 oldugu konfor alaninda herhangi bir itme veya g¢ekme islemi
baglatilmamistir. Cekme birim degeri 6nce 2,079°dan neredeyse 4’e ¢ikmis, ardindan
kademeli olarak azalmistir. Sekil 3.3, itme parametrelerinin (I ve f) degistirilmesinin

yapay ¢ekirgelerde nasil cesitli sosyal davranislara yol actigin1 géstermektedir.

|IMIMRRY

- 0 5 1 7 "¢ 5 1 1

Sekil 3.3 f veya I degerlerinin degigsmesi durumunda S fonksiyonu

Bazi durumlarda, ¢gekme ve itme alanlarindaki degerler minimum diizeyde olabilir (I
veya f = 1,0). Tim degerlerden | = 1,5 ve f = 0,5%in secildigine dikkat etmek
onemlidir. S fonksiyonu, cekirgeler arasindaki mesafeleri farkli bolgelere veya
asamalara (6rnegin itme bolgesi, yer¢ekimi alani ve konfor alani) bolebilir. Sekil
3.4’te konfor alanindaki ¢ekirgeler arasindaki etkilesimler gosterilmektedir. Ayrica,

10’dan biiyiik mesafelerde bu fonksiyonun degerleri 0 ile sinirlidir, bu durum Sekil
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3.2 ve Sekil 3.3’te gosterilmistir. Sonug olarak cekirgeler arasinda biiyiik bosluklar

oldugunda bu fonksiyon uygulanacak uygun kuvvetleri hesaplayamaz.

Konfor alant Cekim Ruvvett —=

\ /
? itme Fuvvett —=
»

Sekil 3.4 Bir ¢ekirge siiriisiinde primitif diizeltme egilimleri

Bu zorluga ¢6ziim bulmak amaciyla (1, 4) araligindaki c¢ekirgeler arasindaki mesafe

haritalanmistir. Bu periyoda ait fonksiyon S, Sekil 3.3’te (sagda) gosterilmektedir.
G degiskeninin hesaplanmasinda kullanilan Denklem 3.4 asagidaki gibidir:
Gl = —gey (3.4)

g, diinyanin merkezindeki yercekimi sabitini ve &, birim vektorii temsil eder.

Denklem 3.1 araciligiyla A degiskeni su sekilde hesaplanabilir:
Ai = ue, (3.5)
Burada u, riizgara dogru siirekli erozyonu temsil eder &, birim vektoriidiir.

Larva cekirgelerin kanatlar1 yoktur, bu nedenle riizgarin yoniinden etkilenirler.
Degiskenler S, G ve A, Denklem 3.1°de birlestirilir, boylece denklem asagidaki gibi

olur:

Xi =38 (X —Xil)X];;i

j#i

— gey +ue, (3.6)
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Bu noktada, S(r) =fe_TT—e‘T fonksiyonu ve N, ¢ekirge sayisini temsil eder.
Cekirgeler yere diisebilir ve konumlarinin esigin altina inmemesi gerekir. Bu nedenle
stirliyli simiile eden ve iyilestiren algoritma bu denklemi kullanmaz, bu da arastirma
alaninin bir ¢6ziim i¢in kesif ve sOmiiriisiinii engeller. Denklem 3.6, siirlideki
cekirgeler arasindaki etkilesimi simiile eden, bos alanda siiriiyii Odiillendiren

kullanic1 modelidir.

x4= c(ZJ Lo (|x - x4]) 2 X‘>+Td (3.7)

J#i dl]

Burada ubg, d’inci boyuttaki maksimumu, Ibg, d’inci boyuttaki minimumu temsil

etmektedir. S(r) = fe_Tr — e "T, fonksiyonu, Tq ise hedefteki boyut d’nin degerini
temsil etmektedir, bu, en iyi ¢6ziim olarak kabul edilmektedir ve faktor c,
uyumsuzluk alanini, ¢ekimi ve konfor bdlgesini azaltmak i¢in azalmaktadir. S
degiskeni, Denklem 3.1°deki S degiskeniyle hemen hemen aynidir. Bu prensibi
kullanarak yercekimi dikkate alinmaz ve daima hedefe (Tq) dogru oldugu varsayilir.
Sekil 3.4 mevcut ¢ekirgenin konumuna, hedefin diger ¢ekirgelere gore konumuna ve
geri kalan cekirgelerin konumuna bagli olarak bir sonraki ¢ekirgenin konumunun
belirlenmesini gostermektedir. Her GOA arama ajanmin tek bir konum vektori
vardir. GOA, arama ajaninin konumunu ve ayrica diger arama ajanlarinin konumunu,
en iyi mevcut arama ajaninin yerine dayanarak giinceller. Denklem 3.7°de ¢ faktorii
iki kez kullanilmistir; ilk ¢ (solda) atalet agirligimi gosterir. Cekirgelerin hedefe
dogru hareketlerini azaltir. ikinci asamada cekirgeler arasindaki alanlar1 (dinlenme,

¢ekim ve itme) azaltir. Denklem 3.7, ¢ekirgelerin kesif ve somiiriideki mesafelerini
dogrusal olarak azaltir, bu da Denklem 3.7°deki bilesen ¢ ——— “0a=bd tarafindan
gosterilir. Cekirgeler, s(lxj — xl-l) bileseni kullanilarak kesif veya c¢ekim (sOmiirii)

konumundan hedef konuma stiriliir.

I¢ kisim gekirgeler arasindaki itme ve cekme kuvvetlerini tekrar sayisiyla esit oranda
azaltir. Bunun aksine, tekrarlarin artmasiyla dis kisim, hedefe yonelik arastirmalarda
kapsanma oranini azaltir. Denklem 3.7°nin ilk asamasi, dogadaki cekirge reaksiyon
durumunu uygulayan ve diger ¢ekirge durumunu ele alan toplami temsil eder. Ikinci

asama (Tq), besin kaynagina dogru hareket etme uygunluklarini temsil eder. C
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parametresi, c¢ekirgelerin besin kaynaklarma yaklagip bunlar tiikettigindeki
yavaglamasini temsil eder. Denklemde iki terimin varlig1 daha rastgele bir yaklagim
saglar. Denklem 3.7 birden fazla rastgele degerle sonuclanabilir. Cekirgelerin
etkilesiminde veya besin kaynagina dogru yonelme durumunda, her bir terimin
rastgele degerlerle carpilmasi ile rastgele davranig saglanabilir. Arama ajanlarinin
kesif ve sOmiirii diizeylerini koordine etmesini gerektiren bir yaklasim olmalidir.
Dogal olarak ¢ekirgeler larva doneminde kanatlar1 olmadigindan yiyeceklerini yerel
olarak kiiclik bir alanda ararlar. Erginlik doneminden sonra havada hareket ederek
daha genis alanlar1 kesfederler. ilk basta, rastgele iyilestirme algoritmalar1, arastirma
alanindaki genis alanlar1 bulmak icin kesif yaparlar. Genis alanlar kullanima
sunulduktan sonra, somiirii, arama ajanlarini kiiresel yontemin en dogru yaklasimini

bulmak i¢in yerellestirilmis bir format aramaya zorlar.
3.1.3 Kiiciilme Faktorii

Bu siireg kesif ve somiirii arasinda denge kurar; bu nedenle yineleme sayisiyla iliskili
C parametresinin azaltilmasi gerekir. Bu yontemde daha fazla sayida tekrar, daha iyi
sOmiiriiye yol acar. Asagidaki denklem, c faktoriiniin yineleme sayisi ile iligkili

konfor bolgesinden azaldigin1 gostermektedir:

cmax—cmin
L

c = cmax — 1 (3.8)

Burada | mevcut frekansi, Cmax Ve Cmin sirastyla en yiiksek ve en diistik degerleri ve L,

maksimum kiimiilatif tekrar sayisini temsil etmektedir.

Sekil 3.5 Onerilen yontemin akis semasini géstermektedir.
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Kolon hastalig1 gorintiilerini veri kiimesinden ige aktarin

Ozellik ¢gikarmak icin CNN'yi AlexNet, Squeezenet, GoogleNet ve ResNet-50 ile kullanin

Cekirge Optimizasyon Algoritmasi ile 6zellik matrisinden en iyi 6zellikleri segin

Simiflandirma i¢in makine 6grenimi yontemlerini (SVM, KNN, DT) kullanin

Sonuglar1 karigiklik matrisi dogrulugu, duyarliligi, F1 puani ve kesinligi acisindan degerlendirin

\ 4

>

Sekil 3.5 Kolon kanseri hastaligi tanisi ig¢in 6nerilen yontemin akis semasi

3.2 Karinca Kolonisi Optimizasyon Algoritmasi

Karincalarin, en uygun yiyecek kaynaklarini1 bulmalarina ve kat ettikleri mesafeyi en
aza indirmelerine olanak taniyan akilli yiyecek arama davramisi sergiledikleri
gbzlemlenmistir. Bu davranistan ilham alan bu ¢alisma, en iyi sonuglar1 elde etmek
igin degistirilmis bir ACO-PSO algoritmas1 sunmaktadir (Birattari vd., 2006; Kanan
vd., 2007).

Ik olarak veri kiimesindeki tiim oOzellikleri temsil edecek bir grafik model
tanitilmigtir. Grafiksel model, her diiglimiin bir 6zelligi temsil ettigi, birbirine bagh
diiglimlerden olusan bir agdir. Daha sonra karincalarin miktar1 ve yineleme sayisi
belirlenmistir (Kanan vd., 2007). z parametresi feromon izini temsil eder ve baslangig

degeri tiim 6zellikler i¢in 1°¢ ayarlanir. # parametresi sezgisel bilgiyi temsil eder ve
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Oznitelikler arasindaki mesafeyle ters orantilidir (Tabakhi vd., 2014; Yu ve Liu,
2004). Baslangi¢ degerleri belirlendikten sonra KKO algoritmasi uygulanabilir. Her
adimda bir karincaya rastgele bir diiglim atanir. Sonraki diiglimii tanimlamak icin

Denklem 3.9 ile verilen gegis olasiligi uygulanir:

ko _ 1 T®m®F
PO =g @i @ &7 (> do) (3.9)
j = mag (@ n;(D)P) eger (q < q0) (3.10)

7 Ve 5 degerleri, o Ve f degerleri belirlenerek etkinliklerini artiracak sekilde ayarlanir.
j* kiimesi, karincanin heniiz karsilasmadigi 6zellikleri temsil eder ve karinca
tarafindan daha once gozlemlenen 6zelliklere sifir degeri atanir. g, parametresi hem
karsilasilmis hem de olasiliksal yontemleri etkileyerek secim siirecini dnemli 6l¢iide

etkiler. g, 0 ile 1 arasinda rastgele bir sayidir.

N’inci karmmca diigiim taramasim1 tamamladiginda, diigim feromon seviyeleri

Denklem 3.11 kullanilarak giincellenir:

7 (t+1) = (1 — p)r;(t) + Xi, AT (D) (3.11)

k

Etkinin azaltilmasi i¢in p parametresinin olusturulmas: gerekir. Az},

Wrapper
yontemi kullanilarak elde edilen hatanin tersini temsil eder ve Filter yonteminde
ortalama olarak secilen diigiim sayisina karsilik gelir (Akhlaghian vd., 2014). Sekil
3.6’da karinca kolonisi optimizasyon algoritmasmnin ¢alistigi akis semasi

gosterilmektedir.
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Feromonlar1 ve parametreleri baglatin

A 4

Karincalar olusturun ve grafige yerlestirin

A 4

Her karinca igin bir 6zellik alt kiimesi olusturun Yeni karincalar tiretin

A

A 4

Segilen alt kiimeleri degerlendirin

A 4

Feromonlar1 giincelleyin
Kiiresel ve yerel en iyi alt kiimeleri giincelleyin

A

Hayir

Durdurma kriterleri?

Evet

En iyi alt kiimeye doniin

Sekil 3.6 ACO algoritmasinin sematik gosterimi

3.3 Parcacik Siirii Optimizasyon Algoritmasi ile Ozellik Secimi

Bilim adamlari uzun zaman kuslarin gd¢ sirasinda yon bulmak i¢in ay, gilines ve
yildizlar gibi gok cisimlerini kullandiklarina inanmislardir. Ancak son arastirmalar
kuslarin baslangigta rastgele yonlerde ugtugunu gostermistir. Daha sonra birbirleriyle
etkilesimler yoluyla ortak bir yol {izerinde anlasirlar. Bu, kus go¢iiniin biiyiik kus
gruplarinin hareketini igeren kolektif bir ¢gaba oldugunu gostermektedir (Beni, 2020;
Tam Cho, 2017; Fernandez-Viagas vd., 2017; Nguyen vd., 2020).

Pargacik siiriisii optimizasyonunun (PSO) amaci, siiriiniin tamami ve her parcacik

i¢in en iyi ¢oziimi bulmaktir. PSO bunu, optimizasyon siireci boyunca pargaciklarin

konumlarim1 ve hizlarin1 degistirerek basarir. Asagida verilen hiz denklemine
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dayanan denklemler, stokastik varyasyonu tanimlamak igin O ile 1 arasinda degisen
tekdiize rastgele degiskenlerin eklenmesiyle parg¢acik konumlarmni ve hizlarimi

yinelemeli olarak giincellemek i¢in kullanilir.

Bu baglamda atalet faktorii vik ile temsil edilir ve a bireysel 6grenme parametresini,
B ise siirli etkisi 6grenme parametresini ifade eder. Ayni zamanda rl ve r2, 0’dan 1’e
kadar degisen rastgele degiskenlerdir. Ayrica Vik, K yinelemesi sirasinda i
parcaciginin hizina karsilik gelir. i parcaciginin hi¢gbir zaman PB’den daha elverisli
bir durumu ulagmadigint ve popiilasyonun hicbir liyesinin GB’den daha tistiin bir
duruma ulasamadigimi belirtmekte fayda vardir. Bu nedenle algoritma su sekilde

formiile edilebilir:

Veyr = Ve + @1 61(p; — %) + (P1:31(Pg - xi) (3.12)
Vigs1 =WV +a*1q % (PB — xi,k) + B *xry % (GB - xi,k) (3.13)
Xey1 = Vg + Vpyq (3.14)
Xik+1 = Xik T Vik (3.15)

Sekil 3.7°de diyagram, pi’nin en iyi yerel sonucu ve pg’nin optimal kiiresel sonucu
temsil ettigi pargacik konumlarinin ve hizlarinin giincellenmesini gostermektedir.
Amponsah vd., (2021) ve Hassan vd., (2005) tarafindan yiiriitilen kapsamli
aragtirmalarda, parcacik siiriilerinin, genetik algoritmalarla karsilastirildiginda benzer
¢ozlimlere dogru belirgin sekilde daha hizli ve daha etkili bir yakinsama sergiledigi

gosterilmektedir.
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_pbest(t)

A x(t+1) (‘ e

Parcacigin tarihsel etkisi

Saru etkisi

v(t)

x (1)
Hedef Parcacik

Sekil 3.7 PSO’da hiz ve konum giincellemelerini gosteren diyagram

Arama alanmin alt ve iist sinirlar1 daralma parametresini belirlemistir. Onerilen PSO
tabanli yontemde maksimum yineleme sayis1 bir degisken olarak ayarlanmistir. Sekil
3.8, algoritmanin nasil calistigina dair genel bir bakis saglayan akis semasin

gostermektedir.
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Baslangig

PSO parametrelerini ayarlayin, pargacik konumu ve hizini
rastgele baslatin

v

Her bir pargacik i¢in uygunluk fonksiyonunu degerlendirin |«

'

Mevcut
uygunluk degeri
pbest'ten daha m1

Evet Hayir

A

Pbest'i mevcut kondisyonla
giincelleyin

v v
v

Onceki pbest'i koruyun

En iyi pargacik pbest degerini gbest'e atayin

Egilme kriterleri
karsilaniyor mu?

Pargacik hizlarini giincelleyin

v

Parcacik konumlarini giincelleyin

Sekil 3.8 PSO algoritmasinin sematik gosterimi

PSO algoritmasinin denklemi asagidaki gibidir (Too vd., 2019):
vt +1) = wrd(t) + oy (pbest ?(t) —xf (t)) + c1y (gbest 4(t) — xd (t)) (3.16)

Her yineleme boyunca, her pargacik giincelleme olarak iki ‘en iyi’ deger alir. Bu

baglamda v; Wmax V& wmin tarafindan belirlenen limitlerle sinirlandirilan hizi temsil
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eder, ayrica W atalet agirhigini, X ise ¢oziimii temsil eder. t yineleme sayisina karsilik
gelir, | popiilasyon igindeki diizenin uygulanabilirligini belirtir ve arama alani d ile
gosterilir. ¢1 ve C2 ivme faktorlerini temsil ederken, r1 ve r. bagimsiz olarak rastgele
degerler tiretir. PSO baglaminda kiiresel ¢ozliim, tiim popiilasyondaki herhangi bir
pargacigin simdiye kadar elde ettigi en iyi sonucun bir kaydidir; poest iSe bireysel bir

parcacigin kendi en iyi sonucunu yansitan kisisel en iyi ¢oziimiinii temsil eder.

Bu adimin ardindan sonraki formiilde de belirtildigi gibi, hiz bir olasilik degerine

doniistiiriiliir:

1

d _
S(vi (t+ 1)) ~ 1+exp (-vd(t+1)) (3.17)
Gergekei pozisyon ve prest, bu denklemler kullanilarak geest ile iligkilendirilir:
= d
&t + 1) = {1, eger rand < S(vi (t+ 1)) (3.18)
0, yoksa
Burada rand, 0 ile 1 arasinda rastgele bir sayidir.
x;(t+1), eger F(x;(t+ 1)) < F(pbest (1))
t(t+1)= t 3.19
pbest, (¢ +1) {pbest ;(£), yoksa (3.19)
ghest (£ + 1) = pbesti(t + 1), eger F(pbest l.(t + 1)) < F(gbest (t)) (3.20)
gbest (1), yoksa
Burada F uygunluk fonksiyonudur.
t
W = Wingx — Wmax = Winin) (%) (3.21)

Onerilen bir diger yontemin kavramsal temeli hem kanserli hem de kanserli olmayan
hastalarin tanist igin tasarlanmis olup Sekil 3.9’da gosterilmektedir. Bu tezde
kullanilan yontem birka¢ adimdan olusmaktadir. Baslangicta kolon hastaliklar1 veri
kiimesinden 6rnek goriintiiler toplanmis ve ardindan 6n isleme tabi tutulmustur. On

islem i¢in Oncelikle goriintiilerin giiriiltiisii giderilmis ve ayarlanmistir. Histogram
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dengelemeyi de igeren goriintii kalitesi iyilestirme yontemleri kullanilmistir. Bu
aragtirmada, her kanal icin 0 ila 255 151k yogunlugu araligmma sahip renkli
goriintiilerden yararlanilmistir. Sunulan sisteme dayanarak Onerilen yontem birkag

temel adimdan olugmaktadir.

[k asama, kolon hastaliginin tanisinda kullanilan uygun veri kiimesinin toplanip 6n
isleme tabi tutulmasini icermektedir. Bolgedeki benzer goriintiileri toplamak icin
Kvasir kullanilmistir. Onerilen yontemde, histopatolojik gériintiilerden 6zelliklerin
cikarilmasi i¢in GoogleNet ve ResNet-50 tabanli evrisimli sinir ag1 kullanilmaktadir.
Goriintiilerin dokusal 6zellikleri CNN yontemleriyle ¢ikarilmistir. Sonraki agamada,
histopatolojik goriintiilerin makine d6grenimi igin temel 6zellikleri hesaplanir; 6zellik
secimi, sifirlar ve birlerle temsil edilen ikili bir zorluktur. N boyutlu bir 6zellik
vektorii, her bir elemanin sifir veya bir oldugu n kadar 6zelligin varligini belirtir.
Onerilen yaklasimda sifir degeri hicbir 6zellik se¢iminin yapilmadigini, bir degeri ise
ozellik secimini ifade etmektedir. Onerdigimiz yontemde 6zellik vektdrii, Balikc
Peygamber Devesi Optimizasyon (FMO) algoritmasinin bir iiyesi olarak ele
alinmaktadir. Asagidaki nedenlerden dolay1 6zellik se¢imi i¢in FMO algoritmasi

kullanilmistir:

e Bu zamana kadar tanitilan evrigimli 6§renme algoritmalar1 arasinda 6ne ¢ikmakta

ve evrigimli 6grenme davranigini simiile etmektedir.

e 2023 yilinda tanitilan FMO algoritmas1 hem kiiresel hem de yerel aramalar1 ayni
anda en 1iyi sekilde gerceklestirme becerisi olarak belirtilen dogruluk agisindan
Pargacik Siirii Optimizasyon Algoritmasi ve Genetik Algoritma gibi meta-sezgisel

optimizasyon yontemlerini geride birakmaktadir.
e Bircok meta-sezgisel teknigin aksine, bu yontem yalnizca en iyi ¢ozliimi

aramamakta, ayni1 zamanda en iyi ¢dziimii ortaya ¢ikarma olasilig1 olan bolgeleri

de aragtirmaktadir.

42



Filtreleme yontemleriyle Histogramu dengeleyerek ve
Histopatolojik giiriiltii engellemeden goriintii boyutunu diizelterek
goriintiileri veri histopatolojik histopatolojik veri kiimesi
kiimesinden yiikleyin griintiilerin 6n goriintii kalitesini iyilestirin
islenmesi
Her 6zellik vektorii FMO algoritmasinin bir iiyesi Ozellik gikarimi igin
olarak kabul edilir GoogleNet ve ResNet-50
modellerini temel alan CNN
kullanin
.. ] . Rastgele FMO algoritmasi
Ogzellik vektorlerini, L .. .
_ . e igerisinde iiye olarak birden
siniflandirma dogrulugu Makine 6grenimini T -
e .. . fazla 6zellik vektorii
ve secilen dzelliklerin & egitmek igin bir 6zellik o
. . .. o olusturulur ve bu 6zellik
sayisi ile degerlendirin vektori kullanin o S
vektorleri, makine dgrenimi

girdisini belirlemek i¢in
\2 Ay

FMO'dan optimum

ozellik vektorlerinin

A unit is adding to the counter
and the parameters are

se¢imi s
initializing.
Vi
Ozellik vektorlerini egitim Ozellik vektorlerini
ve 0grenme agsamalartyla FMO parametresiyle Giincelleme?
giincelleyin ikili hale getirin
Optimum &zellik vektoriinii, kanserli ve
kanserli olmayan kolon hastalarinin
Test ornekleri | —> e o e
makine 6grenimi ve smiflandiriimasi
Onerilen yaklasimi hem i¢in kullanin.
kanserli hem de T
kanserli olmayan
bireyler i¢in dogruluk | <—|] Kanser olmayan Ornek boyutunu ve makine
ve siniflandirma hatasi 6grenimi girdisini azaltin
6lgtimleri yoluyla < Kanser
degerlendirin

Sekil 3.9 Kolon kanseri hastaligi olan hastalarin tanisi i¢in 6nerilen metodolojinin yapist

Sonraki asamada, kanserli ve kanserli olmayan histopatolojik goriintiilerin
siniflandirilmasinda optimal 6zellik vektdrii  kullanilarak makine 6grenmesi
algoritmas1 egitilmistir. Uclinci adimda &nerilen ydntem, optimal bir ozellik
vektoriinlin - olusturulmasin1 ve boyut azaltimi ve smiflandirma i¢in makine
O0greniminin kullanilmasini igermektedir. Son asamada, 6nerilen yontem test verileri
kullanilarak degerlendirilmistir. Kanserli ve kanserli olmayan kolon goriintiilerini

ayirt etmek i¢in Onerilen yontemin agamalari su sekildedir:
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e Kolon hastaliklarina iliskin histopatolojik drneklerin toplanmast,

e Gorsellerin  6n  islemlerinin  yapilmasi, ardindan tim  &zelliklerin

numaralandirilarak makine 6grenmesine uyumlu hale getirilmesi,

e Makine dgrenimi yontemleri arasinda SVM, karar agaci, K-NN ve topluluk

yontemlerinin olusturulmasi ve siiflandirma yontemi olarak kullanilmasi,

e Her o0zellik vektoriiniin, balikgt peygamber devesi optimizasyon (FMO)

algoritmasinin bir iiyesi olarak kabul edilmesi,

e Ik rastgele yinelemede FMO algoritmasinin bir popiilasyonu olarak birgok

ozellik vektoriiniin olusturulmast,

e Her asamada FMO algoritmasinin kullanilarak  6zellik  vektorlerinin

giincellenmesi,

e Son yineleme sirasinda, optimal 6zellik vektoriiniin, evrisimsel sinir agi igin
nihai girdi olarak kabul edilmesi. Bu girdiyi kullanarak sinir aginin 6rnekleri,

kolon kanseri olan bireyler veya saglikli olanlar olarak siniflandirmast,

e Onerilen ydntemin, kanserli ve kanserli olmayan kolon hastalarinda dogruluk ve
siniflandirma  hatas1  gostergeleri  gibi  farkli  metrikler  kullanilarak

degerlendirilmesi ve digerleriyle karsilastirilmasi.
Veri On isleme:

Tekdiizeligi saglamak ve modelin genelleme yetenegini gelistirmek i¢in yeniden
boyutlandirma, normallestirme ve biiylitmeyi igeren tibbi goriintiiler {izerinde 6n

isleme gerceklestirilmesidir.
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Veri Kiimesi Bolme:

Veri kiimesinin 6grenme, dogrulama ve test kiimelerine boliinmesidir. Bu, modelin
O0grenme siirecine, hiperparametrelerin ince ayarma ve yeni veriler lizerindeki

performansinin degerlendirilmesine yardimci olmaktadir.
Model Mimarisi Tasarimi:

Kolon kanseri tanist i¢in Evrigsimli Sinir Ag1 (CNN) mimarisinin tasarlanmasidir.
Katman sayisi, filtre boyutlar1 ve etkinlestirme islevleri tanimlanir. Miimkiinse

transfer 6grenimi i¢in dnceden egitilmis CNN modelleri kullanilmalidir.
Balik¢1 Peygamber Devesi Optimizasyon Entegrasyonu:

Balik¢t peygamber devesi optimizasyonunun CNN’in egitim siirecine dahil
edilmesidir. Ogrenme orani, popiilasyon biiyiikliigii ve yakmsama kriterleri dahil

optimizasyon parametreleri tanimlanir.
Model Ogretimi:

Ogrenme veri kiimesini kullanarak CNN-FMO modelinin  dgretilmesidir.
Yakinsamay1 saglamak i¢in Ogretim sirasinda kayip fonksiyonu ve dogrulugu

izlenmelidir. Modelde asir1 uyumun 6nlenmesi i¢in erken durdurma kullanilmalidir.
Hiperparametre Ayar:

Dogrulama kiimesini kullanarak 06grenme hizi ve optimizasyon algoritmasi
parametreleri gibi hiper parametrelere ince ayar yapilmasidir. Bu adim, oOnerilen

modelin performansini optimize etmeye yardimei olur.
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Model Degerlendirmesi:

Duyarlilig1, 6zgiilliigii, dogrulugu ve diger ilgili 6l¢limleri dlgerek modelin test veri
kiimesindeki performansinin degerlendirilmesidir. Kapsamli bir analiz i¢in karisiklik

matrisleri ve ROC egrileri kullanilmalidir.

Temel Modellerle Karsilastirma:

CNN-FMO modelinin istinligiiniin gosterilmesi i¢in Onerilen yaklagimin temel

modeller veya geleneksel teshis yontemleriyle karsilastirilmasidir.

Saglamhk Testi:

Modelin saglamliginin ve performansinin harici veri kiimeleri {izerinde test edilerek
veya giris gorlntiilerinde farkliliklar ekleyerek degerlendirilmesidir. Bu asama,

modelin farkli senaryolara genellenmesini saglar.

Yorumlanabilirlik ve Gorsellestirme:

Modelin karar verme siirecini yorumlamak icin gorsellestirme tekniklerinin (6rnegin
etkinlestirme haritalar1) kullanilmasidir. Bu adim, model tarafindan yapilan

tahminlere katkida bulunan 6zelliklerin anlasilmasinda yardimci olur.

Degerlendirme ve Dogrulama:

Metodolojiyi ve sonuglari dogrulamak i¢in alanin uzmanlarindan ve meslektaglardan
geri bildirim istenmesidir. Onerilen yaklasimin saglamligmi ve giivenilirligini

artirmak i¢in yapici geri bildirim dahil edilmelidir.
Bu metodoloji takip edilerek, kolon kanseri teshisi igin CNN-FMO modeli sistematik

olarak gelistirebilir, egitebilir ve degerlendirilebilir; boylece gercek diinyadaki saglik

hizmetleri ortaminda etkinligi ve giivenilirligi garanti edilebilir.
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3.4  Balik¢i Peygamber Devesi Optimizasyon Algoritmasi

Peygamber devesi yirtici bir bocek olarak kabul edilir. Sekil 3.10 (a)’da gosterilen
giiveler, uzun bacaklar, bliylik kafalar ve iki ¢ift kanatla karakterize edilen yesil,
¢ekirge benzeri boceklerdir (Rahebi, 2023). Peygamber develeri tropikal ve bazi
iliman bolgelerde yasar. Dinlenirken, dua pozisyonundaki katlanmis elleri andiracak
sekilde on bacaklarini ileri dogru tutarlar. Ciftlesmeden sonra disiler erkekleri avlar
ve tliketir. Baz1 peygamber develeri ¢evrelerini taramak i¢in bagslarini 180 dereceye
kadar dondiirebilirler. Genellikle aga¢ yapraklarinda yasarlar ve avlarini kandirmak
icin dal gibi kamufle olurlar. Peygamber develeri yetenekli eklem bacakli aveilardir
ve yakinlardaki canli avlarla beslenmek icin genellikle pusu taktikleri kullanirlar.
Avin yaklagsmasini sabirla, hareketsiz kalarak beklerler. Peygamber develeri kasitls,
yavas hareketlerle avlarini takip edebilir ve daha kiigiik bireyleri veya kertenkele,
kurbaga, balik ve kus gibi kii¢iik omurgalilar tiiketebilir. Balik yiyen peygamber
develeri gibi bazi peygamber develeri, balik yakalamak i¢in bes giine kadar gollerde
saklanabilirler. Giinde iki abanoz baligin1 basariyla avlayabilirler ve bes giin i¢inde
dokuza kadar balik yakalayabilirler. Balik yiyen peygamber devesinin avlanirken

kamuflaj kullandigin1 gdsteren bir 6rnek Sekil 3.10 (b)’de gosterilmistir.

(a) (b)

Sekil 3.10 (a) Dogal ortamindaki bir peygamber devesinin gorintiisii ve (b) Balik yiyen bir
peygamber devesinin avlanma durumundaki gériintiisi

Balik¢1 peygamber devesi, cesitli senaryolar1 gz 6niinde bulundurarak ve konumunu
buna gore ayarlayarak akilli avlanma davranislar sergiler. Av veya balik i¢in en

uygun yeri arar. Buna ek olarak, balik¢1 peygamber devesi, saldirmak veya mevcut
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avlanma durumunu terk etmek i¢in hazirliklar da dahil olmak iizere tek tip

davraniglar: benimser.

3.4.1 Baslangi¢c Durum Popiilasyonunun Olusturulmasi

FMO algoritmasinda, yetenekli bir peygamber devesi problem alanindaki rastgele
senaryolart arastirir ve her birini potansiyel bir ¢oziim olarak ele alarak en iyi
¢ozlime yaklagsmaya calisir. Baslangic noktalar1 veya ¢oziimler Denklem 3.22°de

tanimlanmistir ve Denklem 3.23’teki amag¢ fonksiyonu kullanilarak her senaryo

degerlendirilmistir.
XlliX12lX13i ---:X1d
X21,X22,X23, ---:XZd
Peygamber devesi = |X31,X32,X33, vy X3q | (3.22)
nlanZIXn3' 'XndJ
Burada X;;, i’nci yineleme ve j’inci senaryonun degerini temsil etmektedir. Ik

yineleme sirasinda, Denklem 3.23’te tanimlandigi gibi ¢oziimlerden rastgele bir

popiilasyon olusturulmustur (Patibandla ve Narayana, 2021).

Uygunluk (X1, X12, X13, ) X14)
Uygunluk(X,1, X22, X23, -+, X24)
F(Peygamber devesi) = | Uygunluk(X31, X32, X33, ..., X34) (3.23)

Uygunluk(Xn1, Xn2, Xn3, -+ » Xna)
Bu denklemde Peygamber devesi ve F (Peygamber devesi), ¢6ziim veya senaryo
matrislerini ve bunlara karsilik gelen yeterlilik seviyelerini temsil etmektedir.
Denklem igerisinde X;, son i’ye karsilik gelir ve bu ¢6ziim, X;q, X2, Xi3, .., Xig

olarak gosterilen d boyutlarin1 kapsar. Denklem 3.24 rastgele ¢oziimler liretmek igin

kullanilir.

X; =L+ U =L)X rand(0,1) (3.24)
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Burada rang (0,1), tekdiize bir dagilim izleyen, sifir ile bir arasinda degisen rastgele
bir vektorii temsil eder. L ve U degiskenleri sirasiyla problem uzaymnin alt ve st

sinirlarini belirtir.
3.4.2 Durum Hatirlaticilar:

FMO algoritmasinda peygamber develeri avlanmak i¢in yeni bir konum secer, o
konuma yerlesir ve kendilerini kamufle ederler. Peygamber devesi bir¢ok farkl
durumu ezberleyebilir ve bir matristeki bu optimal durumlar m olarak tanimlanir.

Durum m <n’dir ve Denklem 3.25’teki gibi tanimlanir:

521' 522' 523' HoG SZd

[ $11, 512,135 -5 S1a }
Durum =| S5;,855,533, ..., S34

(3.25)

Sty Sm2, Smzs oo Sde

Durum matrisi vaziyetleri igerir. Optimumluk degerinin maksimum ¢oziimle orantili
oldugu varsayilmaktadir. Peygamber devesinin bu smirlt kosullar1 hafizasinda

tuttugu ve agirlikli olarak bu bolgelerde avlandig1 varsayilmaktadir.
3.4.3 Optimum Konumlara Dogru Hareket

Durum  matrisi  her giincellendiginde, peygamber devesinin  matriste
konumlandirilmasi i¢in daha iyi kosullar bulunur. Bir peygamber devesi rastgele bir
optimal durumu secip Denklem 3.26°da oldugu gibi ona dogru hareket edebilir ve

icinde bir pozisyon alabilir:
XY™ = X, + Hareket. (Durum(j) — X;) x rand(0,1) (3.26)

X; bir peygamber devesinin mevcut konumunu, X" peygamber devesinin yeni
konumunu, Durum(j) rastgele bir durumu belirtir ve j, Denklem 3.27’de hesaplanan

rastgele bir tiyedir:

j= 1+[rand X (m —1)] (3.27)
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Hareket, peygamber devesinin istenilen ¢oziime dogru attigi adimlarin biiytikligiini
ifade eder. Hareket parametresinin degeri, peygamber devesinin adim boyutunu
kigiilttigi varsayildigi icin, FMO algoritmasmin yinelenmesiyle azaltilir. Bunun
aksine, peygamber devesi avi veya en uygun ¢oziimii yaklastik¢a adim boyutunu

azaltir. Denklem 3.28’de hareket parametresinin degisimi gosterilmektedir:

it
Hareket = [1 — Maxlt] (3.28)
Bu bakimdan it mevcut yineleme sayisini temsil etmektedir. MaxlIt degeri,
algoritmanin son yineleme sayisidir. Daha rastgele bir davranig uygulamak igin
Chebyshev rastgele fonksiyonu kullanilir ve istenilen fonksiyonun kriteri Denklem

3.29’a gore belirlenir. Adim iligkisi Denklem 3.30’da formiile edilmistir:

U1 = cos(icos™t(w)),u; = 0.7 (3.29)
Hareket = cos(icos™1(w)),uy = 0.7 (3.30)
3.4.4 Optimum Konumlara Dogru Hareketi Gegersiz Kilma

Herhangi bir ¢oziim veya peygamber devesi, onceki optimal durumlar goz ardi
edebilir ve rastgele bir konum arayabilir. Rastgele konum se¢imi, algoritmanin
kiiresel aramasmi iyilestirir ve yerel optimizasyona takilma riskini azaltir. Bu

davranis1t modellemek i¢in Denklem 3.31 kullanilabilir:

L+ (U-L)xrand(0,1) r<0.5

yeni __
X = {# + (X - %) Xrand(0,1) 05<r

(3.31)

r degiskeni sifir ile bir arasinda rastgele bir deger alir.

3.45 Tiim Optimal Durumlar1 Kullanma

Her ¢oziim veya mantis onceki optimal kosullari géz ontinde bulundurabilir ve
hepsinin bilgisini kullanabilir. Ayrica Denklem 3.32’de oldugu gibi ortalama ile su

ana kadar elde ettigi optimal durum arasindaki boslugu da arar:
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. 3.32
Hareket.X; + (X* — Durum) X rand(0,1) rand = 0.5 (3:32)

yyeni _ {Hareket.Xi + (Durum — X*) Xrand(0,1) rand < 0.5
Yo =

Burada Durum optimal sonuglarin ortalama sayisin1 sembolize eder ve Denklem

3.33’te gosterildigi gibi hesaplanir.

m
Yi=q Durum;

Durum = (3.33)

m
Onerilen yontemde yineleme sayaci artirilarak ve peygamber devesi ava
yaklagtirilarak, Denklem 3.34’te oldugu gibi algoritmanin yinelemesine bagli olarak
durum sayis1 azaltilmaktadir. m’nin degeri baslangi¢ durumlarinin sayisidir ve m(t), t

yinelemesindeki durumlarin sayisidir:

(3.34)

Ozellik vektorii Xl.y ent , kolon gorintiilerinin kanserli ve kanserli olmayan

kategorilere siniflandirilmasi i¢in makine 6greniminde kullanilacaktir.

Kolon goriintiilerini kanserli ve kanserli olmayan kategorilere ayirmaya yonelik bu

yaklasimin gorsel bir temsili Sekil 3.11°de sunulmaktadir.
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o >

Veri kiimesinden kanserli ve kanserli olmayan kolon goriintiilerini yiikleyin

Ozellikleri ¢ikarmak icin CNN'yi kodlayici, GoogleNet ve ResNet-50 ile kullanin

CNN modelleri tarafindan olusturulan 6zellik matrisinden en iyi 6zellikleri segmek icin
FMO'yu kullanin

Karar Agaci, SVM, KNN, topluluk gibi makine 6grenimi yontemlerini kullanarak kanser ve
kanser dis1 verileri siniflandirin

Dogruluk, hassasiyet, 6zgiilliikk ve F1 puani elde etmek i¢in karisiklik matrisini hesaplayin

\ 4

>

Sekil 3.11 Kolon kanseri hastaliginin teshisi igin 6nerilen metodolojinin 6zeti

35 Veri Kiimesi

Veri kiimesi 6zellikle akciger ve kolon kanseriyle ilgili histopatolojik goriintiilerin
bir koleksiyonunu igermektedir (Borkowski vd., 2019). Veri kiimesindeki
goriintiilerin, akciger ve kolon kanseri hastalarindan elde edilen doku 6rneklerinin
mikroskobik goriintiileri olmas1 beklenir. Bu goriintiiler kanserli farkliliklarin
hiicresel ve doku diizeyindeki ayrintilarin1 gosterebilir. Patologlar bu tiir goriintiileri
kanser hiicrelerini tanimlamak, kotii huy derecesini degerlendirmek ve tiimorlerin
histolojik 6zelliklerini anlamak i¢in kullanirlar. Veri kiimesi, kanserli hiicrelerin
bulundugu alanlar, normal doku ve potansiyel olarak tan1 ve arastirmayla ilgili diger
ozellikler gibi ilgilenilen bolgeleri belirten ek aciklamalar veya etiketler icerebilir.
Veri kiimesi, bu kanser tiirleri i¢indeki histolojik ¢esitlilik g6z 6niine alindiginda,

akciger ve kolon kanserinin farkl: alt tiirlerini kapsayabilir. Goriintii ¢oziiniirligii ve
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boyutu degisebilir ancak ayrintili analize olanak saglamak i¢in bunlarin yiiksek
¢cozlnlrliiklii gorlintiiler olmasi onemlidir. Hasta demografisi, klinik ge¢misi ve
potansiyel tedavi sonuglar1 gibi bilgiler veri kiimesine dahil edilebilir. Bu ek veriler

kapsamli arastirma ve analiz i¢in degerlidir (Borkowski vd., 2019).

Bu tezde, agik erigimli veri seti kiitiiphanesinden elde edilen ¢ok bilinen “Akciger ve
Kolon Kanseri Histopatolojik Goriintiileri” veri kiimesi kullanilmistir. Veri kiimesi
su adresten elde edilmistir: https://www.kaggle.com/datasets/andrewmvd/lung-and-

colon-cancer-histopathological-images

Veriler bes siniflandirmada 25.000 histopatoloji goriintiisiinden olugsmaktadir. Her

goriintii, 768x768 piksellik bir goriintli biciminde saklanan bir jpeg dosyasidir.

Genel olarak, HIPAA uyumlu kaynaklarin gecerli 6rnekleri kullanilarak 750 akciger
dokusu goriintiisii (250 akciger adenokarsinomu, 250 akciger skuamoz hiicreli
karsinomu ve 250 iyi huylu akciger dokusu) ve 500 kolon dokusu goriintiisii (250
kolon adenokarsinomu ve 250 iyi huylu kolon dokusu) olusturulmustur ve
Augmentor paketi kullanilarak 25.000’e ¢ogaltilmistir.

5.000’er adetlik bes grupta toplam 25.000 renkli gériintii olmak {izere bir koleksiyon
olusturulmustur. LC25000.zip isimli 1,85 GB’lik bir zip dosyasi veri kiimemizi
icermektedir  (Borkowski  vd., 2019). Dosyayr agtiktan sonra, ana
akciger colon image set klasoriinde i1ki alt klasor koloni image sets ve
akciger image sets bulunur. Colon image sets alt klasoriinde, koloni aca (kolon
adenokarsinomlarmin 5.000 goriintiisii) ve kolon n (iyi huylu kolonik dokularin
5.000 goriintiisii) dahil olmak iizere iki alt klasor daha bulunabilir. Lung_image sets
alt klasoriine ii¢ alt klasor daha eklenmistir: her biri iyi huylu akciger dokusunun
5.000 fotografin1 igeren akciger scc, akciger n ve akciger aca’dir. Lung_aca alt

klasoriinde akciger adenokarsinomlarinin 5.000 goriintiisii bulunur.

Veri kiimesi, her biri 5.000 goriintii igeren bes siniftan olusur; 1) Iyi huylu akciger
dokusu 2) Akciger skuamdz hiicreli karsinomu; 3) Akciger adenokarsinomu; 4) Iyi

huylu kolon dokusu ve 5) Kolon adenokarsinomu.
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Bu tezde son iki veri kiimesi kullanilmistir: Kolon iyi huylu dokusu ve Kolon
adenokarsinomu. Bu veri kiimeleri kolonun histopatolojik goriintiilerini igerir. Bu
arastirmada 5.000’i kanserli ve 5.000’i kanserli olmayan olmak tizere 10.000 goriintii

kullanilmustir.

Burada veri kiimesinden alt1 histopatolojik goriintii 6rnegi verilmistir (colon n_
saglikl1 bir goriintiiyii, kolon _ca_kolon kanseri goriintiisiinii belirtir). Kullanilan veri

kiimesinin agiklamasi Tablo 3.1°de gosterilmistir.

Tablo 3.1 Veri kiimesinin agiklamasi.

Goriunti Turi Smif 1D Smif Adi Toplam Goriintii
Colon Adenocarcinoma 0 Col_Ad 5.000
Colon Benign Tissue 1 Col_Be 5.000
Toplam Goriintii 10.000

Sekil 3.12 de ilk satirdaki goriintiiler kolon kanseri goriintiilerini, ikinci satirdaki

goriintiiler ise kanser olmayan goriintiileri temsil etmektedir.

Sekil 3.12 Veri kiimesinden 6rnek goriintiiler
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4.  SONUCLAR VE TARTISMA

41  Arkaplan

Bu boliimde sonuglar gdsterilmis ve Onerilen sonuglar diger yontemlerle ve farkl
CNN tiirleriyle karsilastirilmistir. Son olarak, Onerilen yontemi uygulamak igin

histopatolojik goriintiiler kullanilmistir.

4.2 Veri Kiimesi

Bu calismada LC25000 kullanilmistir ve bu veri kiimesi 5.000 kanserli ve 5.000

kanserli olmayan goriintii igermektedir.

4.3  Degerlendirme

Bu ¢alismada goriintiilerin siniflandirilmasi, dogruluk (ACC), hassasiyet (Gergek
Pozitif Oran (TPR)), ozgillik (Gergek Negatif Oran (TNR)), kesinlik (Pozitif
Tahmini Deger (PPV)), Negatif Tahmini Deger (NPV) ve F1 puami kullanilarak
yapilmistir. Sirasiyla Denklemler 4.1-4.7, gostergelerin her biri igin kriterleri
tanimlar (Al-Rahlawee ve Rahebi, 2021; Al-Safi vd., 2021, 2022; Al Shalchi ve
Rahebi, 2022; Iswisi vd., 2021):

TP+TN

Dogruluk = m X 100% (41)

TP

Hassasiyet (Gerg¢ek Pozitif Oran (TPR)) = N < 100% 4.2)
Ozgiilliik (Gergek Negatif Oran (TNR)) = T;JI:IFP x 100% (4.3)
Kesinlik (Pozitif Tahmini Deger (PPV)) = ——— x 100% (4.4)
Negatif Tahmini Deger (NPV) = TNT+NFN x 100% (4.5)

55


https://en.wikipedia.org/wiki/Positive_predictive_value

2PPVXTPR
F1 puani = PPVITPR X 100% (46)

FP + FN

Yanlis Siniflandirma Orani (MR) = TP TNFPEN X 100% 4.7)
Bu gostergeler sirasiyla pozitif ve negatif siniflandirmalari temsil eden Yanlis Pozitif
(FP), Gergek Pozitif (TP), Ger¢ek Negatif (TN) ve Yanlhs Negatif (FN) kullanilarak

hesaplanir. Burada sirasiyla,

Dogruluk: Dogruluk, bir modelin tahminlerinin genel dogrulugunun bir dl¢iisiidiir.
Dogru tahminlerin (hem gercek pozitif hem de gergek negatif) sayisinin toplam
tahmin sayisina orani olarak hesaplanir. Dogruluk, modelin ne kadar iyi performans
gosterdigine dair genel bir fikir verir, ancak ozellikle dengesiz siniflarin oldugu
durumlarda (bir smifin digerinden 6nemli 6l¢lide fazla oldugu durumlarda) tek

basina yeterli olmayabilir.

Hassasiyet (Geri Cagirma veya Gercek Pozitif Orani): Model tarafindan dogru
sekilde tanimlanan gercek pozitif vakalarin oranini dlger. Gergek pozitiflerin (dogru
sekilde tahmin edilen pozitif vakalar), gercek pozitiflerin ve yanlis negatiflerin
(yanlis bir sekilde negatif olarak tahmin edilen gercek pozitif vakalar) toplamina
orani olarak hesaplanir. Hastalik tespiti gibi tiim pozitif vakalarin belirlenmesinin

onemli oldugu baglamlarda hassasiyet kritik 6neme sahiptir.

Ozgiilliik (Ger¢ek Negatif Orami): Model tarafindan dogru sekilde tanimlanan
gercek olumsuz vakalarin oranini 6lger. Gergek negatiflerin (dogru tahmin edilen
negatif vakalar), ger¢cek negatiflerin ve yanlis pozitiflerin (yanlis bir sekilde pozitif
olarak tahmin edilen gercek negatif vakalar) toplamina orani olarak hesaplanir.
Yanlis pozitifleri en aza indirmek ve negatif vakalarin yanlishkla pozitif olarak

siiflandirilmamasini saglamak icin yiiksek 6zgiilliik 6nemlidir.
Kesinlik (Pozitif Tahmin Degeri): Ger¢ekten dogru olan olumlu tahminlerin oranini

Olcer. Gergek pozitiflerin, gercek pozitiflerin ve yanlis pozitiflerin (yanlis bir sekilde

pozitif olarak tahmin edilen durumlar) toplamina orani olarak hesaplanir. Hassasiyet,
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tibbi teshis veya sahtekarlik tespiti gibi hatali pozitif sonuglarin maliyetinin yiiksek

oldugu senaryolarda 6zellikle 6nemlidir.

Negatif Tahmin Degeri (NPV): Gergekten dogru olan negatif tahminlerin oranini
Olcer. Gergek negatiflerin, gergek negatiflerin ve yanlis negatiflerin (yanlis bir
sekilde negatif olarak tahmin edilen durumlar) toplamina orani olarak hesaplanir.
NPV, negatif bir test sonucunun giivenilirligini degerlendirmede 6nemlidir ve bir
rahatsizligit olmadigi soylenen kisilerin ger¢ekten negatif oldugundan emin

olunmasini saglar.

F1 Puam: Kesinlik ve hatirlamanin (hassasiyet) harmonik ortalamasidir. Hem yanlis
pozitifleri hem de yanlis negatifleri hesaba katan tek bir 6l¢tim saglayarak iki 6l¢timii
dengeler. F1 puam o6zellikle dengesiz veri kiimeleriyle ugrasirken veya uygulama

icin hem kesinlik hem de hatirlamanin 6nemli oldugu durumlarda kullanighdar.

Bu ¢alismada kolon hastaliklarini kategorize etmek igin destek vektér makineleri, k-
en yakin komsu ve karar agaclar1 kullanilmistir. Onerilen yaklasim ayni zamanda
cesitli yapay sinir aglarma da uygulanmistir. Cekirge optimizasyon algoritmasinin
optimal Ozellikleri secebilmesi i¢in Onerilen yontemdeki yineleme sayist 80 olup
popiilasyon biiyiikliigii 25°tir. Bu ¢galisma MATLAB 2022a ortami ve 4GHz CPU’lu

Intel Core 17 islemci kullanilarak simiile edilmistir.

4.3.1 Amac Fonksiyonu Analizi

Onerilen stratejiyi degerlendirmenin bir yolu, dzellik seciminde amag fonksiyonunun
degerini hesaplamaktir. Sekil 4.1 ortalama ozellik se¢im fonksiyonunu
gostermektedir. Ozellik se¢imi igin amag fonksiyonu, GOA algoritmasma kiyasla
daha az tekrarli olma egilimindedir. Bu azalma, GOA algoritmasinin sinir ag1 i¢in en
iyi ve en uygun Ozellik vektoriinii secerek goriintiileri dogru sekilde kategorize
ettigini gostermektedir. Analize gore amag fonksiyonunun diisme egilimine iki faktor
neden olmaktadir. Ozellik boyutlarinin kiigiiltiilmesi ilk sebeptir. Ikinci sebep ise

kolon hastaligina bagli goriintii siniflandirma hatalarinin azalmasidir.
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Sekil 4.1 GOA algoritmas1 yinelemeleri bakimindan 6zellik se¢me fonksiyonunun
azaltilmas1

Analiz, amag¢ fonksiyonunun 0,05481°den 0,00649’a diismesi nedeniyle ozellik
vektorlerinin sayis1 arttifinda optimal Ozellik vektoriinii kesfetme olasiliginin

arttigini ortaya koymaktadir. Bu azalma yaklasik 8,44 kat civarindadir.

4.3.2 GOA Algoritmasim Kullanarak Smiflandirma Dogrulugu Analizi

Sekil 4.2, bir deneydeki kolon hastalarinin fotograflarini siniflandirmada GOA
algoritmasimin dogrulugunu gostermektedir. Uygulama i¢in dort CNN yoOntemi
kullanilmis ve degerlendirilmistir. Bu yontemler GoogleNet, Squeezenet, Resnet-50

ve AlexNet’tir.
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Hassasiyet Ozgiilluk Dogruluk Kesinlik
m GoogleNet 98,57 98.24 98.04 97.12 97.23
m Resnet-50 98.99 98.56 98.22 97.89 97.86
= AlexNet 99.01 98.88 98.99 98.21 98.75
W SqueezeNet 95.34 99.41 99.12 98.91 98.94

Sekil 4.2 Onerilen yontemin farklt CNN ydntemlerindeki sonuglar

Analiz ve degerlendirmeler, SqueezeNet yaklasiminin goriinti dogrulugu
siiflandirilmasinda oldukga iyi performans gosterdigini ortaya koymaktadir. GOA
algoritmasinin 6zellik vektoriinti dikkatli bir sekilde se¢gmesi dogrulukta iyilesmeye
yol agmistir. Ayrica SqueezeNet yaklagimi, dagitilmis 6grenme sirasinda sunucudan
sunucuya aktarimi azaltir. SqueezeNet’ten GOA’nin en iyi Ozelliginin se¢ilmesi,
kolon kanseri ve kanser olmayan verilerin taninmasinda daha az hata yapilmasini

saglar.

GOA algoritmasinin islevi, makine 6grenimi i¢in en iyi 6zellik vektoriinii segmektir.
Ozellik segme algoritmasi, makine Ofrenimi ve &gretimi icin kolon hastasi
goriintiilerinden en Onemli Ozellikleri se¢meyi amaglamaktadir. Bu deneyde
GoogleNet’in dogrulugu %98,12, SqueezeNet’in dogrulugu ise %98,23tiir. Ozellik
vektorlerinin popiilasyonu arttiginda, deney 80’de SqueezeNet’in kolorektal veri

kiimesi dogrulugunda ortalama %99,12°lik bir iyilesme elde edilmistir.
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4.3.3 Karsilastirma

Baglangigta, Onerilen yaklasimi uygulamak i¢in kolorektal veri kiimesi se¢ilmis ve
etkinligi goriintiiler araciligiyla degerlendirilmistir. Tablo 4.1°te, onerilen yontemin
hassasiyet, 6zgiilliikk ve dogruluk indeksi bulgulari, SqueezeNet yontemlerine dayali
aynt CNN’ye sahip diger meta-sezgisel yoOntemler olan karinca kolonisi
optimizasyonu (ACO), pargacik siirlisii optimizasyonu (PSO), genetik algoritma
(GA) ve gri kurt optimizasyonu (GWO) algoritmalar1 ile karsilastirilmaktadir.
Onerilen yontemin diger yaklagimlarla karsilastirildigindaki hassasiyet, 6zgiilliikk ve

dogruluk ortalama degerleri asagida Tablo 4.1°de verilmistir.

Tablo 4.1 Hassasiyet, 6zgiilliik, dogruluk ve F1 puanlarinin karsilagtiriimasi

Metot Hassasiyet ~ Ozgiillik  Dogruluk  F1Puam
ACO %97,21 %96,79 %95,58 %96,21
PSO %97,89 %96,34 %94,67 %97,34
GA %97,18 %95,79 %93,90 %96,01
GWO %98,45 %97,18 %98,34 %97,99

Onerilen Yontem 2099,34 2099,41 9099,12 9098,94

Analiz, Onerilen yontemin ortalama hassasiyet, 6zgiillik ve dogruluk indeksinin
sirastyla %99,34; %99,41 ve %99,12 oldugunu gostermektedir. Onerilen ydntem
hassasiyet, ozgiilliik, dogruluk ve F1 puani bakimindan diger meta-sezgisel
yontemlerle karsilastirildiginda kolon hastalarinin goriintiilerinin analizinde ve

siniflandirilmasinda daha iyi bir performansa sahiptir.

GA yonteminde dogruluk indeksi %93,90’a esittir. Onerilen yontemde bu indeks
%99,12°dir. Tablo 4.1’den goriildiigii gibi en kotii sonuglar GA algoritmasindan elde
edilmektedir. GA algoritmasi i¢in elde edilen hassasiyet, 6zgiilliik, dogruluk ve F1

puani sonuglari sirasiyla %97,18; %95,79; %93,90 ve %96,01°dir.

Sonuglar, Tablo 4.2 ve Sekil 4.3’te, gesitli calismalardan elde edilen sonuglarla

karsilastirilmistir.
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Tablo 4.2 Farkli yontemlerin ortalama hassasiyet, 6zgiilliik, dogruluk, kesinlik ve F1 Puani karsilagtirmasi

Kaynak Metot Hassasiyet Ozgiilliik Dogruluk  Kesinlik  F1 Puam
?ggéyoso vd., Evrisimsel sinir ag1 ve CLAHE sistemi - - %98,96 - -
Mangal vd., 2020 Evrisimsel sinir aglari - - %96,00 - -
Masud vd., 2021 ?;S:;ﬁenme tabanh makine Ggrenimi %96,37 - %96,33  %96,39  %96,38
ggg‘éath vd., Derin Ogrenme Yontemi 997,00 997,00 %97 997,00
Stephen ve Sain,  Bayesian-Gaussian’dan Esinlenen Evrisimsel 0 i 0 0 0
2023 Néral Mimari Arama ile Derin Ogrenme %93,00 497,92 #97 #97,00

Hybrid principal component analysis
Naga Raju ve network and extreme [earnlng mach_{rle Hibrit %699,12 9699,38 9698,97 %98,87 %698,84
Srinivasa, 2023 temel bilesen analiz ag1 ve ekstrem 6grenme

makinesi
ZAObZdZ‘""”ah vd., Evrisimsel Sinir Ag1 999,00 - %99,00 %98,6 %098,8
Mehmood vd., Sinif secicili goriintii islemeyle transfer i i 0498.40
2022 Ogrenimi o0
?gzkga” vd., Kismi 6z denetimli 5grenme 995,74 %80,95 %93,04 %9574 %9574
Onerilen
Yontem SqueezeNet ve GOA tabanh CNN 2099,34 %099,41 9099,12 9098,91 9098,94
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Onerilen stratejinin baglica dort gostergesi vardir: dogruluk, hassasiyet, kesinlik ve
F1 puani; DropBlock, 7 katmanli CNN, Rastgele Orman ve 9 katmanli CNN gibi
bazi yontemler kolon kanseri ve kanser olmayan goriintiileri siniflandirmada daha

basarili olmustur.

Hil
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un
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10
0
g Katmanh C 7 KatmanliCNN  Rastgele Orman  DropBlock CNN rarllen fren
Yontam (DT) Yontem (SVM)

Hassasiyet 72.98 39.72 72.42 93.53 99.12 99,34
W Ozgillik 74.76 al.24 74.35 94.09 99.01 9941
m Kesinlik 70,41 61.86 7242 87.49 98.21 98.91
WDoEruluk 92.63 91.88 03,47 94.82 29,01 99,12
mFl 7221 51.25 7254 89.24 98.25 98.54

Sekil 4.3 Onerilen yontem ve diger yontemlerdeki hassasiyet, dzgiilliik, kesinlik, dogruluk ve
F1’in ortalama indeksi

Onerilen ydntemin goriintiileri simiflandirmadaki hassasiyeti, 6zgiilliigii, kesinligi,
dogrulugu ve F1 degerleri sirasiyla %99,34; 9%99,41; %98,91; %99,12 ve
%98,94°tiir. 7 katmanli CNN ydnteminin, 6nerilen yontemden sonra ikinci en yliksek
goriintii siniflandirma dogruluguna sahip oldugu ancak 9 katmanli CNN yodnteminin
en kotii performansa (%91,88) sahip oldugu tespit edilmistir. Ayrica onerilen yontem
en yiiksek hassasiyet indeksi degerini gostermis ancak 7 katmanli CNN en kot
performans1 gdstermistir. Onerilen ydntem kesinlik indeksinde en iyi performansi
gostermis, bunu en yiiksek hassasiyet indeksine sahip DropBlock CNN yontemi
izlemistir. 7 katmanli CNN yontemi en kotii performansi gostermistir. Genel olarak
Onerilen yontem F1 puaninda en iyi performansi gosterirken, 7 katmanli CNN

yontemi bu endekste en kotii performanst gostermistir.
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4.4  ACO-PSO icin Ogrenilebilir Stmiflandiricilar Kullanarak Simflandirma

En iyi kombine teknigin segilmesi i¢in kapsamli bir ¢alisma yapilmistir. Bu ¢alisma
icin, Karmnca Kolonisi Optimizasyonu (ACO) ve Parcacik Siiriisii Optimizasyonu
(PSO) birlikte kullanilarak 6zellik azaltma teknikleri uygulanmistir. ilk asamada,
giris 6grenme veri kiimesinden 6nemli 6zellikleri sirasiyla ¢ikarmak ve segmek icin
kolon hastaligi veri kiimelerine PSO algoritmasiyla birlestirilmis bir otomatik
kodlayict yontemi uygulanmistir. Diger yandan, ilk modelde kullanilan ayni veri
kiimelerinin her ikisini de siniflandirmak i¢in PSO algoritmasi ile 6nceden 6gretilmis
CNN uygulanmistir. Karigiklik matrisinden tliretilen modellerin - performanst,
dogruluk, kesinlik, geri ¢agirma, F1 puani vb. gibi bir dizi temel kriter kullanilarak
Olciilmiistiir. Cok siifli siniflandirma igin genel dogruluk, siif tespit orani ve siif
FP orani kullanilmaktadir. Temel terimlerimiz; pozitif olarak siniflandirilan pozitif
ornekleri ifade eden Gercek Pozitif (TP), negatif olarak siniflandirilan negatif
ornekleri ifade eden Gergek Negatif (TN), pozitif olarak smiflandirilan negatif
ornekleri ifade eden Yanlis Pozitif (FP) ve negatif olarak siniflandirilan pozitif

ornekleri ifade eden Yanlis Negatif (FN)’tir.
4.4.1 Kolon Kanseri Hastalig Veri Kiimesi i¢in PSO’lu Otokodlayici

Bu c¢alismada, oOnerilen teknigin etkinligini dogrulamak ve bu modelin
performansiin farkli kombinasyonlarin1 ve kapsamli karsilagtirmay1 yapmak i¢in
cesitli senaryolar gelistirilmis ve degerlendirilmistir. Ilk asamada otokodlayici, bes

farkli siniflandirict tipine sahip bir kolon kanseri hastaligi veri kiimesi sunmustur.

Otokodlayict ve PSO algoritmasi kullanilarak bulunan kolon kanseri hastaligi veri

kiimesi sonuglar1 Tablo 4.3 te sunulmaktadir.

Tablo 4.3 PSO 6zellik se¢im algoritmasini kullanan otokodlayiciya ait kolon kanseri
hastalig1 veri kiimesi

Metot ACC TPR TNR FPR FNR PPV NPV Fl-puam_ MR
Karar Agaci 68,61 68,75 68,75 33,15 33,15 69,01 69,01 68,74 3,01
SVM 79,21 74,64 74,64 35,83 35,83 80,61 80,61 72,44 2,41
KNN 76,16 77,86 77,86 26,96 26,96 79,31 79,31 76,91 5,46
Topluluk 73,81 75,44 75,44 29,23 29,23 77,11 77,11 74,67 7,81
Naive Bayes 67,41 73,55 73,55 37,74 37,74 80,91 80,91 71,38 4,21
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Bu smiflandirma modelinin degerlendirilmesindeki en énemli faktor, siniflandirilan
test goriintiilerinin gergek degerlerine dayanan dogruluktur. SVM smiflandirict
%79,21°lik daha yiiksek bir dogruluk oranina ulasarak %2,41°lik bir yanlis

siniflandirma orani elde etmistir.

4.4.2 Kolon Kanseri Hastahg Veri Kiimesi I¢in Otokodlayicty1 ACO-PSO ile

Kullanma

Bes farkli sinifi (kanser dis1 akciger dokusu, akcigerin skuamdéz hiicreli karsinomu,
akcigerin adenokarsinomu, kansersiz kolon dokusu ve kolonun adenokarsinomu)
igeren kolon bozukluklari igin bu ikinci en iyi bilinen veri kiimesini kullanarak
model, tibbi goriintiileri basarili bir sekilde siniflandirmistir. Tablo 4.4, ACO-PSO
algoritmasimin kullanimiyla kolon kanseri hastaligi veri kiimesine uygulanan

otokodlayicidan elde edilen sonuglar1 sunmaktadir.

Tablo 4.4 Kolon kanseri hastaligi veri kiimesi igin otokodlayict ve ACO-PSO 6zellik
seciminin kullanimi

Metot ACC TPR TNR FPR FNR PPV NPV Fl-puam MR
Karar Agaci 78,86 79,1 79,1 32,99 32,99 79,51 79,51 79,07 21,95
SVM 78,41 84,21 84,21 36,71 36,71 90,81 90,81 81,98 22,4
KNN 82,36 83,47 83,47 30,27 30,27 8481 8481 83,04 18,45
Topluluk 82,76 84,96 84,96 30,69 30,69 8731 8731 83,98 28,05
Naive Bayes 74,56 89,28 89,28 31,75 31,75 100,41 100,41 82,01 26,25

Topluluk siniflandirict, optimum 6zelliklerin segilmesi i¢in ACO-PSO algoritmasinin

simiflarinin kategorizasyonunda %82,76 dogruluk elde etmistir.

4.4.3 Kolon Kanseri Hastahigi Veri Kiimesi Icin ACO-PSO ile Onceden
Ogretilmis CNN

Ikinci senaryo icin, onceden ogretilmis iki CNN (GoogleNet ve Resnet50)
uygulanmistir; CNN, Oncelikle piksel girisini islemek icin olusturulmus, goriintii
isleme ve algilamada kullanilan bir yapay sinir ag1 bicimidir. Basit islem talepleri
icin tasarlanmis ¢ok katmanli algilayict benzeri bir teknoloji kullanir. Bu ¢alismada
CNN, kullanilan bu 6zellik segme yonteminin giiclinii dogrulamak amaciyla PSO ile

birlikte de uygulanmistir. Bunun yani sira, stniflandirma modelini hesaplamak icin 4
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tip siniflandirict kullanilmistir. Tablo 4.5 kolon hastaligi veri kiimesi i¢in PSO’lu

dort onceden 6gretilmis CNN’nin sonucunu gdstermektedir.

ACO-PSO ile onceden o6gretilmis CNN’nin degerlendirilmesi, kolon hastaliklarina
iliskin veri kiimesi kullanilarak gergeklestirilmistir. Sekil 4.4 bu modelde kolon
hastaligma yénelik teshis oranlarmi gostermektedir. Onceden 6gretilmis ResNet-50
agiyla birlikte karinca kolonisi optimizasyon yoOntemini kullanan simiilasyonun

sonucu, Sekil 4.4’te gosterilmektedir.

100,00
50,00
80,00
70,00
60,00
50,00
40,00
30,00 i ‘ i
20,00
10,00 !
- ne BT BE

[
Dogruluk TPR R NPV Fl Puans MR
" Karar ARact 97,62 97,78 o7 252 252 97,80 97,64 237
wSVM 100,00 100,90 100,00 0.00 0,00 100,00 100,00 100,00 0,00
=KNN 99,07 100,00 100,00 07 0.07 100,00 100,00 00,07 0,03
sTopluluk 99,97 100,00 100,00 0.07 007 100,00 100,00 90,67 0,03

Sekil 4.4 ResNet-50 ve ACO-PSO’yu temel alan simiilasyonun sonucu

Sekil 4.4, karar agaci, SVM, KNN ve topluluk yontemlerinin dogrulugunun sirasiyla
%97,63; %100,00; %99,97 ve %99,97 olarak elde edildigini gostermektedir. SVM
siniflandirma yontemi %100 dogruluk elde etmistir ve en iyi sonuctur. DVM’ler,
KNN, karar agaclar1 ve topluluk yontemleri gibi diger yontemlerden daha kesin
dogrusal smiflandiricilardir. Ek olarak bu senaryoda, ACO-PSO algoritmas1 ve
onceden Ogretilmis bir ResNet-50 ag1 kullanilarak elde edilen 6zelliklere sahip SVM
siiflandirict kullanilarak en yiiksek dogruluk elde edilmistir. Ayrica bu g¢alisma,
karar agaci, SVM, KNN ve topluluk yontemlerinin performansini1 F1 puan metrigi ile
degerlendirmis ve bu algoritmalar i¢in sirasiyla %97,64; %100,00; %99,97 ve

%99,97 puanlar elde edilmistir. F1 puani sonug¢larindan goriildiigii iizere DVM’nin
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diger yontemlere gore daha yiiksek dogruluga sahip oldugu anlagilmaktadir. ResNet-
50 ve ACO-PSO kullanilarak yapilan SVM’nin uyumsuzluk orani %0 olarak
kaydedilmistir.

Onceden 6gretilmis GoogLeNet agiyla birlikte ACO-PSO yontemini temel alan

simiilasyon sonuglari, Sekil 4.5’te gosterilmektedir.

THE

100,07

90,00

30,00

40,00
30,00
20,00

10,00

e ——

0,00

Dogruluk | TR, FER R FlPmm | MR
Karar Afaes 9050 00,67 99,67 0,66 0.66 bo.67 09,67 00,50 0.50
nSVM 0.5 50,03 2.3 007 80,53 00,3 08,05 00
NN 99,97 1000 100,00 007 0.7 1000 | 10000 98¢ 0.03
= Topluluk 93,7 10000 100,00 007 0.07 1000 | 10000 | 88ET 0.03

Sekil 4.5 ACO-PSO ile GoogLeNet’i temel alan simiilasyon sonucu

Sekil 4.5’te gosterildigi gibi karar agaci, DVM, KNN ve topluluk ydntemlerinin
dogrulugu sirastyla %99,50; %99,93; %99,97 ve %99,97 olarak elde edilmistir.
Dogruluk agisindan en iyi sonu¢ KNN ve topluluk siniflandirict yontemlerinden elde
edilen %99,97°dir. Bu senaryoda KNN ve topluluk yontemi diger yontemlere gore
daha yiiksek performansa sahiptir. KNN ve topluluk ile yapilan siniflandirma ve
ACO-PSO ve GoogLeNet ile onceden Ogretilmis ag kullanilarak elde edilen
ozelliklerin en yiliksek dogrulugu elde ettigi anlasilmaktadir. Bu calismada da F1
puani uygulanmig ve karar agaci, SVM, KNN ve topluluk yontemlerine ait sonuglar
strastyla %99,50; %99,93; %99,97 ve %99,97 olarak elde edilmistir. F1 puam
sonucundan gorildiigii gibi KNN ve topluluk yonteminin diger yontemlere gore en
yiiksek dogruluga sahip oldugu anlasilmaktadir. Googl.eNet ve ACO-PSQO’ya dayali
KNN ve topluluk yontemi i¢in uyumsuzluk orani %0,03 olarak elde edilmistir.
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45 Kolon Kanseri Hastahgn Veri Kiimesi Icin Otokodlayictyn1 FMO ile

Kullanma

Onerilen teknigin etkinligini dogrulamak ve farkli kombinasyonlar1 karsilastirmak
icin cesitli senaryolar gelistirilmis ve degerlendirilmistir. ilk asamada, kolon kanseri
hastaligina iliskin bir veri kiimesi, bes farkli siniflandirict tiiriiyle birlikte
otokodlayici tarafindan iglenmistir. Otokodlayici ve FMO teknigini kullanan kolon

kanseri hastalig1 veri kiimesinin sonuglar1 Tablo 4.5’te gosterilmektedir.

Tablo 4.5 FMO o6zellik se¢im algoritmasini kullanan otokodlayicinin kolon hastaligi veri

kiimesi
Metot ACC TPR TNR PPV NPV Fl-puam
Karar Agaci 67,80 67,94 67,94 68,20 68,20 67,93
SVM 68,40 73,83 73,83 79,80 79,80 71,63
KNN 75,35 77,05 77,05 78,50 78,50 76,10
Topluluk 7300 74,63 7463 7630 76,30 73,86
Naive Bayes 66,60 72,74 72,74 80,10 80,10 70,57

Bu siniflandirma modelinin degerlendirilmesindeki en 6nemli faktor, siniflandirilan
test goruntiilerinin gosterdigi dogruluktur. KNN siniflandiricist %75,35 gibi daha

yiiksek bir dogruluk oranina ulagmistir.

4.6 Kolon Kanseri Hastah@ Veri Kiimesi icin FMO’lu Onceden Ogretilmis
CNN

Onceden 6gretilmis CNN’nin FMO ile degerlendirilmesi kolon hastaliklarma iligkin
veri kiimesi kullanilarak yapilmistir. Sekil 4.6 bu modelde kolon hastaligina yonelik
teshis oranlarimi gostermektedir. Onceden dgretilmis ResNet-50 agiyla birlikte FMO

yontemini kullanan simiilasyon sonucu, Sekil 4.6’da sunulmaktadir.
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100,00
50,00
80,00
70,00
60,00
50,00
40,00
30,00
20,00

10,00

0,00 -
DoEruluk TPR TNR PPV MNPV F1 Puam

B Karsragsc 00,82 89,35 80,00 83,49 88,09 68,54
SV 95,01 95,12 04,63 94,21 95,27 94,75
mKNN 85,04 97,74 82,95 97,74 96,91 597,74

Topluluk 93,46 g5,41 04,54 94,53 95,47 04,07

Sekil 4.6 ResNet-50 ve FMQO’ya dayal1 simiilasyonun sonucu

Sekil 4.6, Karar Agaci, SVM, KNN ve topluluk yontemlerinin dogrulugunun
sirastyla 9%90,82; %95,01; %95,04 ve %93,46’ya ulastigin1 gostermektedir. KNN
simiflandirma yontemi %95,04 dogruluk oraniyla en iyi sonucu elde etmistir. KNN
metodu, SVM, karar agaci ve topluluk yontemleri gibi diger yontemlerden daha
dogru olan, parametrik olmayan, denetimli 6grenme siniflandiricisidir. Ek olarak bu
caligma, karar agaci, SVM, KNN ve topluluk yontemlerinin performansint F1 puan
metrigi ile degerlendirmis ve bu algoritmalar i¢in sirasiyla %68,54; %94,25; %97,74
ve %94,97 puanlar elde edilmistir. F1 puani sonuglarindan goriildiigii gibi KNN’nin
diger yontemlere gore daha yiiksek dogruluga sahip oldugu anlasilmaktadir.

Onceden o6gretilmis GoogLeNet agiyla birlikte FMO yodntemini temel alan

simiilasyon sonugclari, Sekil 4.7°de gosterilmektedir.
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Dagruluk TPR THR PPV F1Puani
B Kararagac B934 52,54 BO,55 592,54 93,36 52,54
m SVM 55,80 96,02 5B, 54 55,30 95,87 95,49
B ENN 57,65 54 87 5g,19 93,89 94,90 96,76
B Topluluk 96,70 96,592 56,595 56,49 96,83 96,52

Sekil 4.7 FMO’lu GoogLeNet’i temel alan simiilasyonun sonucu

Sekil 4.7°de goriildiigii gibi karar agaci, DVM, KNN ve topluluk yontemlerinin
dogrulugu sirastyla %89,84; %95,80; %97,65 ve %96,70 olarak elde edilmistir.
Dogruluk acgisindan en iyi sonu¢ KNN smiflandirict yontemiyle elde edilen
%97,65’tir. Bu senaryoda KNN yontemi diger yontemlere gore daha yiiksek
performansa sahiptir. KNN ile yapilan siniflandirma ve FMO ve 6nceden dgretilmis
ag ile GoogLeNet kullanilarak elde edilen 6zelliklerin en yiiksek dogrulugu elde
ettigi anlagilmaktadir. Bu calismada da F1 puani uygulanmis ve karar agaci, SVM,
KNN ve topluluk yontemlerine ait sonuglar sirasiyla %92,54; %95,49; %96,76 ve
%96,52 olarak elde edilmistir. F1 puani sonucundan goriildiigii tizere KNN’nin diger
yontemlere gore en yiiksek dogruluga sahip oldugu anlagilmaktadir. Yapilan
incelemede Onerilen yaklagimin hassasiyet, 06zgiillik ve dogruluk indekslerinin
sirastyla %94,87; %96,19 ve %97,65 oldugu belirlenmistir. Onerilen yaklasimin
hassasiyet indeksi ve ozgiilliigli, Tablo 4.6’da gosterildigi gibi kolon hastalarnin

goriintiilerinin incelenmesi ve smiflandirilmasinda Shin ve Balasingham (2017),
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Poudel vd., (2020), Stidham vd., (2019) ve Zhang vd., (2016)’nin yaptiklar

calismalarda incelenen yontemlerden daha iyi performans gostermektedir.

Tablo 4.6 Onerilen yontem ile karsilastirilabilir yaklagimlar arasindaki ortalama hassasiyet,
6zgiilliik ve dogruluk karsilastirmasi

Kaynak Hassasiyet Ozgiilliik Dogruluk
Zhang vd., 2016 85 87 83
Shin ve Balasingham, 2017 83 84 83
Stidham vd., 2019 89 89 89.4
Poudel vd., 2020 93 92,8 93,2
Onerilen Yontem 94,87 96,19 97,65

Poudel vd., (2020)’nin g¢alismasinda agiklanan yontemin dogruluk puani %93,2
olarak kaydedilmistir. Buna karsilik, onerilen yontem %97,65’lik bir dogruluk
puanina ulasmaktadir. Onerilen yaklasimin kapsamli bir degerlendirmesini yapmak

icin sonuglar, Sekil 4.8’de gosterildigi gibi, sahadaki c¢esitli arastirmalarla

karsilastirilmistir.
100
50
BO
70
B0
50
40
30
20
10
0 & Katmanl 3 Katmanl Rastgele DropBlock Oinerilen
CMM Orman CMM Yéntem
mDogruluk 91,4 95,9 93,47 94,82 57,65
kKesinlik 66,1 58,9 724 87,49 53,89
EHassakijet B4 40,8 72,42 93,53 4,87
mFl £5,1 45,3 72,54 89,24 56,76

Sekil 4.8 Onerilen yontemde ve karsilastirilabilir yaklasimlarda ortalama dogruluk,
hassasiyet, kesinlik ve F1 puaninin karsilagtirmali analizi
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Degerlendirme Onerilen yaklasimin, dogruluk, kesinlik, hassasiyet ve F1 puam
Ol¢iimlerinin, kolon hastali§i goriintii simiflandirmasinda 6 Katmanli CNN, 3
Katmanli CNN, Rastgele Orman ve CNN DropBlock gibi yontemlerden daha iyi
performans gosterdigini 6ne siirmektedir. Onerilen yaklasim, kolon kanseri hastalig
veri kiimesi goriintiileri siniflandirmasinda sirasiyla %97,65; %93,89; %94,87 ve
%96,76 oranlarinda dogruluk, kesinlik, hassasiyet ve F1 puam degerleri
sergilemektedir. Degerlendirmeler, Onerilen yaklasimdan sonra 3 katmanli CNN
yonteminin gorintii siniflandirmasinda en yiikksek dogrulugu elde ettigini
gostermektedir. Dogruluk metrigi agisindan CNN 6Layer yaklasimi yaklasik %91,4
dogrulukla smiflandirmada en diisiik sonucu vermistir. Bunun aksine, Onerilen
yontem goriintli smiflandirmada en yiiksek dogruluk indeksine ulagmaktadir.
Hassasiyet indeksi agisindan 6nerilen yaklasim en iyi performansi saglarken, hemen
ardindan en biiyiik hassasiyet indeksine sahip CNN DropBlock yaklagim teknigi
gelmektedir.

CNN 3Layer teknigi, karsilastirilan yontemler arasinda en zayif hassasiyet indeksini
gostermektedir. Kargsilastirilan yontemler arasinda oOnerilen yaklasgim F1 puam
indeksinde en iyi performansi gosterirken, 3 Katmanli CNN yontemi bu indekste en

kotii performanst sergilemektedir.

Bu arastirmada hassasiyet, ozgillik, dogruluk, kesinlik, F1 puani ve ROC
diyagramlarint kapsayan cesitli degerlendirme kriterleri kullanilmistir. ROC
diyagrami Sekil 4.9°da gosterilmektedir.
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Sekil 4.9 AUC sayisal sonuglarimi iceren ROC diyagrami

Sekil 4.9’da goriildiigii gibi en iyi sonuglar FMO algoritmasina dayali GoogleNet
icin elde edilmistir. GoogleNet mimarisi, bir araya getirilmis birden fazla baglangic
modiiliinden olusur ve bunun sonucunda dikkate deger derinlik ve dogruluga sahip
bir ag ortaya ¢ikar. Ayrica, FMO algoritmasi tarafindan secilen Ozellikler ara
katmanlarda yardimci simiflandiricilar olarak gorev yapabilir, bdylece kaybolan

gradyan problemine ¢6ziim bulunabilir.

Bu calismanin avantaji su sekilde 6zetlenebilir:

Yiiksek Dogruluk:

Evrisimli Sinir Aginin (CNN) kullanimi, tibbi goriintiilerden karmasik 6zelliklerin
cikarilmasina olanak taniyarak kolon kanseri teshisinde yiiksek dogruluga katkida

bulunur.
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Balik¢1 Peygamber Devesi Optimizasyonu’nun entegrasyonu, optimizasyon siirecini
gelistirerek potansiyel olarak daha ince ayarli ve dogru bir modele ulagilmasini

saglar.

Otomatik Teshis:

Onerilen yaklasim, kolon kanseri teshisi icin otomatik bir ¢dziim sunarak manuel

muayeneye olan bagimlilig1 azaltir ve potansiyel olarak teshis siirecini hizlandirir.

Gelismis Goriintii Analizi:

CNN’ler goriintii tanimada basarilidir ve bu da onlar1 tibbi goriintiilerin analizi i¢in
¢ok uygun hale getirir. Bu durum, modelin kolon kanserine isaret eden karmasik

kaliplar1 ve yapilar1 6grenmesini saglar.

Dogadan Esinlenen Optimizasyon:

Balik¢t  Peygamber Devesi Optimizasyonu, potansiyel olarak geleneksel
optimizasyon teknikleriyle ilgili zorluklarin iistesinden gelen, biyolojik ilhamli bir
optimizasyon algoritmast sunar. Bu, yakinsamanin ve parametre ayarlarinin

tyilestirilmesini saglayabilir.

Zamaninda Miidahale:

Onerilen yaklagimin kolaylastirdig1 otomatik ve dogru teshis, zamaninda miidahale
ve tedaviye katkida bulunarak potansiyel olarak hasta sonuglarini ve prognozu

tyilestirebilir.

Bu calismanin dezavantajlar su sekilde 6zetlenebilir:
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Veri Bagimhihg:

CNN’lerin basaris1 genellikle biiyiik ve gesitli veri kiimelerine baghdir. Ogrenme igin
kullanilan veri kiimesi temsili degilse veya ¢esitlilikten yoksunsa, model

goriinmeyen verilere iyi bir sekilde genelleme yapmayabilir.

Hesaplama Yogunlugu:

Derin 6grenme modellerinin, 6zellikle de CNN’lerin 6gretimi, hesaplama agisindan
yogun ve zaman alic1 olabilir. Bu durum, 6zellikle sinirli hesaplama kabiliyetine

sahip kurumlar i¢in kaynak gereksinimleri agisindan zorluklar yaratabilir.

Karmasik Model Mimarisi:

CNN mimarisinin karmasikligi, modelin yorumlanmasinda ve agiklanabilirliginde
zorluklara yol agabilir. Modelin i¢ isleyisini anlamak, tibbi uygulamalarda giiven

kazanmak i¢in ¢ok 6nemli olabilir.

Optimizasyon Zorluklari:

Balik¢1 Peygamber Devesi Optimizasyonu, optimizasyona dogadan ilham alan bir
yaklasim getirirken, performans: hiperparametrelerin se¢imine duyarl olabilir. En

uygun konfiglirasyonu bulmak ek deneyler gerektirebilir.

Genelleme Sorunlari:

Modelin yeni, goriilmemis veriler {izerindeki performansi, gercek diinyaya
uygulanabilirligi agisindan ¢ok Onemlidir. Model, 6grenme verilerine gereginden
fazla uyuyorsa, cesitli veri kiimelerinde iyi performans gostermeyebilir ve genelleme

yeteneklerini siirlayabilir.

Ozetle, onerilen yaklasim cesitli avantajlar sunsa da veri bagimliliklari, hesaplama

yogunlugu, model karmasikligi ve etik hususlar gibi potansiyel zorluklarin ve
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siirlamalarin farkinda olmak, teshis sisteminin sorumlu bir sekilde gelistirilmesi ve

uygulanmasi i¢in 6nemlidir.
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5. SONUC VE GELECEK CALISMALAR

51  Sonug¢

Diinya ¢apinda kansere bagh 6liimlerin ti¢iincii 6nde gelen nedeni kolorektal kanserdir
(CRC). Baslangigta iyi huylu olan ancak daha sonra kotii huylu poliplere doniisebilen
adenomat6z polipler (adenom olarak da bilinir) CRC’ye neden olabilir. Polip aramak
icin yapilan rutin tarama su anda CRC’ye baglh 6liim oranini azaltmak i¢in Onerilen
yontemdir ve tercih edilen tarama yontemi kolonoskopidir. Bu tez, kolon kanseri
hastalig1 olan bolgeleri ortaya ¢ikarmak icin, sinir ag1 6grenimi gibi makine 6grenimi ile
insanlarda 6grenme ve 6gretimi birlestirmeyi amaglamaktadir. Onerilen yéntemde GOA
algoritmasi, Ogretme ve Ogrenme algoritmasi optimizasyonu ile verilen &zelligin
secilmesi i¢in Oncelikle GOA tekniginin dogrulugunu arttirir. Daha sonra hastaliktan
etkilenen alanlar sinir ag1 tabanli 6grenme ile ayristirilir. Bu tezde ayrica goriintiiniin
icerdigi bilgileri gelistirmek icin bilesen azaltma yontemi kullanilmistir. Onerilen
yontem ACO, PSO, GA ve GWO yontemleriyle karsilagtirllmigtir. En iyi performans,

SVM smiflandirma yontemine dayali olarak onerilen yontemden elde edilmistir.

Bu calismanin avantajlar1 su sekilde o6zetlenebilir; Yiiksek Dogruluk; Evrisimsel
sinir agmin (CNN) kullanilmasi, tibbi goriintiilerden karmasik 6zelliklerin ¢ikarilmasina
olanak tanir ve kolon kanseri teshisinde yiiksek dogruluga katkida bulunur. Fishier
Mantis Optimizer'in entegrasyonu, optimizasyon siirecini gelistirerek potansiyel olarak
daha ince ayarli ve dogru bir modele yol agar. Otomatik Teshis; Onerilen yaklasim,
kolon kanseri teshisi i¢in otomatik bir ¢oziim saglayarak manuel muayeneye olan
bagimlilig1 azaltir ve potansiyel olarak teshis siirecini hizlandirir. Gelismis Gortintii
Analizi; CNN'ler goriintii tanima gorevlerinde istiindliir ve bu da onlar tibbi
goriintiilerin analizi i¢in ¢ok uygun hale getirir. Bu, modelin kolon kanserini gosteren
karmagsik kaliplar1 ve yapilar1 6grenmesini saglar. Dogadan Esinlenen Optimizasyon;
Fishier Mantis Optimizer, geleneksel optimizasyon teknikleriyle iliskili zorluklarin
potansiyel olarak tistesinden gelen, biyo-ilhamli bir optimizasyon algoritmasi sunar. Bu,
yakinsamanin ve parametre ayarlamanin iyilestirilmesine yol acabilir. Zamaninda

Miidahale; Onerilen yaklasimin kolaylastirdigi otomatik ve dogru teshis, zamaninda
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midahale ve tedaviye katkida bulunarak potansiyel olarak hasta sonuclarmi ve

prognozu iyilestirebilir.

Bu calismanin dezavantajlar1 su sekilde o6zetlenebilir; Veri Bagimliligi; CNN'lerin
basaris1 genellikle biiyiik ve ¢esitli veri kiimelerine baghdir. Egitim i¢in kullanilan veri
seti temsili degilse veya cesitlilikten yoksunsa, model goriinmeyen verilere iyi bir
sekilde genelleme yapmayabilir. Hesaplama Yogunlugu; Derin 6grenme modellerinin,
Ozellikle de CNN'lerin egitimi, hesaplama agisindan yogun ve zaman alici olabilir. Bu,
Ozellikle smirli hesaplama kapasitesine sahip kurumlar i¢in kaynak gereksinimleri
acisindan zorluklar yaratabilir. Karmasik Model Mimarisi; CNN mimarisinin
karmagikligi, modelin yorumlanmasinda ve agiklanabilirliginde zorluklara yol acabilir.
Modelin i¢ isleyisini anlamak, tibbi uygulamalarda giiven kazanmak acisindan ¢ok
onemli olabilir. Optimizasyon Zorluklari; Fishier Mantis Optimizer, optimizasyona
dogadan ilham alan bir yaklagim getirirken performansi hiperparametrelerin se¢imine
duyarli1 olabilir. En uygun konfiglirasyonu bulmak ek deneyler gerektirebilir.
Genellestirme Sorunlari; Modelin yeni, goriilmemis veriler ilizerindeki performansi,
gercek diinyaya uygulanabilirligi agisindan c¢ok 6nemlidir. Model, egitim verilerine
gereginden fazla uyuyorsa, ¢esitli veri kiimelerinde 1yi performans gostermeyebilir ve
genelleme yeteneklerini sinirlayabilir. Ozetle, onerilen yaklasim ¢esitli avantajlar
sunarken, teshisin sorumlu bir sekilde gelistirilmesini ve uygulanmasini saglamak icin
veri bagimliliklari, hesaplama yogunlugu, model karmagsiklig1 ve etik hususlar gibi
potansiyel zorluklar ve smirlamalarin farkinda olmak onemlidir. Bu ¢alisma, CNN
tabanli kolon kanseri tanisi i¢in umut verici sonuglar verirken, modelin saglamligini ve
klinik uygulanabilirligini daha da gelistirmek icin ¢esitli yollar mevcuttur. Gelecekteki
caligmalarda, Ozellikle egitim verilerinde siklikla yeterince temsil edilmeyen nadir
patolojileri kapsayan c¢esitli ve temsili veri kiimelerinin toplanmasma Oncelik
verilmelidir. Ayrica, model budama veya dagitilmis hesaplama cerceveleri gibi gelismis
hesaplamali optimizasyon tekniklerinin aragtirilmasi, hesaplama yogunlugunun getirdigi
siirlamalar giderebilir. Son olarak, harici veri kiimeleri lizerinde ve gergek diinyadaki
klinik ortamlarda siki dogrulama yapilmasi ¢ok 6nemlidir. Bu dogrulama agsamasinda
klinisyenler ve alan uzmanlariyla is birligi yapmak, modelin yorumlana bilirligini
saglamak, etik hususlar1 ele almak ve sonucta yapay zeka destekli teshis araglarina

giiven olusturmak icin ¢ok 6nemli olacaktir.
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Kolon kanseri, etkili tedavi sonuglari i¢in zamaninda ve kesin teshis gerektiren, halk
sagligl i¢in Onemli bir tehdit olusturmaktadir. Bu calisma, kolon kanserinin
siniflandirilmasini otomatiklestirmek ic¢in evrisimli sinir aglarimi (CNN'ler) Fishier
Mantis Optimizer (FMO) ile birlestiren yeni bir yaklasim sunmaktadir. Derin
ogrenme tekniklerinden, Ozellikle de CNN'lerden yararlanmak, tibbi goriintiileme
verilerinden karmasik 6zelliklerin ¢ikarilmasini saglar, bdylece saglam ve etkili bir
teshis modelinin gelistirilmesini  kolaylastirir. Mantis karideslerinin avlanma
davranigindan ilham alan FMO algoritmasi, CNN parametrelerine ince ayar yaparak
model yakinsama hizin1 ve genel performansi artirir. Bu hibrit metodoloji hem derin
O0grenmenin hem de dogadan ilham alan optimizasyonun giicli yoOnlerinden
yararlanmay1, boylece kolon kanseri teshisinin dogrulugunu ve etkinligini artirmay1
amaghyor. Kapsamli bir kolon kanseri goriintii veri seti iizerinde gerceklestirilen
deneysel dogrulama, oOnerilen yontemin geleneksel teshis yaklagimlarina gore

istiinliigiinii ortaya koymaktadir.

CNN-FMO modeli, kanserli ve kanserli olmayan kolon dokular1 arasinda ayrim
yapmada olaganiistii hassasiyet, dzgiilliik ve genel dogruluk sergiler. Ozellikle FMO
tabanl 6zellik secimi, Genetik Algoritmalar ve benzetilmis tavlama gibi geleneksel
yontemlerden daha iyi performans gostererek duyarlilik, 6zgilliik, dogruluk ve F1
puan1 dahil olmak iizere iistiin performans Slgiimleri saglar. Ayrica, yerlesik veri 6n
isleme tekniklerinin FMO tabanli 6zellik se¢cimi ve CNN egitimi ile kusursuz
entegrasyonu, histopatolojik goriintiilerden kritik 6zelliklerin ¢ikarilmasini gelistirir.
Bu entegrasyon, modelin yalnizca kanserli ve kanserli olmayan 6rnekler arasinda
ayrim yapma yetenegini gelistirmekle kalmiyor, ayn1 zamanda yorumlanabilirligi de
artirtyor. FMO ile egitim sirasinda CNN agirliklariin yinelemeli optimizasyonu,
kolon kanseri i¢in daha hassas ayarlanmis ve dogru bir teshis modeline katkida
bulunur. Ozellik bolluguyla ilgili zorluklar1 ele alan FMO algoritmalarinin dahil
edilmesi hem model performansini hem de yorumlanabilirligi artirir. Genel olarak
Onerilen yontem, kolon kanserinin erken tespitini ve teshisini artirma, bdylece
zamaninda miidahaleyi kolaylastirma ve hasta prognozunu iyilestirme konusunda
onemli bir potansiyel ortaya koymaktadir. Derin 6grenmeyi dogadan ilham alan
optimizasyonla  birlestiren bu c¢alisma, saghk hizmetleri  sonuglarinin

tyilestirilmesinde yenilik¢i yaklagimlarin vaadinin altini ¢iziyor.
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52  Gelecek Calismalar

Gelecekteki calismalarda, Grasshopper Optimizasyon Algoritmas: (GOA) ile birlikte
evrisimli sinir aglar1 (CNN'ler) kullanilarak kolon kanseri teshisinin dogrulugunu ve
verimliligini artirmak igin ¢esitli iyilestirmeler arastirilabilir. Potansiyel yonlerden biri,
farkli CNN mimarilerini denemek veya biiylik tibbi goriintiileme veri kiimelerinde ince
ayar yapilmig Onceden egitilmis modellerden yararlanmak i¢in transfer Ggrenme
tekniklerini entegre etmektir. Ek olarak hem CNN hem de GOA'nin
hiperparametrelerinin Bayes optimizasyonu veya genetik algoritmalar gibi ileri teknikler
yoluyla optimize edilmesi, model performansini daha da artirabilir. Kesif i¢in bagka bir
yol, daha kapsamli bir teshis arac1 olusturmak i¢in goriintiileme verilerinin genetik veya
histopatolojik bilgilerle birlestirilmesi gibi ¢ok modlu verilerin dahil edilmesidir. Son
olarak, modeli ger¢ek diinyadaki klinik ortamlarda uygulamak ve farkli hasta
popiilasyonlarindaki etkinligini degerlendirmek, genellestirilebilirligi ve pratik
uygulanabilirligi konusunda degerli bilgiler saglayabilir. Ayrica, evrisimli sinir ag1
yonteminin uygulanmasi i¢in bir cithaz gelistirilebilir. Bu modeleme ile diger kanser

timorlerinin yerlerini optimum diizeyde belirlemek i¢in uygulanabilir.
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