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Yenilenemez enerji kaynaklarinin ¢evreye ve ekolojiye verdigi zararlar, yenilenebilir enerji
kaynaklarina olan ilginin artmasina neden olmaktadir. Fotovoltaik (FV) enerji tiretimi, temiz
ve surdurulebilir enerji Gretimi icin mikemmel enerji alternatiflerinden biridir. FV paneller
tizerindeki kar, toz, kus pisligi, mekaniksel hasar, fiziksel hasar ve golgelenme gibi etkenler
enerji Uretimindeki verimi azaltmaktadir ve bu ylizden panel bakimi diizenli olarak
yapilmalidir. Bakimlar manuel olarak yapildiginda hatalar olmakta ve uzun zaman almaktadir.
Bu nedenle giines paneli kusurlari son zamanlarda gelistirilen goriintii isleme ve derin 6grenme

algoritmalar1 kullanilarak tespit edilebilmektedir.

Bu calismada, derin 68renme teknigi kullanilarak giines panelleri lizerinde hasar tespiti
smiflandirmast yapilmistir. Calisma iki asamadan olusmaktadir. ilk asama, &n isleme
asamasidir ve bu asamada veri setinin yetersiz olmasi nedeniyle veri seti gortintlyu dondirme,
gordntiinin simetrigini alma ve gorlntiiye giiriiltii ekleme gibi veri ¢ogaltma teknikleri

kullanilarak arttirilmistir. Ikinci asama olan egitim asamasinda ise ¢ogaltilan veri seti nerilen



OZET (devam ediyor)

derin 6grenme modeliyle egitilmistir. Ayrica veri seti dnceden egitilmis VGG-19, InceptionV3
ve Resnet101 modelleriyle de egitilmis ve sonuglar dnerilen modelle karsilastirilmigtir. Egitim
sonucunda Onerilen modelin 7 farkli kusurun siniflandirilmasinda %97,19 basariyla

siniflandirma yapabildigi gézlenmistir.

Anahtar Kelimeler: Evrisimli sinir aglari, derin 6grenme, giines panelleri, fotovoltaik, veri

¢ogaltma, siniflandirma.

Bilim Kodu: 608.05.00, 608.05.02
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The damage caused by non-renewable energy sources to the environment and ecology causes
an increase in interest in renewable energy sources. Photovoltaic (PV) energy production is one
of the excellent energy alternatives for clean and sustainable energy production. Factors such
as snow, dust, bird droppings, mechanical damage, physical damage and shading on PV panels
reduce the efficiency in energy production, and therefore panel maintenance should be done
regularly. When maintenance is done manually, errors occur and it takes a long time. Therefore,
solar panel defects can be detected using recently developed image processing and deep

learning algorithms.

In this study, damage detection classification was made on solar panels using the deep learning
technique. The study consists of two stages. The first stage is the pre-processing stage, and at
this stage, due to insufficient data set, it is increased by using data augmentation techniques
such as rotating the image, taking the symmetry of the image and adding noise to the image. In
the second stage, the training stage, the replicated data set was trained with the proposed deep

learning model. In addition, the dataset was trained with pre-trained VGG-19, InceptionVV3 and
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Resnet101 models and the results were compared with the proposed model. As a result of the
training, it was observed that the proposed model was able to classify 7 different defects with a

success rate of 97,19%.

Keywords: Convolutional neural networks, deep learning, solar panels, Photovoltaic, data

augmentation, classification.

Science Code: 608.05.00, 608.05.02
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BOLUM 1

GIRIS

Yenilenemez enerji kaynaklarinin tiikenmesi ve ¢evreye verdikleri zarar, basta giines enerjisi
olmak {iizere yenilenebilir enerji kaynaklarina olan ilginin artmasimna neden olmustur.
Uluslararas1 Enerji Ajanst (UEA), 2030 ve 2040 yilina kadar diinyanin elektrik {iretiminde
yenilenebilir enerji oraninin sirastyla %30 ve %50'ye ulagabilecegini, FV giiciiniin ise bu payin
%10 ve %20'sini olusturacagini dngdrmektedir [1]. FV teknolojisi son yillarda hizli bir sekilde
biliylimiistiir. 2008'den 2011'e kadar yalnizca Kanada'da giines FV elektrigi kurulu kapasitesi
yillik yaklasik %150 artig gostererek 2011'de 495 Megawatt 'a ulasmistir [2]. FV sistemler
genellikle giines enerjisi iiretimi saglar. FV sistemlerinin ucuz kurulum maliyetleri, glivenli

enerji Uretimi, sessiz ¢alismasi ve gevre dostu olmasi gibi faydalari da dikkat gekmektedir [3,4].

Son yillarda FV sistemlerine olan ilginin artmasi FV {ireticilerinin sayisinda artiga yol agmustir.
Bu nedenle FV gii¢ iireten sistemlerin dayanikliliginin iiretici tarafindan garanti edilmesi
gerekmektedir. Her ne kadar fiiretici 25 yil sonra FV sisteminin ¢ikis giicliniin %80'ini
Maksimum Gii¢ Noktasinda (MGN) garanti etse de FV sisteminin ¢ikis performansi zamanla
kademeli olarak diismektedir [5]. FV sistemlerdeki verim disiisii bozulmalara ve cevresel
etkenlere baglidir. Tozlanma, karlanma, kus pisligi, gélgelenme, mekaniksel ve fiziksel hasarlar
gibi etkenler panellerin performansini ciddi 6l¢iide olumsuz etkilemektedir ve bu ylizden panel
bakimlar1 diizenli olarak yaptirilmalidir. Panel kusurunu insan g6ziyle saptamak hatalara neden
olabildigi gibi zaman ve maliyet agisindan da kayiplara yol agmaktadir. Bu sorunlarin
giderilebilmesi i¢in glinlimiizde kullanimi giderek artan derin §grenme ve goriintli isleme

teknolojileri 6nerilmektedir.

Giines panelleri iizerindeki kusurlari saptama ve siniflandirma konusunda calismalar FV
modiillerin verimliligi i¢in biiyilk 6nem tasimaktadir. Son yillarda FV panel arizalariin

anomalilerini siniflandirmak i¢in ¢esitli ¢aligmalar yapilmistir.



Korkmaz ve Acikgdz FV paneller iizerindeki anormallikleri tespit edebilmek ve siniflandirmak
icin onerdikleri yontemi transfer 6grenme stratejisine bagli ¢ok 6lgekli bir Evrisimli Sinir Ag1
(ESA) olarak tasarlamislardir. Veri kiimesindeki dengesiz sinif dagilimi sorununu ¢6zmek igin
veri biiylitme ve asirt Ornekleme teknigi kullanarak ag performansini arttirmiglardir.
Calismalarinda 11 farkli FV panel kusuru (¢atlama, sicak nokta gibi) kullanarak 11 anormali
tirini  smiflandirmada  %93,51 dogruluk elde etmislerdir. Elde edilen sonuglarin FV

panellerdeki kusurlar1 bulmak ve siniflandirmak i¢in yeterli oldugu gézlenmistir [6].

Espinosa ve arkadaglari yaptiklari ¢alismalarda, FV kusurlari tespit etmek i¢in anlamsal
bolimlendirme ve goriintileri siniflandirmak i¢in ESA’ lari kullanan otomatik hata
siiflandirma yontemi 6nermektedir. Bu ¢alisma kusurlu ve kusursuz tanimlanan 2 ¢ikis sinifi
ve kolayca tespit edilemeyen ariza, ¢atlak, golge ve toz yok seklinde 4 ¢ikis sinifi icin deneysel
sonuglar1 gostermektedir. Onerilen yontemle 2 ¢ikis sinifi i¢in %75 ve 4 sinif igin %70 dogruluk

oranina ulasilmistir [7].

Kayc1 ve arkadaslar1 ¢alismalarinda giines panellerinden termal kamera yerlestirilmis dronla
elde edilen termal goriintiileri hiicre, modiil ve panel arizalarnin tespitinde kullanmislardir.
Edinilen gorintiler ile modul kusuru, hicre kusuru ve panel kusuru iceren veri seti
hazirlanmistir. Veri seti YOLOV3 derin 6grenme tabanli Yapay Sinir Agiyla (YSA) egitilmistir.

Egitim sonucunda panel arizalar1 %95 basariyla siniflandirilmustir. [8].

Pierdicca ve arkadaslari ¢alismalarinda, FV hiicresi bozulmasini tahmin etmek igin Derin
Evrisimli Sinir Aglari (DESA) kullanmaya yonelik yeni bir yontem Onermislerdir. Bu
arastirmada ilk kez termal kizilotesi sensore sahip bir drondan alinan bilgiler kullanilmigtir.
Bozulma sorununu gostermek ve bu g¢alismada Onerilen ¢oziimii kapsamli bir sekilde
degerlendirmek igin, toplanan FV goriintiiler veri kiimesi iizerinde deneyler yapilmistir.

Egitilen agin basar1 oran1 %70 olarak bulunmustur [9].

Li ve arkadaslar tarafindan yapilan ¢alismada biiyiik boyutlu FV paneli alanlarinin denetimi
sirasinda panellerin durumunu goézlemleyebilmek igin derin 6grenme tabanli kusur tespiti
kullanan bir yontem olusturulmustur. Olusturulan bu sistemde kullanilan derin 6grenme teknigi
ESA tabanli bir yapidir. Calisma sonucunda toz, kapsiilleme, delaminasyon, 1zgara hatti

asinmasi, salyangoz izleri ve sararma hatalari tespit edilmis ve ortalama %97,9 dogruluk orani



elde edilmistir. Onerilen yontemin Visual Geometry Group (VGG)-16 ve geleneksel

yontemlerden daha basarili oldugu gézlenmistir [10].

Wei ve arkadaslari tarafindan giines panellerinde sicak nokta ve yansitict bolge arizalarinin
teshis edilebilmesi i¢in iki yaklasim onerilmistir. Sicak noktalarin algilanmasi i¢in Hough ¢izgi
doniisiimiinii ve Canny operatoriinii, reflektor arizalarinin tespit edilmesinde ise derin 6grenme
yontemini kullanmiglardir. Calisma sonucunda geleneksel goriintii isleme ve daha hizli bolge
tabanli evrisimli sinir aglar1 basar1 oranlari sirasiyla %89,96 ve %95,15 olarak elde edilmistir

[11].

Herraiz ve arkadaslar1 ¢alismalarinda, giines panellerindeki kusurlar1 bulmak i¢in insansiz hava
aracina monte edilen termografik kameradan yararlanan yeni bir teknik 6nermisglerdir. Yapilan
calismada sicak noktalarin tespit edilmesinde ve yeniden konumlandirilmasinda
kullanilabilecek panellerin yerinin tespit edilmesi amaciyla yeni bir yontem sunulmustur. iki
yeni bolge tabanli ESA’nin birlestirilmesiyle gii¢lii bir tespit cercevesi gelistirmislerdir.
Otomatik veri toplama ve isleme, denetim sirasinda kusurlarin tespit edilmesini saglamaktadir.
Elde edilen sonuglar, yaklagimin %91,67 hassasiyetle ve %99,02'den fazla dogrulukla giines
takip cihazlarinin ve goreceli sicak bolgelerinin otomatik lokalizasyonu i¢in uygun oldugunu

gostermektedir [12].

Venkatesh ve arkadaslar1 insansiz Hava Araglarindan (IHA) elde edilen hava gériintiilerinin
yardimiyla derin 6grenmeye dayali FV modiillerdeki ariza tespitini sunmaktadir. Veri setlerini
VGG16 ile egitmisler ve yanik izleri, delaminasyon, renk bozulmasi, fiziksel hasar, saglam ve
salyangoz izi gibi kusurlar1 siniflandirmada basarili oldugu gozlenmistir. Sonuglar, modelin
tim FV kusurlarint smiflandirmada %95,40 gibi yiiksek bir siniflandirma dogruluguna
ulastigin1 gostermektedir [13].

Xie ve arkadaglari FV kizilotesi hedef anomali tespit sistemi Onermektedir. FV panel
kusurlarmin THA tarafindan tespitinin dogrulugunu arttirmak igin Sobel ve Canny
operatorlerini birlestirdiler. Yatay ve dikey 6zellikleri ¢ikarmak i¢in Sobel operatdriinii, dikey
ve yatay kenar Ozelliklerini hesaplamak ve doldurmak i¢in Canny operatorii kullandilar. Es
zamanli olarak goriintiinlin ayirt edici 6zelliklerini 6grenmek i¢in algoritmaya derin 6grenme
uygulanmistir. Calismalar sonucunda model %90,91 oraninda siniflandirma basaris1 elde

etmistir [14].



Diaz ve arkadaslar1 IHA {izerine monte edilmis termal kamerayla FV’ler igin otomatik bir kusur
tespit yontemi dnermektedir. Giines paneli arizalarinin tespitinde klasik ve derin 6grenmeye
dayali iki yontem kullanilmaktadir. Oncelikle, baz1 6n isleme teknikleri kullanilarak termal
gorilintiiniin diisiik kontrastini diizeltilir. Daha sonra, kenar algilama, segmentasyon ve segment
smiflandirmasi uygulanir. Ikinci ydntem, ii¢ farkl1 6n isleme islemine tabi tutulmus goriintiilerle
egitilmis derin 6grenmeye dayanmaktadir. Ik yéntem sonucu %98,3, ikinci yéntem sonucu

%98.9 dogruluga ulasilmistir [15].

Akram ve arkadaslar1 izole edilmis derin 6grenme ve model gelistirme-transfer derin 6grenme
teknikleriyle kizilotesi goriintiilerdeki FV modiil kusurlarinin otomatik olarak tespit edilmesi
uzerine calismislardir. Veri setleri normal ¢alisan ve arizali modiillerin kizil6tesi goriintiilerini
icermektedir. Baslangicta transfer O6grenimi i¢in FV hiicrelerin Elektroliminesans (EL)
goriintiilerinden olusan bir veri kiimesi olusturmuslar ve ardindan kizilGtesi goriintulerden
olusan bir veri kiimesi kullanmiglardir. Onerilen yaklasimla ortalama %99,23'liik bir dogruluk

elde edilmistir [16].

Kurukuru ve arkadaslar1 termografi ve makine Ogrenimi tabanli FV modilii ariza
siiflandirmasi iizerine calismiglardir. Hasar gormiis panellerden alinan ¢esitli termal
goriintiilerin 6zelliklerini, doku 06zelligi analizinin degistirilmis bir versiyonu kullanilarak
incelemislerdir. Kusur siniflandiricisini olusturulmak i¢in, alman 06zellikler bir YSA
siniflandiricist kullanilarak egitilmistir. Olusturulan yontem %93,4 egitim verimliligi ve %91,7

test verimliligi gostermistir [17].

Zaki ve arkadaslari derin 6grenme tabanli FV sistem igin hata siniflandirma g¢aligmasi
yapmuslardir. Yaptiklar1 ¢calismada oncelikle FV modelin en uygun bes 6zelligini ¢ikarmak i¢in
bir algoritma Onermisler ve bunun Matrix Laboratory (MATLAB) similasyon modeline
yardimet1 olacagini diisiinmiislerdir. ikinci olarak, derin grenme kullanilarak FV sistemlerdeki
hatalarin  smiflandirilmasina  yonelik yeni bir yaklagim saglamislardir. Bu yontem,
bilgisayardaki performansi ve siniflandirma dogrulugunu artiran otomatik 6zellik c¢ikarma
Ozelligine sahiptir. Son olarak, kullanilan ESA modelinin teorik ve pratik dogrulamasi igin
cesitli atmosferik kosullara dayali olarak normal ve alt1 ariza drnegi segmislerdir. Onerilen ESA
modeli, egitim ve test siireclerinde simiilasyon testlerinde sirasiyla %98,3 ve %98,9, deneysel

testlerde ise %96,76 ve %97,41 civarinda ortalama siniflandirma dogrulugu elde etmistir [18].



Deitsch ve arkadaslar1 EL goriintiilerinde arizali FV  modal hicrelerinin - otomatik
siiflandirilmasi adli calismalarinda FV hiicrelerdeki sorunlari tespit edebilmek adina 2 farkli
yaklasim ortaya sunmuslardir. Yaklagimlar donanim gereksinimleri nedeniyle farklilik
gostermektedir. Donanim agisindan verimli olan Destek Vektor Makinesinde (DVM)
siiflandirilmaya dayanmaktadir. Daha fazla donanim isteyen yontem ise ESA’y1 kullanmaktir.
Her iki yaklasimda 1968 farkli hiicre lizerinde egitilmistir. ESA basar1 oran1 %88,42 ve DVM
basar1 oran1 %82,44tiir [19].

Tang ve arkadaglar1 EL goriintiileri kullanilarak FV modiiliin derin 6grenme tabanli otomatik
kusur tespiti isimli ¢aligmalarinda 2 farkli adimla EL goriintiilerini derin 6grenmeye dayali
kusur tespitini sunmuglardir. Birinci adim kisith sayidaki EL goriintiiyli yiiksek kalitede
arttirmak, ikinci adim elde edilen goriintiiler ile otomatik siniflandirma yapan bir model ortaya
koymaktir. EL goriintii olusturma yontemi, Cekismeli Uretici Ag (CUA) ozelliklerini
geleneksel goriintii isleme teknolojileriyle birlestirmektedir. EL goriintiilerinden derin 6zelligi
cikarmak i¢in ESA kullanilmaktadir. Onerilen model diger ¢dziimlerle karsilastirildiginda, FV
modiilii denetiminin dogrulugunu ve verimliligini énemli 6lciide artirabilir. Onerilen model

%83’liik basar1 oranina sahiptir [20].

Giines panellerindeki hasarlarin tespiti igin son dénemde birgok ¢alisma yapilmistir, ancak
yapilan ¢aligmalardaki yaklagimlarin higbiri yliksek dogrulukta ¢ok smifli hasarlar1 kisa bir
stirede siniflandiramamaktadir. Gilines panelleri iizerindeki hasarlarin erken tespiti ve miidahale

edilmesi veriminin artmasi i¢in ¢ok dnemlidir.

Bu tez ¢alismasi ile glines panelleri lizerindeki hasarlarin hizli ve otomatik bir sekilde tespit
edilebilmesi amaciyla goriintii isleme ve derin Ogrenme tabanli ariza tespit yontemi
onerilmistir. Onerilen islem 2 asamadan olusmaktadir. Bu asamalar 6n islem ve ESA tabanli

olusturulan derin 6grenme mimarisiyle siniflandirmasidir.

Bu tez kapsaminda farkli iklim sartlarinda ¢ekilmis gortintiiler, modelin daha iyi performans
vermesi ve veri setinin yetersiz olmasi nedeniyle veri arttirma teknikleri ile (simetrisini alma,
gOriintliyli belirli agilarla dondiirme, giiriiltii ekleme) arttirilmistir. Siniflandirma asamasinin
temel hedefinde ise arttirilmis olan veri setinin ESA tabanli olusturulan derin 6grenme

mimarisiyle modelin yiiksek dogrulukta 7 sinifi egitebilmesidir. Ayrica 6nerilen model daha



Once yapilan c¢alismalarda kullanilan ESA tabanli 6nceden egitilmis derin 6grenme

mimarileriyle de karsilastirilmistir.



BOLUM 2

GUNES ENERJIiSI VE GUNES PANELLERI

Bu boliim giines enerjisinin 6nemi, giines panellerinin dnemi, yapisi, ¢alisma mantigi, tiirleri,

avantaj ve dezavantajlar1 ve glines panellerinde olusabilecek hasarlar1 igermektedir.
2.1 GUNES ENERJISI

Kiiresel sorunlara ¢6ziim olabilecek en dnemli yenilenebilir enerji kaynaklarindan biri giines
enerjisidir. Giines enerjisi temiz ve ¢evreci bir enerji kaynagi oldugundan dolay: fosil enerji
kaynaklarina gére daha ¢ok avantajlidir [21]. Giinesten bir dakika icerisinde diinyaya ulasan
enerji, bir yil igerisinde tiiketilen enerjiye esittir [22]. Dort Gnemli alanda (elektrik tiretimi, sicak
su iiretimi, kirsal enerji tedarigi ve arag¢ yakiti) yenilenebilir kaynaklar geleneksel yakitlarin
yerini alabilir [23]. Termal toplayicilar ve FV hiicreler, giines enerjisinin dogrudan 1s1 ve
elektrige doniistiiriilmesine olanak tanir [24]. Sekil 2.1° de yakin gecmiste ve gelecekte giines

enerjisi kullaniminin evrimi gortilmektedir
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Sekil 2.1 Yakin ge¢cmiste ve gelecekte giines enerjisi kullaniminin evrimi [25]



2.2 GUNES PANELLERI

Giines panelleri glines enerjisini elektrik enerjisine geviren sistemlerdir. Hiicreler, genellikle
FV paneller olarak bilinen giines panellerini olusturur. Yaygin olarak giines pili olarak
adlandirilan FV hiicre, yar iletken diyota benzer sekilde calisarak giines 15181 elektrik

enerjisine doniistiiriir.

FV panellerin ¢ikis1t Dogru Akim (DA) olarak kabul edilir. DA ile ¢alisan yiiklerin dogrudan
beslenmesi miimkiindiir. Giin boyunca giines radyasyonunun yogunlugu periyodik olarak
degisir. Mevsimsel durumlarda da oldukca etkilidir. Bu nedenle {iretilen gii¢ miktar1 yeterli
olamayabilir veya gereginden fazla olabilir. Piller ekstra elektrik enerjisini depolamak i¢in
kullanilabilir. Giines panellerinin tirettigi elektrik enerjisi miktar1 gerekenden az ise akiilerdeki
enerji boslugu doldurmak i¢in kullanilir. Alternatif Akim (AA) tarafindan desteklenen bir yiik
beslendiginde DA' y1 AA'ya doniistiirmek i¢in bir invertdr kullanilir [26]. Sekil 2.2°de FV

sistemin ¢aligma yapisi goriilmektedir.
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Sekil 2.2 FV sistemin ¢aligma yapis1



2.3 GUNES PANELI SISTEMIi ELEMANLARI

Giines paneli sistemleri; giines panelleri, doniistiiriicii, solar sarj kontrol cihazi ve akiiden

olusur.

2.3.1 Giines Panelleri

Bunlar bir FV sisteminin en taninabilir bilesenleridir. Giines panelleri, giines 1s181n1 yakalayan

ve onu FV etki yoluyla DA’a doniistiiren bir¢ok giines hiicresinden olusur.

2.3.2 Doniistiiriici

Cogu evde ve igyerinde kullanilan AA giicliniin, bir invertor kullanilarak giines panellerinin

iirettigi DA elektriginden doniistiiriilmesi gerekir. Bu doniisiim invertorler araciligiyla yapilir.

2.3.3 Solar Sarj Kontrol Cihaz

Giines enerjisi sarj kontrolorli, bulutlu giinlerde veya gece kullanim icin ekstra enerji
depolamak iizere sebekeden bagimsiz FV sistemlerde akiilerin sarj edilmesini ve bosaltilmasini

kontrol eder.

2.3.4 Akl

Sebekeden bagimsiz veya hibrit FV sistemlerde, giinesli gunlerde Uretilen ekstra enerjiyi daha
sonra kullanmak tizere depolamak i¢in akii kullanilir. Giinesin olmadig1 durumlarda bu elektrik

saglar.

2.4 FV HUCRELERIN YAPISI VE CALISMA PRENSIBI

Genellikle giines pilleri olarak bilinen FV hiicreler, giines panellerinin ve giines 15181n1 enerjiye

doniistiiren cihazlarin temel yapr taslaridir.



2.4.1 FV Hiicrelerin Yapisi

Yar1 iletken Malzemeler: FV hiicreler yari iletken malzemeden yapilir. Silikon, FV hiicreler

i¢in en sik kullanilan malzemedir ve farkl: tiirlerde olabilir:

-n-tipi Silikon: Bu tip silikonda fazla miktarda serbest elektron bulunur.

-p tipi Silikon: Bu tip silikonda "delikler" veya elektronlarin eksik oldugu yerler bulunur.

p-n Baglantisi: p-n baglantis1 bir FV hiicrenin kalbidir. n-tipi ve p-tipi silikon alanlarin
birlesimidir. Hiicrenin aktivitesi igin gereklidir ve dahili elektrik alaninin olusumunda 6nemli

bir rol oynar.

Metal Kontaklar: Hiicrenin 6n ve arka yiizeylerine ince metal kontaklar yerlestirilmistir. Bu
baglantilar, foton emilimi sayesinde Uretilen elektronlarin toplanmasina ve elektron akisi igin

harici bir elektrik devresinin olugsmasina yardimet olur.

Yansitict Olmayan Kaplama: Giines 1518inin yansimasini azaltmak ve 1s1k emilimini artirmak
icin hiicrenin 6n ylizeyine siklikla ince bir yansima 6nleyici kaplama eklenir. Sekil 2.3’te FV

sistemin yapis1 goriilmektedir.
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Sekil 2.3 FV hiicrenin basit yapis1 [27]
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2.4.2 FV Hiicrelerin Calisma Prensibi

Giines 1s181ndan gelen fotonlar bir FV hiicrenin yiizeyine ulastiginda, bunlarin bir kismi yari
iletken malzeme tarafindan emilir. Her foton, kendi dalga boyuna bagli enerjiyi igerir. Emilen
fotonlardan gelen enerji, yar1 iletken malzemedeki elektronlari uyararak onlarin normal atomik
konumlarindan kagmalarini saglar. Bu, bir elektronun enerji kazandig1 ve geride pozitif yiiklii
bir delik birakildig1 elektron-delik ciftleri Gretir. Hicre icinde p-n baglantisinin bir sonucu
olarak bir i¢ elektrik alani olusur. Bu elektrik alani elektronlar1 ve delikleri ayirir. Elektronlar
n-tipi alana, delikler ise p-tipi bolgeye cekilir. Yiik ayriminin bir sonucu olarak hiicre boyunca
bir voltaj farki (elektrik potansiyeli) yaratilir. Hiicreye metal kontaklar araciligiyla harici bir
elektrik devresi baglandiginda, elektronlar devre boyunca n-tipi taraftan p-tipi tarafa dogru
akmaya itilir ve bu da bir elektrik akiminin olugsmasina neden olur. Elektrikli ekipmanlara gii¢
saglamak, pilleri sarj etmek ve invertorler araciligiyla elektrik sebekesine besleme dahil olmak
Uzere ¢esitli amaglarla kullanilabilir. Hiicreye ne kadar ¢ok gilines 15181 ¢arparsa, o kadar ¢ok
elektron deligi cifti olusur ve bu da giic c¢ikisinin artmasma neden olur. Sekil 2.4’te FV

hiicrelerin ¢alisma prensibi gorilmektedir.
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Sekil 2.4 FV hiicrelerin ¢alisma prensibi [28]

11



2.5 FV HUCRE, MODUL VE DIZi

FV sistemlerde 3 gesit hiicre tipi vardir. Bunlar FV hiicre, FV modul ve FV dizi ’dir.

2.5.1 FV Hucre

FV hiicreler giines 151811 elektrige doniistiirmekten sorumlu temel bilesenlerdir. Her modiil
icerisinde seri olarak baglanarak toplu olarak gii¢ iretmelerine olanak tanirlar. Her pil normalde
0,5-0,6 volt dretir.

2.5.2 FV Modul

Gerilimi ve akim tiretimini artirmak i¢in birden fazla giines pili seri ve bazen de paralel olarak
baglanir. Catilara yerlestirilen veya gilines panellerine entegre edilen en tipik bilesenler
moddllerdir.

2.5.3 FV Dizi

FV modillerin birlestirilmesiyle bir dizi olusturulur. Diziler gerekli sistem voltaj1 ve akim

seviyelerine ulasacak sekilde tasarlanabilir. Binalarin iizerine kurulurlar ve alan i¢in en fazla

glines 151811 toplayacak sekilde agilidirlar. Sekil 2.5° te sirastyla FV Hucre, Modil ve Dizi

//

Sekil 2.5 FV Hicre, Modil ve Dizi [29]

gorulmektedir.
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2.6 GUNES PANELi TURLERI

FV hiicrenin birincil rolii, giines enerjisini saf 151k bi¢iminde kabul etmek ve onu, FV etki olarak

bilinen bir doniisiim siireci yoluyla elektrige doniistiirmektir [30].

FV hiicrelerinin iiretiminde ¢esitli teknolojiler kullanilmistir. Bu hiicrelerin yapisal bileseninde,
poli ve monokristalin silikon teknolojileri gibi, fotoelektrik doniisiim verimleri degisen ¢esitli

malzemeler kullanilmaktadir.
2.6.1 Kristal Silikon Giines Panelleri

Onlarca yildir silikonun (Si) kristal diizenlemeleri onu kullanimda olan birincil yart iletken
malzeme haline getirmistir. Giines pili iretiminin  ge¢misi, diger segeneklerle
karsilastirildiginda iistiin verimliligi, giivenilirligi ve kullanilabilirligi nedeniyle Si’ye gugclu bir
bagimlilik gostermektedir. Giines pillerinin tiretiminde kristalin Si, ¢ok kristalli Si (Multi-Si)
veya monokristalin Si (Mono-Si) olarak bilinir [31]. Multi-Si ayrica ¢ok kristalli Si (Poli-Si)
veya yari kristalli Si olarak da siniflandirilir; bunlarin her ikisi de kiigiik ve ¢ok sayida kristalit
icerir. Bu gesitlilik, giines pili yapisinda belirgin bir tanecik olusmasina neden olur. Mono-Si
ise tane simirlart olmayan siirekli bir kristaldir [31]. Sonug olarak Mono-Si veya tek kristalli
Si’nin, Multi-Si veya Poli-Si'den daha verimli oldugu disiiniilmektedir. Sekil 2.6> da

Monokristal ve Polikristal glines paneli goriilmektedir.

CETHELLETE T A
NN EIRIRIEEE

Monokristal Polikristal

Sekil 2.6 Monokristal ve Polikristal Giines paneli [32]
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2.6.2 Ince Film Teknolojileri

Ince film teknolojileri, enerji (dzellikle giines enerjisi) alaninda spesifik imalat, iletkenlik,
verimli enerji doniisiimii ve muhafazasi, foto iletkenlik 6zellikleri ve giines kontrol 6zellikleri

ile istenilen ve basarili modelleri sunmaktadir [33].

Amorf Si (a-Si), en koklii ince film giines paneli teknolojisidir. Giines panelleri genellikle 6n
ve arka geffaf iletken oksitlerden olusan ince film katmanlarina sahip bir cam alt tabakadan, p-
I-n konfigiirasyonunda katkili ve katkisiz a-Si'den olusan bir FV katmandan ve bir arka metal

kontaktan olusur [34].

Ince film giines panelleri, mevcut kristal panellere gére cok daha az Si kullanmalar1 ve ¢ok
sayida tiretilip seri olarak baglanabilmeleri sayesinde az maliyetli ve yaygin kullanima sahiptir.
Devasa panellerin belirli boyut ve sekillerde islenmesi ve islemden sonra hatasiz bir sekilde
birlestirilmesi durumunda, ticari {riinler olarak daha fazla fayda ve kullanilabilirlik elde
edilebilecektir. Bu durum, mekanik ve elektriksel biitiinliigii korurken giines panellerinin
verimli bir sekilde ¢alismasini saglayacaktir. Ince film giines panellerindeki cam, Si ve seramik
katmanlarinin kirllgan dogasindan dolay1, geleneksel isleme stireclerini kullanarak hem kalite
hem de tiretkenlik agisindan zorlu gereksinimleri karsilamak son derece zahmetlidir [34]. Sekil

2.7°de ince film gilines paneli goriilmektedir.

Sekil 2.7 Ince film giines paneli [35]
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2.7 GUNES PANELLERININ AVANTAJLARI VE DEZAVANTAJLARI

Yaygin olarak FV paneller olarak bilinen giines panellerinin ¢esitli avantajlar1 ve dezavantajlari
vardir. Glines panellerinin kullanicinin enerji taleplerine ve kosullarina uygun olup olmadigi

belirlenirken bu unsurlar incelenmelidir.

2.7.1 Giines Panellerinin Avantajlari

1. Yenilenebilir ve Siirdiiriilebilir: Giines enerjisi yenilenebilir bir kaynaktir, yani giines
parladig: siirece neredeyse sinirsizdir. Giines, fosil yakitlara olan bagimliligimizi en aza

indirmeye yardimci olabilecek yenilenebilir bir enerji kaynagidir.

2. Temiz ve Cevre Dostu: Glines panelleri sera gazi veya hava kirliligi yaratmadan enerji
iretir. Bu, karbon ayak izinizi azaltir ve daha temiz bir ¢evreye katkida bulunur, bu da

iklim degisikligiyle miicadeleye yardimci olur.

3. Elektrik Faturasi Tasarrufu: Gilines panelleri glines 1sigindan elektrik iiretir ve bu
elektrik, evlere veya sirketlere gii¢ saglamak igin kullanilabilir. Tiiketici kendi

elektrigini iireterek uzun vadede tasarruf saglayabilir.

4. Parasal Tesvikler: Birgok iilke ve belediye hiikiimeti, giines panellerinin kurulumunu
tesvik etmek i¢in vergi kredileri, indirimler ve tarife garantileri gibi mali tesvikler
saglamaktadir. Bu siibvansiyonlar bir giines enerjisi sisteminin baglangic maliyetini

biylk 6lclde azaltabilir.
5. Enerji Bagimsizligi: Giines panelleri bir miktar enerji bagimsizligr saglar. Tiketici
kendi elektrigini liretirse, kamu hizmeti saglayicilarina daha az bagimli olur ve enerji

fiyatlarindaki dalgalanmalara daha az maruz kalir.

6. Diisiik Isletme Giderleri: Giines panelleri diisiik isletme ve bakim giderleri sunar. Rutin

temizlik ve muayene gerektirirler ancak yakit giderleri yoktur.
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7. Uzun Omiir: Giines panelleri genellikle 25 yil veya daha fazla garantiye sahiptir ve
olduk¢a uzun bir 6mre sahiptir. Ilk harcamadan sonra onlarca yil boyunca enerji

Uretebilirler.

8. Sebekenin Kararliligi: Dagitilmig giines enerjisi liretimi, talebin en yiiksek oldugu
donemlerde basinci diislirerek ve kesintiler sirasinda yedek giic saglayarak sebeke

stabilitesini artirabilir.

2.7.2 Giines Panellerinin Dezavantajlari

1. Yiksek Baslangig Maliyeti: Giines panellerini edinmenin ve kurmanin ilk maliyeti
yiiksek olabilir. Devlet siibvansiyonlar1 bu giderlerin bir kisminin karsilanmasina
yardimci olsa da baslangigtaki harcamalar bazi hane halki veya sirketler igin hala engel

teskil edebilmektedir.

2. Duzensiz Enerji Kaynagi: Giines panelleri yalnizca giines parladiginda gii¢ iretir.
Bulutlu giinlerde veya geceleri enerji iiretimi biiylik 6l¢iide azalabilir. Bu tutarsizlik,

daha fazla enerji depolama segenegini veya sebekeye giivenmeyi gerektirmektedir.

3. Yer Gereksinimleri: Ozellikle ¢ok fazla gii¢ iiretmek isteniyorsa, giines panellerinin
kurulumu ¢ok fazla alan gerektirir. Cat1 iistii kurulumlar mevcut cati alaniyla sinirh

olabilir.

4. Estetik Kaygilar: Bazi kisiler, 6zellikle catiya yerlestirildiklerinde giines panellerini
¢ekici bulmamaktadir. Bu, bazi durumlarda emlak fiyatlarini etkileyebilecek subjektif

bir sorundur.

5. Hava Durumuna Baglilik: Yogun kar yagisi, dolu veya yliksek sicaklik gibi hava
kosullarinin tiimii glines panellerinin etkinligini etkileyebilir. Her ne kadar ¢esitli hava
kosullarinda hayatta kalabilecek sekilde insa edilmis olsalar da siddetli olaylar zarara
neden olabilir.
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6. Enerji Depolama Maliyetleri: Glines enerjisinin kesintili dogasini ¢ézmek icin akiiler
gibi enerji depolama teknolojilerine yatirim yapilmasi gerekebilir. Bunlar bir giines

enerjisi sisteminin genel maliyetini artirabilir.

7. Cografi Smirlamalar: Glines enerjisi iiretimi, bol glines 15181 alan bdlgelerde en
verimlidir. Sik bulutlu veya yetersiz giines 15181 olan yerlerde enerji verimi daha diigiik

olabilir, bu da giines enerjisi sistemlerinin finansal fizibilitesini azaltabilir.

8. Uretimin Cevresel Etkisi: Giines panelleri gesitli malzemeler ve enerji yogun iiretim
teknikleri kullanilarak yapilir. Cevresel etkisi fosil yakitlara gore daha kiicik olsa da

tamamen sifir degildir.

2.8 GUNES PANELI SISTEMLERINDE OLABILECEK KUSURLAR

2.8.1 Golgelenme

Bir FV paneli seri olarak baglanan FV hiicrelerinden olusur. FV paneli seri bagl hiicrelerin
sayisina esit bir ¢ikis voltaji tiretir. Yeterli bir akim mevcut oldugunda ancak daha ytiksek bir
voltaj seviyesi istendiginde, FV panellerin seri baglanmasiyla ¢ikis voltaji artirilir. Seri bagl
FV paneller her zaman esit miktarda giines 1s1n1m1 almayabilir. Bulut, bina, direk, baca, agag
vb. ¢esitli nedenlerden dolay1 FV panelinin/hiicrelerinin bir kismi gélgelenmis olabilir. Buna

kismi golgeleme denir [36]. Sekil 2.8’de golgelenmis giines paneli goriilmektedir.

Sekil 2.8 Golgelenmis giines paneli [37]
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2.8.2 Kus Pisligi

Kus pisliklerinin gilines panellerinizin verimliligi {izerinde Onemli bir etkisi olabilir.
Diskilardaki iirik asit, giines panellerindeki FV moduller icin 6zellikle tehlikeli olabilir. Bu,
giines pillerinin enerjiyi iiretmek yerine emdigi sicak noktalar gibi sorunlara yol acabilir. Diger
bir sorun ise temizlikten sonra bile devam edebilecek damlamanin ana hatlar1 olan agindirmadir.
Kalic1 hasar1 6nlemek icin kus pisliklerinin kisa siirede temizlenmesi gerekir, ancak diizenli

temizlik pahali olabilir. Sekil 2.9’ da kus pisligi olan giines paneli goriilmektedir.

e

Sekil 2.9 Kus pisligi olan giines paneli [37]

2.8.3 Tozlanma

Toz birikmesi nedeniyle FV sistem performansinin bozulmasi sorunu ciddi bir sorun haline
geldi. FV hiicreler iizerinde toz birikmesi, kaplama cami {izerinde zararl bir etkiye sahiptir ve
spektral gecirgenligi ve FV gii¢ iiretim verimliligini azaltir [38]. Uzun sureli toz birikmesi,
panel katmanini bozarak daha diisiik ¢iktiya ve daha kisa bir kullanim dmriine yol acar [39].

Sekil 2.10° da tozlanmig giines paneli goriilmektedir.

e A e

Sekil 2.10 Tozlanmis giines paneli [37]
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2.8.4 Elektriksel Hasar

Giines panellerindeki elektrik hasarinin, performansi ve 6mrii tizerinde ¢esitli zararli etkileri
olabilir. Yildirim ¢arpmalari, giines paneli sistemindeki elektrik arizalar1 veya hatali kurulum,

elektriksel zarara neden olabilir. Sekil 2.11° de elektriksel hasarli giines paneli goriilmektedir.

ot |

W s A

Sekil 2.11 Elektriksel hasarli giines paneli [37]

2.8.5 Fiziksel Hasar

Giines panellerindeki fiziksel hasar, performanslar1 ve dayanikliliklari iizerinde olumsuz bir
etkiye sahip olabilir. Giines panelleri ¢esitli cevresel kosullara ve olasi risklere maruz kalir ve
cesitli sekillerde fiziksel hasar (cam kirilmasi, mikro ¢atlak vb.) meydana gelebilir. Sekil 2.12

de fiziksel hasarli giines paneli gorilmektedir.

Sekil 2.12 Fiziksel hasarli giines paneli [37]
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2.8.6 Karlanma

Hafif bir kar tabakasinin giines panelleri tizerindeki etkisi minimum diizeydedir, ¢iinkii riizgar
onu kolayca ucurur. Isik, yetersiz bir kaplama yoluyla iletilebilir, panele ulasabilir ve gii¢
tiretebilir. Yogun kar yagdiginda FV paneller elektrik tiretemez. Karin agirhiginin FV sisteminin
destek yapisi lizerinde baski olusturmasi nedeniyle yogun kar yagisi1 sorun yaratabilir. Kar
kaymaya bagladiginda panel kismen agiga ¢iksa bile elektrik liretimi devam edebilir. Sekil
2.13’te karla kaplanmis giines paneli goriilmektedir.

Sekil 2.13 Karla kaplanmis giines paneli [37]

20



BOLUM 3

DERIN OGRENME TABANLI GUNES PANELi KUSURLARI SINIFLANDIRMASI

Tezin bu asamasinda hasarl giines panellerinin siniflandirilmasi i¢in kullanilan derin 6grenme
yontemi ve temelleri aciklanacaktir. Hasarli giines panellerinin siiflandirilmasi i¢in dnerilen
model, esas olarak gilines paneli goriintiilerinin On igleme tabi tutulmasi, onerilen ESA
algoritmasinin egitilmesi ve ortaya ¢ikan modelin test icin belirlenen giines paneli veri seti
lizerinde test edilmesi siireclerinden olusur. Onerilen modelin 6n isleme adiminda giines paneli
gorsellerini Olceklendirme, gurultld ekleme, simetrigini alma ve belirli agilarla dondiirme
tekniklerinden yararlanilarak veri artirma teknikleri kullamlmistir. On islem kismm
tamamlandiktan sonra 6nerilen ESA modeli ile egitim gerceklestirilmistir. Egitim asamasinda
veri seti %80 egitim, %10 dogrulama ve %10 test icin kullanilmigtir. Veri seti islem yiikiinii
azaltmak ve performansi arttirmak adina 32’li kiimeler halinde egitilmistir. Egitim ve test
asamalarindan sonra c¢izdirilen dogrulama ve hata grafikleri, karigiklik matrisi ile modelin
performansi gozlenmistir. Veri seti onceden egitilmis modellerde egitilerek karsilastirmalar

yapilmugtir.

3.1 DERIN OGRENME

Modern toplum, web aramalari, sosyal aglarda igerik filtreleme ve e-ticaret platformlarindaki
oOneriler dahil olmak {izere ¢esitli alanlarda kullanilan makine 6grenimi teknolojisinden biyik
Olctde faydalaniyor. Makine 6grenimi sistemleri, goriintiilerde nesne tanimlama, konugsmanin
metne doniistliriilmesi, haber ve gonderilerin kullanict ilgi alanlartyla eslestirilmesi ve ilgili
arama sonuglarinin saglanmasi gibi gorevlerde ¢cok onemli bir rol oynamaktadir. Belirli bir
yontem simifi olan derin 6grenme teknikleri, bu uygulamalarda giderek daha yaygin hale

gelmektedir [40].

Derin 6grenme, makine 6grenmenin bir alt dalidir ve 3 veya daha fazla katmanli sinir aglarini

icerir. Bu aglar insan beynindeki sinirlere benzer ve onlar1 taklit eder. Tek katmanli kabaca tah-
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min yapabilse de optimizasyon ve dogrulugu arttirabilmek icin gizli katmanlar dahil
edilmelidir. Derin 6grenme veri biliminin 6nemli bir elemamidir. Veri bilimciler buytk
miktarda veriyi toplamak, analiz etmek ve yorumlamakla ilgilenirler. Derin 6grenme bu islemi
hizl1 ve kolay hale getirir. Ses tanima, gorsel nesne tanimlama, nesne algilama ve daha pek ¢ok

alanda bu teknik sayesinde son teknoloji 6nemli dlciide gelistirilmistir [40].

Derin 6grenmenin temeli yapay sinir katmanlarindan olusan bir agdir. Coklu néron baglantilar
birleserek katmanlar1 olusturur. Derin sinir aglari, katmanlarin iist {ste istiflenmesiyle
olusturulan YSA’nin diger adidir. Burada olusan agin derinligi katman sayisinin az veya ¢ok
olmasiyla belirtilir. Katman sayisi arttikca ag yapist derinlesmektedir. Benzer sekilde katman
sayisinin azalmasi, ag yapisinin ya derin olmadigini ya da derinlestigini gosterir. Sekil 3.1 de

basit yapili bir YSA modeli goriilmektedir.

Giris Katmani Gizli Katman 1 Gizli Katman 2 CiKis Katmani

Sekil 3.1 YSA modeli
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3.2 EVRISIMLi SiNiR AGLARI

ESA, en sik kullanilan derin sinir aglar1 arasindadir. Evrisim terimin ortaya ¢ikmasina neden
olan matrisler arasindaki matematiksel dogrusal bir eylemdir. ESA’lar evrisim katmani, lineer
olmayan katman, havuzlama katmani ve tamamen baglantili katmanlardan olugur. Havuzlama
ve dogrusal olmayan katmanlarda parametreler yoktur, ancak evrisimli ve tamamen baglantilt
katmanlarda parametreler vardir [41]. Sekil 3.2’ de bu tez ¢alismasindaki probleme yonelik bir

ESA modeli 6rnegi goriilmektedir.

Fully Connected Layers

Convolution 1 + ReLU Max pooling Convolution 2 + RelLU Max pooling

& — 8 | | H e
THH— = X | Ty
= ‘ — .~—T$— L ,—\%\“‘ |8 | | ; 1 %
A B~ | ||

Input { | -

Kus Pisligi

Temiz

Golgelenmis

Output

Sekil 3.2 ESA bilesenleri

ESA'larin en faydali yonii YSA'daki parametre sayisinin azaltilmasidir. ESA' larin kullaninu
YSA' lar ile ¢6ziimii miimkiin olmayan problemleri ¢ozebilmeleri nedeniyle artmistir. ESA’
larda problemlerle ilgili en dnemli varsayim, mekansal bagimliligin olmamasidir. Ornegin
mimikleri siniflandiran bir modelde insan yiiziiniin gorseldeki konumunun 6nemli olmaksizin
modelin yiizli tanimlayabilmesidir [41]. ESA'lar1 olusturmak i¢in birden fazla egitilebilir boliim
ardisik olarak siralanir. Giris verileri ESA tarafindan alindiktan sonra egitim prosediirii katman
katman surecler kullanilarak gergeklestirilir. Final ¢iktisi, dogru sonugla karsilastirma igin
saglanir. Final ¢iktisiyla beklenen sonug arasindaki tutarsizlik, bu tutara esit bir hataya neden
olur. Bu hatay1 tiim agirliklara yaymak i¢in geri yayilim mekanizmasi kullanilir. Agirliklar her
yinelemeden sonra giincellenir, bu da yanlishgr azaltir. Gorilintli, miizik veya video gibi
herhangi bir sinyal, ESA giris verileri olarak kullamlabilir. Ozellikle gorsel siniflandirma
tizerine yogunlasan ESA'lar, son yillarda ¢esitli alanlarda yaygin olarak kullanilmaya baslandi

[41].
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3.2.1. ESA’y1 Olusturan Katmanlar

ESA mimarisi; giris katmani, evrisim katmani, aktivasyon katmani, havuzlama katmani, tam
baglantili katmani, seyreltme katmani ve siniflandirma katmanindan olusmaktadir. Bu

katmanlarin sayis1 farklt ESA modellerini olusturur.

3.2.1.1 Giris Katmani

Bu katman, adindan da anlasilacagi gibi ESA'nin en {ist katmanidir. Bu katmanda aga ham
veriler saglanir. Giris gorselinin biiyiik boyutu, her goriintii i¢in daha uzun egitim ve test
oturumlarinin yani sira daha yiiksek bellek ihtiyacina da yol agabilir. Ayrica ag performansini
da artirabilir. Kiigiik bir giris gorseli boyutu secilerek daha hizli ve daha az hafiza kullanimiyla
egitim yapilabilir. Agin performansi ortalamanin altinda olabilir ve sonu¢ olarak derinligi
azalacaktir. GOriintii analizinde ag derinligi, donanim hesaplama maliyeti ve ag basaris1 i¢in

dogru giris gorsel boyutunun kullanilmasi gerekir.

3.2.1.2 Konvolisyon Katmam (Evrisim Katmani)

Evrisim katmani ESA'larin temel yapi tasidir [42]. Bu katman doniisiim katmani olarak da
bilinir bu doniisiim filtrenin biitiin goriintii izerinde dolastiriimasidir [43]. Filtreler 2x2, 3x3,
5x5 gibi farkli boyutlarda olabilir. Filtreler, 6nceki katmandaki goriintiiler iizerinde evrisim
islemini kullanarak ¢ikt1 verilerini {iretir. Bu islem sonucu Ozellik Haritas1 olusur. Sekil 3.3’te

Konvoliisyon iglemleri sonucu olusturulan 6zellik haritas1 6rnegi gosterilmistir.

/

Sekil 3.3 Ozellik haritasi

N
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Girig goruntisindeki veya ozellik haritasindaki belirli 6zellikleri temsil eden evrigimli bir
katman, ESA'larda bir 6zellik haritasi tiretir. Giris gortntisd, bir ESA’nin ileri gegisi sirasinda
cesitli 6zellik haritalar1 olusturmak i¢in bir veya daha fazla filtreyle evrilir. Her 6zellik haritasi,
belirli bir filtrenin giris resmine nasil tepki verdigini ve bu filtreyle nasil iliskilendirildigini
gosterir. Ozellik haritasindaki her 6genin degeri, ilgili 6zelligin giris gorintiisinde mevcut olma
derecesini belirtir ve 6zellik haritasindaki her 6ge, agdaki belirli bir ndronun aktivasyonunu
yansitir. Ornegin, bir ESA’nin ilk katmanlarindaki dzellik haritalar kenarlar, ¢izgiler ve kdseler
gibi diisiik seviyeli 6zellikleri temsil edebilir. Agin derinliklerine dogru ilerledikce, formlar,
dokular ve hatta nesnelerin tamami gibi daha karmasik 6zellikler, 6zellik haritalar ile temsil
edilebilir. Ag tasarim siireci sirasinda, evrisimli bir katmandaki 6zellik eslemelerinin sayisi
ayarlanabilir. Ag, daha fazla 6zellik haritas1 kullanarak daha karmasik ve soyut 6zellikleri
Ogrenebilir, ancak bunu yapmak daha yiiksek hesaplama maliyetine neden olur ve ag ¢ok

biiyiikse asirt uyumla sonuglanabilir.

/\/—\

5|42 |4 |6 201 27
1123 |4]6 ® 110 ——
2|52 |46 0| 2] 1

1121312 5x2+4x0+2x1 +

2 (1|84 | 2 1x1+2x1+3x0+

2X0+5%x2+2x1=27
Sekil 3.4 Konvoliisyon islemi uygulanma 6rnegi

Sekil 3.4‘te 5x5 bir gorsele 3x3 bir filtre uygulanarak 3x3 lik bir o6zellik haritas
olusturulmustur. Islemler filtre gérselin biitiin pikselleri iizerinde dolasacak sekilde adim adim

devam eder ve sonug olarak 3x3 liik bir 6zellik haritas1 elde edilir.

Giris verilerindeki gesitli modelleri veya ozellikleri vurgulayarak, cesitli filtreler bir ESA'da
cesitli 6zellik haritalan tiretebilir. Filtre, giris verilerini tarayan ve filtredeki degerler ile giris
verilerindeki karsilik gelen degerler arasindaki nokta carpimi hesaplayan kiigiik bir pencere
olarak diisiiniilebilir. Cesitli degerlere sahip birkag filtre uygulanarak giris verisinden farkli

ozellikler elde edilebilir.
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Giris verileri lizerinde ¢esitli filtreler kullanilarak ¢esitli 6zellikler ¢ikarilabilir. Girig verilerinin
bir¢ok yoniinii yakalayan son bir 6zellik haritast, her filtrenin tirettigi farkli 6zellik haritalarinin

birlestirilmesiyle yapilabilir.

Giris veya Ozellik haritasinin boyutu, filtrenin boyutu ve evrisim isleminin adimi, ESA'lardaki

¢ikis 6zellik haritasinin boyutunu etkileyen degiskenlerden yalnizca birkagidir.

Girig boyutlart W X H X C (W = genislik, H = yukseklik, C = kanal say1s1) ve filtre olarak F
X F X C kullanilirsa (F = filtre boyutlar1) ve S adim olarak diistiniiliirse ¢ikt1 6zelligi haritasi su
boyutlara sahip olacaktir:

[(W-F)/S+1DX[(H-F)/(S+1)]XK (3.1)

Burada K kullanilacak filtre sayisini belirtir.

Ornegin 256 X 256 X 3 bir gorsele 5 X 5 X 3 filtre adim adim uygulandiginda ¢ikt1 dzellik
haritasinin boyutu 252 X 252 X K olacaktir. 2 filtre uygulandiginda ¢ikt1 6zellik haritasinin
boyutlar1 252 X 252 X 2 olacaktir.

Ciktilarinin optimizasyonu sayesinde evrigimli katmanlar, modelin karmasikligin1 da 6nemli
Olclide azaltabilir. Bunlar1 optimize etmek i¢in derinlik, adim ve sifir dolgu ayarindan olusan

ti¢ hiper parametre kullanilir.

Girigin ayni alanina gore her katmandaki ndronlarin sayisi1 ayarlanarak, evrisimli katmanlar
tarafindan iiretilen ¢ikis hacminin derinligi manuel olarak ayarlanabilir. Bu, gizli katmandaki
her ndronun, gizli katman ortaya ¢ikmadan once diger ndronlara dogrudan baglandig: diger
YSA tilrlerinde de agikga goriilmektedir. Bu hiper parametrenin diisiiriilmesi agin genel ndron
sayisin1 Onemli Olclide azaltabilirken, ayn1 zamanda modelin Oriintii tanima kapasitesini de

Onemli 6lgude azaltabilir [44].
Girigin smirlarini doldurmanin basit bir islemi olan sifir doldurma, ¢ikis hacimlerinin

boyutlulugu tizerinde daha fazla kontrol saglamanin etkili bir yoludur. Bu teknik kullanilarak

evrigimin uzaysal boyutu degistirilebilir.
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Sifir doldurma islemi O kullanilarak yapilir. 0 sayist kullanilarak piksel ekleme iglemi
yapildiginda goriintiinlin orijinali korunmus olur. Yani girdi ile ¢ikt1 boyutu ayni olur. Sifir
doldurma iglemi sonucu ¢ikt1 boyutu;

nm=2p—F+1Dx(n+2p—F+1) (3.2)

ifadesi ile hesaplanabilir. Burada n girdi gorselinin boyutu, p sifir doldurma degerini ve F filtre
boyutunu temsil etmektedir [45].

3.2.1.3 Aktivasyon Katmam

ESA’ da dogrusal olmayan doniisiimlere olanak saglayarak agm egitimini tamamlayabilmeyi

kolaylagtirir.

3.2.1.3.1 Sigmoid Fonksiyonu

Grafikleri S seklinde egrilere benzeyen sigmoid fonksiyonu lojistik fonksiyon olarak da bilinir
ve ESA’ da kullanilan transfer fonksiyonlarindandir. Ikili siniflandirma problemlerinde oldukga

kullanighdir. Grafigi sekil 3.5°te goriildiigi gibidir.

Sigmoid Fonksiyonu
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Sekil 3.5 Sigmoid fonksiyonu grafigi
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1
1+e~%

f(2) = (3.3)

Burada f (z) sigmoid fonksiyonun ¢ikisi, z ise fonksiyona giristir.

3.2.1.3.2 ReLU

Evrisim katmaninda iiretilen her o6zellik haritasi, bir ESA'ya dogrusal olmama saglamak
amactyla ayr1 ayri diizeltilmis dogrusal birim (ReLU) islevi aracilifiyla ¢aligtirilir. ReLU

fonksiyonu su sekilde tanimlanir:

f(2) = max(0, z) (3.4)

Burada z, ReLU fonksiyonunun girisidir. ReLU, genelleme dogrulugundan énemli 6lglide 6din
vermeden aglarin daha hizli egitilmesine olanak tanidigi icin siklikla diger aktivasyon
fonksiyonlar (sigmoid veya tanh gibi) yerine secilir. Sekil 3.6 da ReLU fonksiyonu grafigi

gorulmektedir.

ReLU Fonksiyonu

10

gt f(z) = max(0, z)

-10 -8 -6 -4 -2 0 2 4 6 8 10

Sekil 3.6 ReLLU fonksiyonunun ¢ikis verisi izerinde gosterdigi etki

Sekil 3.7’ de ReLU katmaninin goriintiiye yapmis oldugu katki goriilmektedir. Sekil 3.7 (a)’da
ReLU katmani dncesi gorselin durumu gosterilirken, (b)’de ReLLU katmani sonrasi gorselin
durumu gosterilmistir. Sekilde de goriildiigii tizere ReLU katmanina giren goriintiiniin

parlaklig1 ve keskinligi artmustir.
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(a) ReLU &ncesi (b) ReLU sonrasi

Sekil 3.7 ESA modelinde ReLU katmaninin goriintiiye yapmis oldugu etki
3.2.1.3.3 Hiperbolik Tanjant Fonksiyonu

Hiperbolik tanjant fonksiyonu sigmoid fonksiyonuna benzer ama sinirlari farklidir. Sigmoid
fonksiyonunda smirlar 0 ile 1 arasindayken hiperbolik tanjant fonksiyonunda -1 ile 1

arasindadir. Tanh fonksiyonu olarak da bilinir. Tanh fonksiyonu su sekilde gdsterilmektedir:

2
1+e~2%

tanh(x) = (3.5)
Burada tanh(x) tanh fonksiyonunun ¢ikis degeri ve x, fonksiyonun girig degeridir. Sekil

3.8 ‘de tanh fonksiyonu grafigi goriilmektedir.

Tanh Fonksiyonu

08 tanh(xz) = H;_) —
e~=

1

06

04r

02

ot

tanh(x)

0.2

041

0.6

08

1 . L . . . . " .
-10 -8 -6 -4 -2 0 2 4 6 8 10
X

Sekil 3.8 Tanh fonksiyonu grafigi
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3.2.1.4 Havuzlama Katmani

Bir ESA tasariminda, havuzlama katmami evrisim katmanlar1 arasma sikistirilmistir.
Havuzlama katmaninin temel amaci, agin hesaplamasini ve parametre sayisini azaltmak i¢in
diizeltilmis 6zellik haritalarinin boyutunu azaltmaktir, bu da egitim siiresini kisaltir ve asir1
uyumu Onler. Havuzlamayr gergeklestirmek igin siklikla ortalama veya maksimum
havuzlama gibi basit bir yontem kullanilir. Maksimum havuzlamay: diger havuzlama
yontemleriyle karsilastirildiginda, maksimum havuzlama daha yiiksek performans ve daha
hizli yakinsama gostermistir [46]. Sekil 3.9°’da maksimum ve ortalama havuzlama 6rnegi

gortlmektedir.

Maksimum Havuzlama

Sekil 3.9 Maksimum ve ortalama havuzlama 6rnegi

Sekil 3.10 (a)’da giris gorseli, (b)’de giris gorselinin konvoliisyon katmani sonrasi gorselin
durumu, (c)’ de giris gorselinin maksimum havuzlama katmani sonrasi gorselin durumu

gosterilmistir.

(a) Giris gorseli (b) Konvoliisyon sonrasi (c) Maksimum havuzlama sonrasi

Sekil 3.10 Giris gorseline konvoliisyon ve maksimum havuzlama uygulanmasi sonrasi olusan
goruntaler
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Sekilde de goriildiigli iizere konvoliisyon sonrasi goriintiinlin kenarlar1 belirginlestirilmis ve

maksimum havuzlama katmani sonrasi gorselin giiriiltiisii azaltilmis ve boyutu kiigiiltiilmiistiir.

3.2.1.5 Diizlestirme Katmam

ESA’lar ve ileri beslemeli sinir aglarinin her ikisi de topolojilerinde ortak bir katman olarak
diizlestirilmis katmani kullanir. 2 boyutlu veya 3 boyutlu gibi ¢ok boyutlu formattaki veriler bu
amagla tek boyutlu bir vektdre doniistiiriiliir. Bir ESA'daki tamamen bagli katmanlar, girisinin
1 boyutlu bir vektor olmasini beklediklerinden, bu yeniden sekillendirme, evrisimli ve
havuzlama katmanlarindan tamamen bagli katmanlara gecerken gereklidir. Sekil 3.11° de

Diizlestirme katmani 6rnegi goriilmektedir.

S
B
D
ot

T

17
'

Diizlestirme

Tam Baglantih Katman
Sekil 3.11 Diizlestirme katmani 6rnegi

3.2.1.6 Tam Baglantih Katman

Bir ESA tasariminda tam baglantili katman genellikle en sonda bulunur. Tam baglantili
katmanda néronlar, geleneksel sinir aglarindakine benzer sekilde gruplandirilir. Onceki
evrisimli veya havuzlama katmaninin ¢iktisindan elde edilen diizlestirilmis bir vektor, girdi
olarak kullanir. Bu nedenle, Sekil 3.12” de gosterildigi gibi, tamamen baglantili bir katmandaki

her diigiim, 6nceki ve sonraki katmanlardaki her diigiime dogrudan baglanir. Bunlar, ESA'nin
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bu katmanlarin i¢inde kullandigi parametrelerin ¢ogu oldugundan, ¢ok fazla egitim siiresi

gerektirir [47].

Giris Katmani Tam Baglantih Katman Gikis Katmani

Sekil 3.12 Tam baglantili katman yapis1

3.2.1.7 Seyreltme Katmam

Asirt uyumu azaltmak i¢in derin 6grenmede ve sinir aglarinda seyreltme katmani adi verilen
bir diizenleme yontemi kullanilir. Bir model, egitim verileri lizerinde iyi performans gostermeyi
ogrendiginde ancak yeni, denenmemis verilere genelleme yapmakta zorlandiginda, modelin
asir1 uyumlu oldugu soylenir. Seyreltme, bu soruna basit ama etkili bir ¢ozimddr. Seyreltme
katmanindaki noronlarin (birimlerin) rastgele bir alt kiimesi, her egitim dongiisii sirasinda anlik
olarak "birakilir" veya kapatilir. Bu durum bu néronlarin sifir ¢iktiya sahip oldugunu ve séz
konusu yineleme i¢in agin ileri veya geri gegisine dahil edilmediklerini gosterir. Bir néronun
devre dis1 birakilma olasiligi, genellikle 0,2 ile 0,5 arasinda ayarlanan bir hiper parametre olan

ayrilma oraniyla belirlenir.
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Seyreltme, egitim sirasinda ndronlar1 rastgele devre disi birakarak agin belirli néronlara asiri
derecede bagimli olmasini veya egitim verilerinden giiriiltii almasin1 6nler. Ag1 daha dayanikl

ve yaygin 0zellikler kazanmaya motive eder.

Seyreltme normalde devre disidir ve ¢ikarim sirasinda tiim noéronlar kullanilir (taze verilere
dayali tahminler tretilirken). Bu, modelin egitim sirasinda gelistirilen cesitli alt aglardan
edinilen bilgileri basarili bir sekilde entegre ettigini ve daha fazla genellemeye yol actigini
gosterir. Sekil 3.13 (a)’da standart bir ESA yapis1 gosterilirken, (b)’de seyreltme katmanindan

sonraki hali gosterilmistir.
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(a) Standart ESA Ad (b) DropOut Katmanindan
sonraki ag yapisi

Sekil 3.13 Standart bir ESA agina seyreltme katmanin uygulanmasi [48]

3.2.1.8 Siniflandirma Katman

Tamamen baglantili katmanin ardindan bu katman gelir. Derin 6grenme mimarisinin bu
katmaninda siniflandirma gergeklesir. Bu katmanin ¢ikis degeri siniflandirilacak nesne sayisi
kadardir. Ornegin 7 farkli smf varsa cikis sayis1 7°dir. Farkli siniflandiricilar olsa da
basarisindan dolayr genellikle softmax kullanilir. Softmax olarak bilinen, bazen "softmax
islevi" veya "softmax aktivasyonu" olarak da bilinen bir matematiksel islev, 6zellikle ¢ok siniflt
simiflandirma sorunlar1 ve sinir aglar1 baglamida derin 6grenme ve makine dgreniminde
siklikla kullanilir. Gergek degerlerin bir vektoriinden olasilik dagilimi olusturmak igin

uygulanir. Bir siniflandirma sorununda birden fazla sinifa olasilik vermek icin softmax islevi,
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bir girig vektoriinii toplami 1 olan bir olasilik vektoriine doniistiiriir. Siniflandirilacak nesneler

0-1 arasinda bir ¢ikis degeri verir ve en biiylik deger agin tahmin ettigi sinif anlamina gelir.

3.2.2 Batch Boyutu

ESA’ da goriintiileri dogru bir sekilde siniflandirabilmenin yaninda modelin performansina etki
eden hiperparametreler de énemlidir. Bu hiperparametrelerin en énemlilerinden biri Batch
boyutudur. Batch boyutunun yiiksek ayarlanmasi agin yakinsamaya ulagma siiresini arttirirken,
diisiik ayarlanmasi istenilen performansa ulasmadan agin ileri geri sicramasina neden olur.
Batch boyutu veri setinin biiyiikliigline ve tiiriine gore genellikle 2’nin katlar1 olacak sekilde
(16,32,64,128) ayarlanir. Batch boyutunda veri setindeki verileri tek tek egitmek yerine veri
setini tasarimeinin belirledigi kiime sayisina ayirip bu parcalar lizerinde egitim gerceklestirilir
[49].

3.2.3 Kayip Fonksiyonu

Kayip Fonksiyonlar1 derin 6grenmede modelin tahmini ile ger¢ek sonug¢ arasindaki farki
hesaplayan hiperparemetredir. Bu fonksiyonlar modelin dogrulugunu degerlendirir ve egitim

stirecinde agirlik giincellemelerinde yardimer olur [50].

3.2.3.1 Kategorik Capraz Entropi (Categorical Crossentropy)

ESA’ da smiflandirma igeren verilerde kullanilan bir kayip fonksiyondur. Kategorik capraz

entropi su sekilde gosterilmektedir.

H(y,9) = —Xi=1yi-108(9:) (3.6)

Burada;

H(y,y) kategorik ¢apraz entropi, y gercek etiket (0 veya 1), y; modelin tahmin ettigi etiket, ¢

smif sayisidir.
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3.2.3.2 ikili Capraz Entropi (Binary Cross-Entropy)

Ikili capraz entropi genellikle ikili siniflandirmalarda kullanilir. Her bir smifin bagimsiz ele

alindig1 durumlarda kullanilir. Su sekilde gosterilir.

H,9) = —[y.log(¥) + (1 —y).log(1 — 9)] (3.7)
Burada;

H(y, 9) ikili capraz entropi, y gercek etiket (0 veya 1), ¥ modelin tahmin ettigi etikettir.
3.2.3.3 Seyrek Kategorik Capraz Entropi (Sparse Categorical Cross-Entropy)

Etiketlerin tek sicak kodlanmis (one hot encoded) yerine tamsayilar olarak saglandigi ¢cok sinifli

siiflandirmalar i¢in kullanilir. Seyrek kategorik ¢apraz entropi su sekilde gosterilir.

H,9) = —Xi- Iy = 1).1og(@:) (3.8)
Burada;

H(y,y) seyrek kategorik capraz entropi, y gercek etiket (0 veya 1), y; modelin tahmin ettigi
etiket, ¢ siif sayisi, I[I(y =i) y =i oldugunda 1’¢ aksi durumda 0’ a esit olan gdsterge
fonksiyonudur.

3.2.3.4 Ortalama Karesel Hata (Mean Squared Error -MSE)

Modelin tahminlerini gercek degerlerle karsilastirir ve her hata degerinin karesini alir. MSE su

sekilde gosterilir.

MSE(y,9) = =38, (y; — 91)? (3.9)
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Burada;

MSE((y,y) Ortalama kare hata, y; gercek etiket, 9; modelin tahmin ettigi etiket ve a érnek

sayisidir.

3.2.4 Egitim Tur (Epok) Sayisi

Epok sayisi, egitim sirasinda veri setinin modelden ka¢ kez gecirildigini belirleyen
parametredir. Tur sayisi, karmasik ve bliylik veri setlerinde fazla olabilirken kiiciik veri
setlerinde daha azdir. Modelin basar1 oran1 her turda agirliklar yenilendikge artmaktadir. Belirli
bir tur sayisindan sonra modelin basar1 oran1 daha da artmamaya baslar ve boyle durumlarda

egitim sonlandirilabilir.

3.2.5 Modelin Ogrenme Oram

Model 6grenme orani, modelin egitimi sirasinda agirliklarin giincellenme miktarini belirleyen
faktordiir. Bu deger her iterasyon isleminden sonra giincellenir. Ogrenme oran1 modelin ne
kadar hizli ve yavas egitilecegi konusunda 6dnemli bir parametredir. Yiiksek 6grenme orani
modeli hizli egitirken atlamalara neden olabilir. Diisiik 6grenme orant modelin yavas
dgrenmesini saglar ve egitim siiresini uzatir. Ideal grenme oran1 deneme yamlma ydntemiyle

bulunabilir. Dogru 6grenme modeli segilerek model hizli ve iy1 bir performansla egitilebilir.
3.2.6 Optimizasyon Cesitleri

Optimizasyon metotlari, sinir aglarin1 diizglin ve etkili bir sekilde egitmek i¢in kullanilan
algoritmalardir. Temel amag sinir aglarinin agirlhik ve sapma parametrelerini ayarlayarak
maliyet ve kaybi en aza indirmektir.

3.2.6.1 Gradyan Azalmasi (Gradient Descent-GD)

En populer optimizasyon metotlarindan olan GD bir diferansiyel denklemin yerel minimumunu

bulmada 1.dereceden yinelemeli bir algoritmadir. GD da teori fonksiyonun rastgele bir yerinde

baslanarak egimin tersi yoniinde adimlar atilmasidir ve bu dik inis yonii olarak kabul edilir.
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Gradyan yoniinde adim atmak ise yerel maksimum ile sonuglanacaktir [51]. Sekil 3.14” de GD

algoritmasi gosterilmektedir.
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Sekil 3.14 GD algoritmasi [52]

Veri miktarina bagh olarak degisen 3 farkli GD algoritmast vardir. Bunlar Batch Gradient
Descent, Stochastic Gradient Descent ve Mini-Batch Gradient Descent.

3.2.6.1.1 Toplu Gradyan Azalmasi (Batch Gradient Descent-BGD)

Baz1 yerlerde Vanilla GD olarak da bilenen BGD egitim veri setindeki (training data set) her
bir 6rnek i¢in hatay1 hesaplar [53]. Ancak model, tiim egitim 6rnekleri degerlendirildikten sonra
revize edilir Tiim bu siirece egitim donemi denir. Dogru hesaplama, dengeli bir hata egilimi ve
kararli bir yakinsama BGD’nin yararlarindandir. Tiim veri setinin algoritmada hazir ve
kullanilabilir durumda olmas1 ise zararlarindandir. BGD en hassas performansi sunar ancak

verilerin tam taranmasi gerekir [54].

3.2.6.1.2 Stokastik Gradyan Azalmasi (Stochastic Gradient Descent-SGD)

BGD’nin aksine SGD veri kiimesindeki her egitim Ornegi i¢in yapar. Egitim Orneginin
parametrelerini tek tek gtinceller. Bu yaklasim, tiim veri kiimesinin egimini bulmak yerine
rastgele secilen bir béliminln egimini yaklasik olarak hesaplayarak hatayi azaltir. Sik sik
yapilan giincellemelerle hesaplama acisindan BGD ‘den karmasiktir. Ayrica giincellemelerin
siklig1 giiriiltiilii egimlere neden olabilir ve bu giiriiltiili egimler hata oraninin yavas yavas

azalmasi yerine atlamalara neden olabilir [55].
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3.2.6.1.3 Mini Toplu Gradyan Azalmasi (Mini-Batch Gradient Descent)

Mini-batch gradient descent SGD ile BGD’nin birlesimi sonucu ortaya ¢ikarilmistir. Egitim
veri kiimesini kii¢ciik parcalara ayirir ve her parga igin giincellemeler yapilir. Mini-batch
boyutlar1 2’ nin katlar1 (32, 64,128,256) arasinda degisir ve modele gore uygulandigi i¢in sabit
bir kurali yoktur [56].

3.2.6.2 Uyarlanabilir Gradyan Azalmasi (Adaptive Gradient Descent-AdaGrad)

AdaGrad duruma gore 6grenme oranini segen bir algoritmadir. Adagrad'in arkasindaki temel
fikir, parametrelerin 6grenme oranlarini tarihsel degisimlerine gore 6l¢eklendirmektir. Sik ve
biiyiik gradyanlar alan parametrelerin 6grenme oranlart daha hizli azalirken, seyrek veya kiiciik
gradyanlar alan parametrelerin 6grenme oranlar1 daha yavas azalir. Seyrek gradyanlarla
calisirken veya ozelliklerin oldukca farkli boyutlara sahip oldugu senaryolarda Adagrad'in
O0grenme oranlarint verilerin Ozelliklerine gore dinamik olarak ayarlama kapasitesi yararli
olabilir. Egitim sirasinda AdaGrad optimizasyon yaklasimina eklenen her terim pozitif
oldugundan toplam birikir. Bu durumda modelin 6grenme hiz1 azalir ve sonunda sonsuz hale

gelir, bu da algoritmanin daha fazla veri toplamasini imkansiz hale getirir [57].

3.2.6.3 Uyarlanabilir Delta (Adaptive Delta-AdaDelta)

AdaDelta, Adagrad’in bir eklentisidir. Adagrad'in baz1 dezavantajlarini, 6zellikle de zamanla
monoton bir sekilde azalan ve son derece kiiglik giincellemelere ve yavas yakinsamaya neden
olabilen 6grenme oranlari sorununu ¢ozmek igin 2012 yilinda Matthew Zeiler tarafindan
tanitilmistir. SGD manuel 6grenme hiz1 se¢imi gerektirdiginden dolay: secilen 6grenme hizi
diisiik tahmin dogruluguna neden olacaktir. AdaDelta 6grenme hizin1 otomatik bir sekilde

ayarlayarak yiksek tahmin dogrulugu sonucuna ulasilabilir [58].

3.2.6.4 Karekok Ortalama Yayilimi (Root Mean Square Propagation-RMSProp)

RMSProp 6grenme oranini gradyanlarin biiyiikliigiine gore optimize eden bir algoritmadir.
Biiyiik gradyanlara sahip parametrelerin 6grenme orani1 kuculiirken, kiglk gradyanlara sahip
parametrelerin 6grenme orani biiylir ve bu durum daha etkili optimizasyon i¢in degerlidir.

RMSprop’un AdaGrad’a gore avantaji 0grenme oranlarinin azalma sorununu ¢ézmesidir.
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RMSProp, kare gradyanlarin iistel agirlikli hareketli ortalamasini birlestirerek 6grenme
oranlarinin ¢ok hizli azalmasi sorununu 6nler ve boylece yavas yakinsama ile ilgili potansiyel

zorluklarin 6niine geger [59].

3.2.6.5 Uyarlanabilir Moment Tahmini (Adaptive Moment Estimation-Adam)

Adam her parametre i¢in 6grenme oranlarini dlgen bir optimizasyon yontemidir. RMSPRop ve
Momentum birlestirilerek olusturulmustur. Adam, RMSProp da oldugu gibi kare bir gradyan
kullanir ve Momentum gibi gradyanin hareketli ortalamasini izler [60]. Bu Adam’1 anlara gore
uyarlanabilen bir algoritma haline getirir. Adam kullanmanin avantajlarindan biri, nispeten
diisiik bellek ihtiyaclar1 ve gradyanlarin birinci ve ikinci anlarma dayali olarak parametre
giincellemelerini yeniden 6lgeklendirme yetenegi nedeniyle giiriiltiilii ve seyrek gradyanlarla
ilgili problemlere uygulanabilmesidir.

3.2.6.6 Maksimum Uyarlanabilir Moment Tahmini (Maximum Adaptive Moment
Estimation-AdaMax)

AdaMax, Adam’in maksimum mutlak degerini kullanarak uyarlanabilir 6grenme orani
yaklasimini genigleten bir tiiriidiir. AdaMax daha istikrarli ve tutarli bir giincelleme kurali

sagmak i¢in tasarlanmistir.ve SGD’ye gore daha az hassas hiperparametre se¢imi sunar [61].

3.2.7 Transfer Ogrenme

ESA’larda yiiksek basari oranina ulagsmak amaciyla biiyiik veri setleri kullanilir. Veri setinin
bliylkk olmast modelin daha fazla Ornekle karsilasmasi ve daha spesifik o6zellikleri
saptayabilmesi adina Onemlidir. Veri seti biiyiidilkce modelde kullanilacak donanim

artmaktadir. Bunun neticesinde daha fazla katman kullanilacak ve maliyet de artacaktir.

Insanlar gegmislerinde edindikleri bilgiler sayesinde karsisia ¢ikan yeni problemlere ¢dziimler
tiretebilmektedir. Tipki insanlar gibi yapay zeka da ayni durum gecerlidir. Transfer 6grenmesi
YSA’ da egitim asamalarinda Ogrenilen bilgileri farkli sorunlar1 ¢6zmede de kullanma
yontemidir bu da maliyet, donanim ve zaman asamasindan pozitif etki etmektedir. Transfer
Ogrenme iki asamadan olusur. Ik asama, belirli bir grev icin hazirlanmis veri kiimesi bir

model yardimiyla egitilir. Bu model verilerden 6zellik haritalar1 ¢ikarir ve bilgileri yakalar.
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Onceden egitilmis model daha sonra farkli bir veri seti igin uyarlanir ve ince ayarlamalari
(6zellik ¢ikarma, hedef goreve adaptasyon) yapilir. Sonug olarak model sifirdan egitilmek
yerine daha onceden 6grendigi bilgiyi kullanir ve bu da daha az veri ve hesaplama gerektirir

[62].
3.2.7.1 GOrsel Geometri Grubu (Visual Geometry Group-VGG)

Admi Oxford Universitesi Gorsel Geometri grubundan alan VGG, goriintii siiflandirma
gorevleri i¢in tasarlanmis bir transfer 6grenme modelidir. VGG-16 ve VGG-19 olmak tizere 2
farkli modeli vardir. Model yanlarindaki sayilar katman sayisini ifade eder. VGG-16 da 16
katman (13 evrisimli katman + 3 tam baglantili katman) ve VGG-19 da 19 katman (16 evrisimli
katman + 3 tam baglantili katman) vardir. VGG de giris gorseli boyutu 224x224°t0r.

Tiim evrigimli katmanlar 3x3 filtreler kullanir. Parametre ve hesap sayisini azaltmak amaciyla
2x2 filtre boyutunda maksimum havuzlama katmanlar1 kullanir. Aktivasyon fonksiyonu olarak
ReLU kullanilir ve Evrisimli katmanlar siniflandirma i¢in 3 adet tam baglantili katman ile
baglanir. Tam baglantili katmanlarin ilk ikisi 4096 boyutunda sonuncusu ise ImageNet veri seti
yarigmast i¢in 1000 katmanlidir [63]. Sekil 3.15° te VGG-16 mimarisi gosterilmektedir.

Cony block
Conv hlack2

Conv hlock3

Cony hlock4
Cony block s
ot re7 fcs

' “ “ b R Ix1x4096
- xix
§ — taxtaxs12 ARTHIAR
2R 2RSE2

Ixixd

SKoxSax2se

wll L Evrisim Katmani+RelU
1IZxii2xi2S
Maksimum Havuzlama

224x224%64 Tam Baglantuh Katman+RelLU

Sekil 3.15 VGG-16 mimarisi

3.2.7.2 ResNet

Derin Aglarda kaybolan gradyan sorunu ¢ozmek adina 2016 yilinda Kaiming He, Xiangyu
Zhang, Shaoging Ren ve Jian Sun tarafindan tanmitilmistir. ResNet ile birlikte gelen en biiyiik
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yenilik, bir veya daha fazla katmani atlayan baglantilarin veya kisayollarin atlanmasim
saglayan artik bloklarin kullanilmasidir. Bu atlama baglantilar1 egimin ag tizerinden daha kolay
akmasini saglayarak performans diisiisii olmadan agin derin aglarin egitilmesini saglar [64].
ResNet katman sayisina bagli olarak degisen farkli tiirlere sahiptir. (ResNet-18, ResNet-34,
ResNet-50, ResNet-101 ve ResNet-152) Yiiksek katman sayisina sahip tiirler daha karmagik
problemlerin ¢oziimiinde kullanilir. Her bir blok darbogaz olarak bilinen 3 evrisimli katmandan

olusur (1x1,3x3 ve 1x1). Bu durum verimlilik a¢isindan énemlidir.

3.2.7.3 InceptionV3 (GoogLeNet)

2014 yilinda Christian Szegedy ve arkadaslari tarafindan gelistirildi. Bu mimarinin en biiyiik
yeniligi ayn1 katmanda paralel olarak birden fazla filtre boyutunu birlestiren modiillerin
kullanilmasidir. Bu durum ¢esitli 6lgeklerde ve karmasikliklarda 6zelliklerin ¢ikarilmasina
olanak tanir. Mimarisi geleneksel katmanlardan daha karmasiktir. Verimlilik ig¢in

tasarlanmasina ragmen ¢ok sayida islem nedeniyle kaynak kullanimi fazladir [65].

3.2.7.4 Xception

Inception mimarisinin genisletilmis ve gelistirilmis versiyonudur. 2017 yilinda Francois
Chollet tarafindan olusturulmustur. Xception mimarisinin en biiyiik yeniligi derinlemesine
ayrilabilir evrisimlerin kullanilmasidir. ESA’nin  6zellik haritalarindaki kanallar arasi
korelasyonlar ve uzaysal korelasyonlar tamamen ayristirilabilir sekildedir [66]. Bu, mimarinin
tanimlanmasint ve degistirilmesini ¢ok kolaylastirir. Xception’da filtreler nce mekénsal
ardindan da kanal tabanl islenir ve bu Inception’a gore daha az parametre ve hesaplama

maliyeti anlamina gelir.

3.2.7.5 DenseNet

Yogun Baglantili Evrigimli Aglar yani kisaca DenseNet 2017 yilinda Gao Huang, Zhuang Liu
ve Kilian Q. Weinberger tarafindan tanitildi. DenseNet te temel amag¢ katmanlar arasi yogun
baglantilar olusturularak ag boyunca bilgi akis1 ve gradyanlari iyilestirmektir. Geleneksel ESA
lardan farkli olarak her katman 6nceki katmandan girdi alir. Bu durum yok olan gradyan
sorununu ¢ézmeye ¢alisir ve agin bilgileri ag iizerinden daha 1yi yakalayip yaymasini saglar.

Geleneksel mimarilere kiyasla daha az parametre icermesi daha az hesaplama saglar ve maliyeti
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diistiriir. DenseNet'ler, parametreleri verimli bir sekilde kullanarak diger mimarilerden daha iyi

performans gostererek, goriintli siniflandirmada olaganiistii performans sergilemistir [67].
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BOLUM 4

BULGULAR

4.1 GUNES PANELI VERI SETI

Calisma kapsaminda kullanilan veri seti agik erisimli kaggle web sitesinden elde edilmistir [37].
Veri setinde Tablo 4.1°de goriildigii tizere toplam 988 adet farkli goriintii vardir. Goriintiilerin
boyutlart 196 x 110 piksel ile 6240 x 4160 piksel araligindadir. Her gortntl 0-6 arasi
smiflandirilmistir. Kus pisligi olan paneller 0, temiz olan paneller 1, tozlu olan paneller 2,
elektriksel hasarli paneller 3, fiziksel hasarli paneller 4, karla kapl paneller 5, golgelenmis

paneller 6 olarak siniflandirilmistir.

Cizelge 4.1 Orijinal veri seti

Sinif Panel Durumu Goriintii Sayisi
0 Kus pisligi 200
1 Temiz 202
2 Tozlu 220
3 Elektriksel hasarlt 98
4 Fiziksel hasarli 66
5 Karli 122
6 Golgelenmis 80

Cizelge 4.1°de gorildiigi tizere veri setinde 200 adet kus pisligi, 202 adet temiz, 220 adet tozlu
98 adet elektriksel hasarli 66 adet fiziksel hasarli, 122 adet karli ve 80 adet gdlgelenmis panel
goriintiisii vardir. Bu ¢alismada kullanilan veri setindeki panel goriintiisii 6rnekleri Sekil 4.1°de

gosterilmistir.
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Kus
Pisligi

Temiz

Tozlu

Elektriksel
Hasarh

Fiziksel

Hasarh

Karh

Golgelenmis

Sekil 4.1 Veri setinden drnekler

Cizelge 4.1’ de goriildiigli lizere veri setinin goriintii sayisi agisindan yetersiz olmasi ve
siiflandirma elemanlar1 arasindaki say1 dengesizligi dikkat ¢ekmektedir. Ayrica, .png ve .jpg
olarak bulunan goéruntilerin ¢oziiniirliikleri farklilik gostermektedir. Bunun 6niine gegmek igin
veri seti c¢ozinlrliikleri 256x256 hale getirilmis ve farkli veri cogaltma metotlar
(6lgeklendirme, dondiirme, yakinlastirma, giiriiltii ekleme) kullanilarak veri setinin her sinifi
i¢cin yaklasik 1000’er ve toplamda 6097 adet goriintii elde edilmistir. Cogaltilan veri seti ile
modelin asir1 6grenmesinin oniine gecilmistir. Yeni veri setinin goriintl sayis1 Cizelge 4.2°de

gosterilmistir.

N
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Cizelge 4.2 Cogaltilmig veri seti

Sinif Panel Durumu Goriintli Sayisi
0 Kus pisligi 820
1 Temiz 1040
2 Tozlu 920
3 Elektriksel Hasarli 850
4 Fiziksel Hasarl1 830
5 Karl 917
6 Golgelenmis 720

4.2 ON iISLEM ADIMLARI

On islem adiminda veri setindeki anormallikler ve eksiklikler giderilerek veri seti egitim igin

hazir hale getirilmistir. On isleme adimi iki asamadan olusmaktadir.

Ilk asamada veri setindeki goriintiilerin piksellerinin degiskenliginin giderilmesi igin her
goriintli 256*256 piksel boyutuna diizenlenmistir. Boylece hem goriintii boyutlarindaki
tutarsizlik diizenlenmis oldu hem de modelin islem yiikii azaltilmis oldu. Goriintii boyutunun

bliylik olmas1 modelin daha fazla sayiyla ugragsmasina neden olur ve bu da maliyeti arttirir.

Ikinci asamada veri setindeki goriintii sayisinin yetersiz olusu ve veri setindeki smiflardaki
elemanlarin say1r dengesizligi veri ¢ogaltma tekniklerini kullanmay1 zorunlu kilmistir. Veri
cogaltma teknikleri veri seti sayisindaki eksikleri gidermek icin kullanilan (Goriintiiyi 90° 180°
ve 270 ° dondiirme, x eksenine gdre simetrigini alma ve y eksenine gore simetrigini alma,
gorilintiiye giiriiltii ekleme vb.) goriintli isleme metotlarini icermektedir. Sonug olarak 980 olan

veri sayis1 6097’ ye c¢ikarilmistir.

4.2.1 Goruntuyd Dondirme

Goriintliyti dondiirme teknigi mevcut goriintliniin belirli agilarla dondiiriilerek yeni goriintiiler
elde edilmesi islemidir. Bu islem veri setindeki eleman sayisini arttirarak modelin ¢esitli veri
ornekleriyle karsilasmasini saglar ve asirt uyumu onler. Sekil 4.2°de veri setinden, goriintii
dondiirme teknigi kullanilan 6rnek bir goriintii gdsterilmektedir. Sekil 4.2 (a)’ da orijinal giines

paneli goriintiisii, (b)’ de Orijinal goriintiiniin 90° dondiiriilmesi sonucu olusan goriinti, (c)’ de
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Orijinal goruntiniin 180° dondiiriilmesi sonucu olusan goriintii, (d)’ de Orijinal gortntlinin

270° dondiiriilmesi sonucu olugan goriintii gorulmektedir.

(c) (d)

Sekil 4.2 Veri seti lizerinde goriintii isleme tekniklerinden dondiirme 6rnegi

4.2.2 Goriintiiniin x ve y Eksenlerine Gore Simetrigini Alma

Gorlintiiniin x eksenine gore simetrigini alma islemi gorlintliyii yatay olarak yansitmak
anlamina gelmektedir. Yani goriintiiniin sag ve sol taraflarinin degismesidir. Goruntlndin y
eksenine gore simetrigini alma islemi de goriintiiniin dikey olarak yansitilmasidir. Yani
goriintiiniin iist ve alt taraflarinin degismesidir. Sekil 4.3’te simetrigi alma islemi uygulanmis
ornek bir gorunti gorulmektedir. Sekil 4.3 (a)’ da orijinal giines paneli gorintisi, (b)’ de
orijinal goriintiiniin x eksenine gore simetrigi alinmasi sonucu olugan goriintii, ()’ de orijinal

goriintliniin y eksenine gore simetrigi alinmasi sonucu olusan goriintii gorilmektedir.
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Sekil 4.3 Veri seti lizerinde goriintii isleme tekniklerinden simetrigini alma 6rnegi

4.2.3 Goruntuye Guralta Ekleme

Gorlintl ¢esitliligini arttirmak ve modelin dayanikliligin1 yani bozulma yasamis goriintiilere
kars1 da performans vermesini saglamak amaciyla orijinal goriintiilere giiriilti eklenmistir. Bir
goriintiiniin giirtiltiisti, goriintiiniin ig¢indeki piksel degerlerinde kasitsiz, rastgele bozulmalara
veya ayarlamalara neden olan bir tiir yanlisliktir. Giiriiltii ¢esitli kaynaklardan ortaya ¢ikabilir
ve goriintlinlin kalitesini diistirebilir. Gliriiltli, goriintiide rastgele bir oranla dagilir [68]. Sekil
4.4’ te girilti eklenmis bir gorsel 6rnegi gortilmektedir. Sekil 4.4 (a)’ da orijinal giines paneli
gorintisa, (b)’ de orijinal gorintlye %20 oraninda giiriiltii eklenmesi sonucu olusan yeni

gorunt gosterilmektedir.

47



(b)

Sekil 4.4 Veri seti lizerinde goriintii isleme tekniklerinden giiriiltii ekleme 6rnegi

4.3 PERFORMANS METRIKLERI

Derin 6grenmede modelin ne kadar dogru bir sekilde egitildigini test etmek i¢in test veri seti
kullanilir. Test verisi modelin egitim asamasina dahil olmaz. Bu durum modelin basarisini
gorebilmek adina oldukg¢a 6nemlidir. Ciinkii model egitim asamasinda islem yaptigi goriintiiyii
daha kolay bir sekilde tanir. Modelin performansinin degerlendirilmesi i¢in bazi performans
teknikleri kullanilir. Bu ¢alismada modelin performansi goriilmesi i¢in karigiklik matrisi ve bu
matrisle hesaplanan kesinlik, geri ¢agirma, dogruluk ve f-1 skoru performans metrikleri

kullanilmistir.

4.3.1 Kanisikhk Matrisi

Karigiklik matrisi model performansini degerlendirmek icin kullanilan araglardan biridir.
Karigiklik matrisi modelin dogru ve yanlis siniflandirmalarini 6zet bir sekilde goriilmesini
saglar. Karisiklik matrisine gore kesinlik, geri ¢agirma, dogruluk ve f1 skoru gibi performans

metrikleri hesaplanabilir.

Kesinlik: Gergek pozitiflerin tahmin edilen toplam pozitiflere oranidir [69]. Esitlik (4.1)’de TP
gercek pozitif (True Positive- TP), FP tahmin pozitif (False Positive- FP) degerleri

gostermektedir.

TP
TP+FP

(4.1)
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Geri Cagirma: Veri kiimesindeki tiim olumlu 6rnekler arasinda model tarafindan dogru sekilde
tahmin edilen gergek olumlu 6rneklerin oranini gosterir [69]. Esitlik (4.2) de TN gercek negatif
(True Negative- TN) degeri gosterilmektedir.

TP
TP+FN

(4.2)

Dogruluk: Tiim tahminler iginden dogru tahmin edilen 6rneklerin oranidir [70]. Esitlik (4.3)’
de FN tahmin negatif (False Negative- FN) degeri gosterilmektedir.

TP+TN
TP+TN+FP+FN

(4.3)

F1-Skoru: 1Iki o6lciim arasinda denge saglayan hassaslik ve hatirlamanin harmonik

ortalamasidir [69].

2xGeri CagirmaxKesinlik (4 4)
(Kesinlik+Geri GCagirma) '

Esitlik (1), (2) (3) ve (4) ’te TP modelin pozitif bir sinifin bir 6rnegini pozitif olarak dogru bir
sekilde tanimladig1 6rnekleri gosteren gercek pozitifler; TN modelin negatif sinifin bir 6rnegini
negatif olarak dogru bir sekilde tanimladigi 6rnekleri gosteren gergek negatifler; FP modelin
negatif bir sinif Ornegini hatali olarak pozitif olarak yansittigi ornekleri gosteren yanlis
pozitifler; FN modelin pozitif bir sinif 6rnegini olumsuz olarak yanlis yorumladigi oérnekleri
gosteren yanlis negatifler anlamina gelmektedir. Cizelge 4.3’te smiflandirma islemi igin

karigiklik matrisi gosterilmistir.

Cizelge 4.3 Karisiklik matrisi parametreleri

Tahmin Pozitif Tahmin Negatif
Gergek Pozitif TP FP
Gercek Negatif FN TN

4.4 ONERILEN MODEL

Bu tez calismasinda gilines paneli kusurlarinin siniflandirilmast i¢in olusturulan model

kullanilmistir. Modelin performansi belirli ayarlamalar ile arttirilmaya ¢alisilmstir.
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Onerilen modelin 6grenme oran1 10-5, epok sayis1 50 ve kiimeleme sayis1 modelin egitim
stiresini ve islem sayisim1 azaltmak icin 32 olarak belirlenmistir. En hizli sekilde en iyi
yakinsamay1 yaptig1 i¢in “Adam” optimizasyonu ve kayip fonksiyonu olarak” Seyrek Kategorik
Capraz Entropi” kullanilmistir. Veri seti %80 egitim, %10 dogrulama ve %10 test olarak 3

parcaya boliinmiistiir. Cizelge 4.4’ te onerilen modelde kullanilan parametreler goriilmektedir.

Cizelge 4.4 Onerilen modelde kullanilan parametreler

Epok sayisi 50
Kimeleme(batch) 32
Ogrenme orani 10°
Gorsel boyutlar 256x256
Evrigsim

Aktivasyon fonksiyonu | ReLU
Optimizasyon Adam
Siiflandirma

Aktivasyon fonksiyonu | Softmax

Kayip fonksiyonu Seyrek Kategorik Capraz
Entropi
Seyreltme katsayist 0,5

drdafl
1x1x238 Anizéd ixizBd  Ixia7

30x30xbd

62x62x64  G0x60xE4 d
Ging Katmamni ' Tam Baglantih Katman

137x137x32 1252125264

I [

ﬂ Evrigim Katman ' Seyreltme Katmam

' Havuzlama Katmam ' Gikig Katmam

' Diizlegtirme Katmam

236x256x3 T5dxE5dn32

Sekil 4.5 Onerilen modelin yapisi
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Sekil 4.5’te onerilen modelin yapis1 goriilmektedir. Onerilen modelin giris katmani 256x256
pikselli goriintiilerden olusmaktadir. Giris katmanmin ardindan 6 adet evrisim katmani
icermektedir. Evrisim katmanlar1 sirasiyla (32,64,64,64,64,64) derinliklerini icermektedir.
Evrisim katmaninda islemler ReLU aktivasyon fonksiyonuyla tamamlanir bu durum egitimin
tamamlanmasini kolaylastirir. Her evrisim katmanindan sonra 2x2’lik maksimum havuzlama
katmani kullanilmistir. Havuzlama katmani agin hesaplama miktarini azaltarak egitim siiresini
azaltma gorevini iistlenmektedir. Uste {iste gelen evrisim ve havuzlama katmanlarindan sonra
modele diizlestirme katmani eklenmistir. Diizlestirme katmanina 64 derinlikli tam baglantili
katman baglanmistir. Modelde asirt uyumu azaltmak i¢in 0,5 degerde seyreltme katmani
kullanilmistir. Tamamen baglantili katmanin hemen ardindan smiflandirma katmani
baglanmistir. Siniflandirma katmani; “kus pisligi, temiz, tozlu, elektriksel hasarli, fiziksel

hasarli, Karl1 ve golgelenmis” olarak 7 siniftan olustugu i¢in 7 néronludur.

4.5 DENEYSEL SONUCLAR

Gilines paneli kusurlariin smiflandirilmasina yonelik yapilan biitlin ¢alismalar, Intel(R)
Core(TM) i5-7200U CPU @ 2,50GHz 2,71 GHz islemci, 2 GB NVIDIA GeForce 940 MX
ekran kartt ve 12 GB RAM’e sahip bilgisayarda Jpyter Notebook kullanilarak
gerceklestirilmistir. Calismada kullanilan veri seti 6nerilen model disinda en yaygin kullanilan
modellerden olan VGG-19 InceptionV3 ve Resnet101 gibi modellerde de egitilerek sonuglar

karsilastirilmistir.

4.5.1 VGG-19 Modeli Sonuclar:

Veri seti VGG-19 modeliyle 8 saat 13 dakikada egitilmistir. Veri setinin VGG-19 modeliyle
egitilmesi sonucu ortaya ¢ikan egitim dogrulama kaybi grafigi Sekil 4.6° da gosterilmektedir.
Egitim kaybinin son degeri:0,5158 ve dogrulama kaybmin son degeri:0,2417 olarak

gozlenmistir. Degerlerin 0’ a yakinsamasi modelin agira uyuma diismedigini géstermektedir.
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Egitim ve Dogrulama Kayhbi

— Egitim Kayb
e Dogrulama Kaylb

o 10 20 30 a0 50

Epok

Sekil 4.6 VGG-19 modelinin egitim ve dogrulama kaybi grafigi

VGG-19 modelinin egitim ve dogrulama basarist grafigi Sekil 4.7° de goriilmektedir. Model
test edilen verileri %94,53’ liik basariyla siniflandirabilmektedir.

Egitim ve Dogrulama Basarisi

0.9

Basari

Egitim Basaris:
e Dogrulama Basarisi

a 10 20 30 40 50

Epok

Sekil 4.7 VGG-19 modelinin egitim ve dogrulama basaris1 grafigi
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VGG-19 modelinin karisiklik matrisi Sekil 4.8 de gosterilmektedir. Sekilde goriildiigii lizere
“kus pisligi” sinifinda 83, “temiz” simifinda 101,” tozlu” smifinda 100, “elektriksel hasarli”
sinifinda 96,” fiziksel hasarli” sinifinda 75, “karli” sinifinda 100,” gdlgelenmis” sinifinda 85 ve
toplamda 640 adet test verisi bulunmaktadir. Model test verisindeki 83 adet kus pisligi
etiketinden 76 adetini dogru siniflandirmis, 6 adetini tozlu ve 1 adetini fiziksel hasarli olarak
yanlis siniflandirmistir. Modelin kus pisligi etiketini siniflandirma basarist %91,56’dir. Model
test verisindeki 101 adet temiz etiketinden 86 adetini dogru siniflandirmis, 12 adetini tozlu ve
3 adetini karli olarak yanlis siniflandirmistir. Modelin temiz etiketini siniflandirma basarisi
%85,14’tiir. Model test verisindeki 100 adet tozlu etiketinden 95 adetini dogru siniflandirmas,
2 adetini kus pisligi, 1 adetini elektriksel hasarli, 1 adetini karli ve 1 adetini gélgelenmis olarak
yanlis smiflandirmistir. Modelin tozlu etiketini siniflandirma basaris1 %95°tir. Model test
verisindeki 96 adet elektriksel hasarli etiketinden tamamini dogru siniflandirmistir. Modelin
elektriksel hasarli etiketini siniflandirma basaris1 %100’ diir. Model test verisindeki 75 adet
fiziksel hasarli etiketinden 73 adetini dogru simiflandirmis, 1 adetini kus pisligi ve 1 adetini
tozlu olarak yanlis siniflandirmistir. Modelin fiziksel hasarli etiketini siniflandirma basarisi
%97,33’tiir. Model test verisindeki 100 adet karl etiketinden tamamini dogru siniflandirmigtir.
Modelin karli etiketini siniflandirma basaris1 %100’ diir. Model test verisindeki 85 adet
golgelenmis etiketinden 79 adetini dogru siniflandirmis, 1 adetini kus pisligi ve 5 adetini tozlu
olarak yanlis siniflandirmistir. Modelin  gélgelenmis etiketini  simiflandirma  basarisi

%92,94 tlir.
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Sekil 4.8 VGG-19 modelinin karisiklik matrisi
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Cizelge 4.5 VGG-19 modelinin performansi

Kesinlik Geri Cagirma Dogruluk F1-skoru
Kus Pisligi 0,92 0,95 0,98 0,93
Temiz 0,85 1 0,98 0,92
Tozlu 0,95 0,8 0,95 0,87
Elektriksel Hasarli 1 0,99 1 0,99
Fiziksel Hasarli 0,97 0,99 0,99 0,98
Karli 1 0,96 0,99 0,98
Golgelenmis 0,93 0,99 0,99 0,96
Ortalama 0,95 0,95 0,98 0,95

Cizelge 4.5’de VGG-19 modelinin her bir siif i¢in Kesinlik, Geri Cagirma, Dogruluk degerleri
gosterilmektedir. Bunun sonucunda Kesinlik degeri:0,95, Geri Cagirma degeri: 0,95, Dogruluk

degeri:0,98 ve F1-skoru: 0,95 olarak hesaplanmustir.

4.5.2 InceptionV3 Modeli Sonug¢lari

Veri seti InceptionV3 modeliyle 1 saat 30 dakikada egitilmistir. Veri setinin InceptionV3
modeliyle egitilmesi sonucu ortaya ¢ikan egitim dogrulama kaybi1 grafigi Sekil 4.9’ da

gosterilmektedir.
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Sekil 4.9 InceptionV3 modelinin egitim ve dogrulama kayb1 grafigi
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Egitim kaybinin son degeri:0,3112 ve dogrulama kaybmin son degeri:0,3071 olarak
gozlenmistir. Degerlerin 0’ a yakinsamasi modelin asira uyuma diismedigini gostermektedir.
InceptionV3 modelinin egitim ve dogrulama basaris1 grafigi Sekil 4.10° da gorilmektedir.

Model test edilen verileri %89,68’ lik basar1 oraniyla siniflandirabilmektedir.
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Sekil 4.10 InceptionV3 modelinin egitim ve dogrulama basaris1 grafigi

InceptionV3 modelinin karigiklik matrisi Sekil 4.11° de gosterilmektedir. Sekilde gortldigi
“kus pisligi” sinifinda 83, “temiz” smifinda 101,” tozlu” sinifinda 100, “elektriksel hasarli”
siifinda 96,” fiziksel hasarli” sinifinda 75, “karli” siifinda 100,” gélgelenmis” sinifinda 85 ve
toplamda 640 adet test verisi bulunmaktadir. Model test verisindeki 83 adet kus pisligi
etiketinden 73 adetini dogru siniflandirmis, 4 adetini temiz,5 adetini tozlu ve 1 adetini fiziksel
hasarli olarak yanlis siniflandirmistir. Modelin kus pisligi etiketini siniflandirma basarist
%87,95°tir. Model test verisindeki 101 adet temiz etiketinden 88 adetini dogru siniflandirmus,
1 adetini kus pisligi,7 adetini tozlu ve 5 adetini golgelenmis olarak yanlis siniflandirmistir.
Modelin temiz etiketini siniflandirma basaris1 %87,12°dir. Model test verisindeki 100 adet tozlu
etiketinden 94 adetini dogru siniflandirmis, 1 adetini kus pisligi, 4 adetini temiz ve 1 adetini
elektriksel hasarli olarak yanlis siniflandirmigtir. Modelin tozlu etiketini siniflandirma basarisi
%94°tir. Model test verisindeki 96 adet elektriksel hasarli etiketinden 93 adetini dogru
simiflandirmis, 1 adetini temiz ve 2 adetini tozlu olarak yanlis siniflandirmistir. Modelin
elektriksel hasarli etiketini siniflandirma basaris1 %96,87 dir. Model test verisindeki 75 adet
fiziksel hasarl etiketinden 71 adetini dogru siniflandirmis, 2 adetini temiz ve 2 adetini tozlu

olarak yanlig siniflandirmistir. Modelin fiziksel hasarli etiketini siniflandirma basarisi
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%94,66’dir. Model test verisindeki 100 adet karl etiketinden 97 adetini dogru siniflandirmas, 2
adetini temiz ve 1 adetini golgelenmis olarak yanlis siniflandirmistir. Modelin siniflandirma
karl etiketini basaris1 %97’ dir. Model test verisindeki 85 adet golgelenmis etiketinden 58
adetini dogru siniflandirmus, 16 adetini temiz,10 adetini tozlu ve 1 adetini fiziksel hasarli olarak

yanlis siniflandirmistir. Modelin gélgelenmis etiketini siniflandirma basaris1 %68,23’tiir.
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Sekil 4.11 InceptionV3 modelinin karisiklik matrisi

Cizelge 4.6 InceptionV3 modelinin performansi

Kesinlik Geri Cagirma Dogruluk F1-skoru
Kus Pisligi 0,88 0,97 0,98 0,92
Temiz 0,87 0,75 0,93 0,81
Tozlu 0,94 0,78 0,95 0,85
Elektriksel Hasarli 0,97 0,99 0,99 0,98
Fiziksel Hasarli 0,95 0,97 0,99 0,96
Karh 0,97 1 0,99 0,98
Golgelenmis 0,68 0,91 0,95 0,78
Ortalama 0,94 0,91 0,95 0,9

Cizelge 4.6’da InceptionV3 modelinin her bir smif i¢in Kesinlik, Geri Cagirma, Dogruluk
degerleri gosterilmektedir. Bunun sonucunda Kesinlik degeri:0,94, Geri Cagirma degeri: 0,91,

Dogruluk degeri:0,95 ve Fl-skoru: 0,9 olarak hesaplanmistir.
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4.5.3 Resnet101 Modeli Sonug¢lari

Veri seti Resnet101 modeliyle 4 saat 18 dakikada egitilmistir. Veri setinin Resnet101 modeliyle
egitilmesi sonucu ortaya ¢ikan egitim dogrulama kaybi grafigi Sekil 4.12° de gosterilmektedir.
Egitim kaybinin son degeri:1,6398 ve dogrulama kaybinin son degeri:1,5708 olarak
gozlenmistir. Degerlerin 0’ a yakinsama konusunda basarisiz oldugu goriilmektedir. Model
asirt uyuma diismemis ancak modelin egitimi de basarili gegmemistir. Model egitim sirasinda

1yi bir sekilde 6grenemedigi i¢in test etme sirasinda basarisiz olmustur.
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Sekil 4.12 Resnet101 modelinin egitim ve dogrulama kaybi grafigi

Resnet101 modelinin egitim ve dogrulama basaris1 grafigi Sekil 4.13” te gorulmektedir. Model

test edilen verileri %39,68’ lik basar1 oraniyla siniflandirabilmektedir.
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Sekil 4.13 Resnet101 modelinin egitim ve dogrulama basarist grafigi

Resnet101 modelinin karisiklik matrisi Sekil 4.14” te gosterilmektedir. Sekilde goriildiigii izere
“kus pisligi” sinifinda 83, “temiz” simifinda 101,” tozlu” siifinda 100, “elektriksel hasarli”
sinifinda 96,” fiziksel hasarli” sinifinda 75, “karli” sinifinda 100,” gélgelenmis” sinifinda 85 ve
toplamda 640 adet test verisi bulunmaktadir. Model test verisindeki 83 adet kus pisligi
etiketinden 20 adetini dogru siniflandirmis, 40 adetini temiz, 11 adetini tozlu, 3 adetini
elektriksel hasarli, 7 adetini fiziksel hasarli ve 2 adetini karli olarak yanlis siniflandirmistir.
Modelin kus pisligi etiketini siniflandirma basarisi %48,19°dur. Model test verisindeki 101 adet
temiz etiketinden 72 adetini dogru siiflandirmus, 6 adetini kus pisligi, 11 adetini tozlu, 9 adetini
elektriksel hasarli, 1 adetini fiziksel hasarli ve 2 adetini karli olarak yanlis siniflandirmistir.
Modelin temiz etiketini siniflandirma basaris1 %79,12°dir. Model test verisindeki 100 adet tozlu
etiketinden 49 adetini dogru smiflandirmis, 5 adetini kus pisligi, 23 adetini temiz,16 adetini
elektriksel hasarli, 4 adetini karl1 ve 3 adetini go6lgelenmis olarak yanlis siniflandirmistir.
Modelin tozlu etiketini siniflandirma basarist %49’dur. Model test verisindeki 96 adet
elektriksel hasarl etiketinden 56 adetini dogru siniflandirmis, 3 adetini kus pisligi, 16 adetini
temiz, 13 adetini tozlu, 1 adetini fiziksel hasarli, 4 adetini karl1 ve 1 adetini golgelenmis olarak
yanlig siniflandirmistir. Modelin elektriksel hasarl etiketini siniflandirma basaris1 %60,42” dir.
Model test verisindeki 75 adet fiziksel hasarli etiketinden 13 adetini dogru siniflandirmis, 26
adetini kus pisligi, 22 adetini temiz, 9 adetini tozlu, 1 adetini elektriksel hasarli ve 4 adetini
olarak yanlis siniflandirmistir. Modelin fiziksel hasarli etiketini siniflandirma basaris1 %17,33
tlr. Model test verisindeki 100 adet karl: etiketinden 40 adetini dogru siniflandirmus, 1 adetini

kus pisligi, 24 adetini temiz, 31 adetini tozlu, 3 adetini elektriksel hasarli ve 1 adetini
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golgelenmis olarak yanlis siniflandirmigtir. Modelin karli etiketini siniflandirma basarist %40
dir. Model test verisindeki 85 adet golgelenmis etiketinden 2 adetini dogru siiflandirmis, 8
adetini kus pisligi, 25 adetini temiz, 18 adetini tozlu, 9 adetini elektriksel hasarli, 1 adetini
fiziksel hasarli ve 22 adetini karli olarak yanlis siniflandirmistir. Modelin gélgelenmis etiketini

siiflandirma basarist %2,35’ tir.
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Sekil 4.14 Resnet1 01 modelinin karisiklik matrisi

Cizelge 4.7 Resnet101 modelinin performansi

Kesinlik Geri Cagirma Dogruluk F1-skoru
Kus Pisligi 0,24 0,29 0,83 0,26
Temiz 0,71 0,32 0,72 0,45
Tozlu 0,49 0,35 0,78 0,41
Elektriksel Hasarli 0,6 0,59 0,88 0,59
Fiziksel Hasarli 0,17 0,57 0,89 0,27
Karli 0,4 0,51 0,85 0,45
Golgelenmis 0,02 0,29 0,86 0,04
Ortalama 0,38 0,4 0,82 0,41

Cizelge 4.7°de Resnetl01 modelinin her bir simif i¢in Kesinlik, Geri Cagirma, Dogruluk
degerleri gosterilmektedir. Bunun sonucunda Kesinlik degeri:0,38, Geri Cagirma degeri: 0,4

Dogruluk degeri:0,82 ve F1-skoru: 0,41 olarak hesaplanmistir.
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4.5.3 Onerilen Modelin Sonuglar:

Veri seti Onerilen modelle 1 saat 45 dakikada egitilmistir. Veri setinin Onerilen modelle
egitilmesi sonucu ortaya ¢ikan egitim dogrulama kayb1 grafigi Sekil 4.15’ te gosterilmektedir.
Egitim kaybinin son degeri:0,0827 ve dogrulama kaybmin son degeri:0,1034 olarak
gozlenmistir. Modelin egitim ve dogrulama kaybinin sifira yakinsadigi goriilmektedir. Bu

durum da modelin asir1 uyuma diismedigini gostermektedir.

m
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Sekil 4.15 Onerilen modelin egitim ve dogrulama kaybi grafigi

Onerilen modelin egitim ve dogrulama basaris1 grafigi Sekil 4.16° da goriilmektedir. Grafik
incelendiginde modelin gilines panellerindeki kusurlar1 smiflandirmada basarili oldugu

g6zlenmektedir. Model test edilen verileri %97,19” luk basar1 oraniyla siniflandirabilmektedir.
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Sekil 4.16 Onerilen modelin egitim ve dogrulama basarisi grafigi

Onerilen modelinin karisiklik matrisi Sekil 4.17” de gosterilmektedir. Sekilde goriildiigii iizere
“kus pisligi” sinifinda 83, “temiz” smifinda 101,” tozlu” sinifinda 100, “elektriksel hasarli”
siifinda 96,” fiziksel hasarli” sinifinda 75, “karli” siifinda 100,” gélgelenmis” sinifinda 85 ve
toplamda 640 adet test verisi bulunmaktadir. Model test verisindeki 83 adet kus pisligi
etiketinden 80 adetini dogru smiflandirmig, 3 adetini fiziksel hasarli olarak yanlis
smiflandirmistir. Modelin kus pisligi etiketini siniflandirma basarist %96,39°dur. Model test
verisindeki 101 adet temiz etiketinden 100 adetini dogru siniflandirmis, 1 adetini karli olarak
yanlis siniflandirmistir. Modelin temiz etiketini siniflandirma basarist %99,01°dir. Model test
verisindeki 100 adet tozlu etiketinden 97 adetini dogru smiflandirmig, 1 adetini elektriksel
hasarli ve 2 adetini golgelenmis olarak yanlis smiflandirmistir. Modelin tozlu etiketini
smiflandirma basaris1 %97°dir. Model test verisindeki 96 adet elektriksel hasarli etiketinden 95
adetini dogru smiflandirmus, 1 adetini tozlu olarak yanlis siniflandirmistir. Modelin elektriksel
hasarli etiketini siniflandirma basaris1 %98,96° dir. Model test verisindeki 75 adet fiziksel
hasarli etiketinden 74 adetini dogru smiflandirmis, 1 adetini kus pisligi olarak yanlis
smiflandirmistir. Modelin fiziksel hasarli etiketini simiflandirma basaris1 %98,67’dir. Model
test verisindeki 100 adet karli etiketinden 96 adetini dogru siniflandirmig,1 adetini temiz, 2
adetini tozlu ve 1 adetini fiziksel hasarli olarak yanlis siniflandirmistir. Modelin karli etiketini
simiflandirma basaris1 %96’ dir. Model test verisindeki 85 adet golgelenmis etiketinden 80

adetini dogru smiflandirmis, 1 adetini temiz, 2 adetini tozlu, 1 adetini fiziksel hasarli ve 1
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adetini karli olarak yanlis siniflandirmigtir. Modelin gélgelenmis etiketini siniflandirma basarist

%94,11°dir.

Kargiklik Matrisi

- 100

0-Kus Pisligi 3 0
1-Temiz- (1] 0 -
2-Tozlu 0 2
ﬁ -
¥ 3-Elektriksel-Hasarli- 0 0 0
]
U -a0
4-Fiziksel-Hasarh- 1 0 0 0
skart- 0 1 2 0 1E[4 O -
6-Golgelenmis- 0 1 2 0 1 1 g:{u
% N 3 £ £ £ & )
§ : 5 EoEoEOE
PRI B SR
3 v ® o
$ g E %
€ i ©
2 g
w
)
Tahmin

Sekil 4.17 Onerilen modelinin karisiklik matrisi

Cizelge 4.8 Onerilen modelinin performansi

Kesinlik Geri Cagirma Dogruluk F1-skoru
Kus Pisligi 0,96 0,99 0,99 0,98
Temiz 0,99 0,98 0,99 0,99
Tozlu 0,97 0,95 0,99 0,96
Elektriksel Hasarli 0,99 0,99 0,99 0,99
Fiziksel Hasarli 0,99 0,94 0,99 0,96
Karli 0,96 0,98 0,99 0,97
Golgelenmis 0,94 0,98 0,99 0,96
Ortalama 0,96 0,96 0,99 0,97

Cizelge 4.8°de Onerilen modelinin her bir sinif igin Kesinlik, Geri Cagirma, Dogruluk degerleri
gosterilmektedir. Bunun sonucunda Kesinlik degeri:0,96, Geri Cagirma degeri: 0,96 Dogruluk

degeri:0,99 ve F1-skoru: 0,97 olarak hesaplanmistir.
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Cizelge 4.9 Onerilen modelin diger modellerle karsilastiriimasi

Model Basar1 orani Egitim Siiresi
Onerilen Model %97,19 1 saat 45 dakika
VGG-19 %94,53 8 saat 15 dakika
InceptionV3 %89,68 1 saat 30 dakika
Resnet101 %39,68 4 saat 18 dakika

Cizelge 4.9° da oOnerilen modelin basar1 orami ve egitim siiresi diger modellerle
karsilastirilmistir. Cizelge 4.9 ‘da goriildiigii tizere en yiiksek basar1 oranina %97,19 ile 6nerilen
modelle ulasiimistir. VGG-19 modeli veri setini %94,53 gibi basarili bir oranla egitmistir ancak
egitim siiresinin 8 saat 15 dakika olmasi zaman ve maliyet agisindan kayba neden olacaktir.
InceptionV3 modeli veri setini basarili denebilecek bir oranla %89,68 dogrulukla
siiflandirabilmistir. Egitim siiresi de diger modellere gore daha iyidir ancak basari orani
Onerilen modelin altinda kalmistir. Resnetl01 modeli veri setini %39,68 gibi basarisiz bir
oranla egitmistir ve egitim siiresi 4 saat 18 dakika gibi fazla bir siiredir. Bu durum Resnet101’
in bu veri setinde kullanilmamasi gerektigi anlamina gelmektedir. Bu modeller igerisinden en
uygunu gizelge 4.9’ da goriildiigii lizere 6nerilen modeldir. Basar1 oranin yiiksek olmasi ve

egitim siiresinin kisa olmasi bu modeli diger modellerin 6niine atmistir.
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BOLUM 5

SONUCLAR

Yenilenemez enerji kaynaklarinin tiikenmesi ve ¢evreye verdikleri zarar, basta giines enerjisi
olmak {izere yenilenebilir enerji kaynaklarina olan ilginin artmasina neden olmustur. Yenilebilir
enerji kaynaklarinin en yaygini, dogada en ¢ok bulunan giinestir. Giines panelleri, giines
enerjisini elektrik enerjisine g¢eviren sistemlerdir. Giines panellerinin yayginligi gliniimiizde
giderek artmaktadir. Giines panelleri tizerindeki kar, toz, kus pisligi, mekaniksel hasar, fiziksel
hasar ve golgelenme gibi ectkenler enerji tiretimindeki verimi azaltmaktadir. Giines
panellerinden iyi performans alabilmek i¢in panel bakimi diizenli yapilmalidir. Ancak panel

bakimlar1 maliyet ve zaman gerektirmektedir.

Giliniimiizde kullanim1 yayginlasan derin 6grenme tabanli modeller goriintiilerdeki kusurlar
saptama ve simiflandirma konusunda dikkat ¢ekmektedir. Bu tez c¢alismasinda, gilines
panellerindeki kusurlarin siniflandirilmasi iizerine ¢alisilmistir. Amag, giines panellerindeki
“kar, toz, golge, kus pisligi, mekaniksel hasar, fiziksel hasar ve golgelenme” gibi kusurlarin
yiiksek dogrulukta smiflandirilarak olabildigince hizli sekilde uzmanlarca miidahale
edilmesidir. Bu islem 6nerilen derin 6grenme tabanli modelle miimkiin olacaktir. Calisma 2
asamadan olusmaktadir. i1k asama, &n isleme asamasidir ve bu asamada veri seti yetersiz olmasi
nedeniyle goriintiiyli dondiirme goriintiiniin simetrigini alma ve goriintiiye giiriiltii ekleme gibi
veri ¢ogaltma teknikleri kullanilarak arttirilmustir. Ikinci asama olan egitim asamasinda ise

cogaltilan veri seti Onerilen derin 6grenme modeliyle egitilmistir.

Calismada kaggle’ da bulunan agik erigimli giines paneli kusuru veri seti kullanilmistir. Veri
setinde ¢esitliligin saglanabilmesi i¢in yapay goriintiiler olusturularak toplamda 6098 gorunt
elde edilmistir. Bu goriintiilerin 5458 tanesi e8itim ve 640 tanesi ise test i¢in kullanilarak
egitilen modelin performans degerleri gdzlenmistir. Onerilen modelin Kesinlik, Geri ¢agirma,

Dogruluk ve F1-Skoru ortalama degerleri sirastyla 0,96, 0,96, 0,99, 0,97 olarak hesaplanmustir.
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Bu tez calismasinda Onerilen model, kullanimi en yaygin olan VGG-19, InceptionV3 ve
Resnet101 gibi 6nceden egitilmis modellerle karsilastiriimistir. Onceden egitilmis modeller
sirastyla % 94,53, %89,68 ve %39,68 basar1 oraniyla siniflandirabilirken Onerilen modelin
%97,19 basar1 oraniyla kusurlar1 siiflandirdig1 goézlenmistir. Ayrica 6nerilen modelin 1 saat
45 dakika gibi kisa bir siirede egitimini tamamlayarak zaman ve maliyet agisindan da diger

modellerden 6nde oldugu goriilmektedir.

Onerilen modelle birlikte giines enerjisi santralleri veya kisisel kullanimdaki giines panelleri
tizerindeki kusurlar otomatik olarak kisa stirede yiiksek dogrulukla saptanabilecek ve bdylece
verimliligin azaldig: siirelerde biiyiik diistisler yagsanmayacaktir. Gelecek ¢alismalarda, giines
panelleri kusurlarini siniflandirmaya yonelik modeller daha fazla kusur ve veri iceren, goriintii
kalitesinin iyi oldugu, aydinlatmanin modeli yaniltmadig: ve farkli iklim kosullarinda ¢ekilen
gorsellerin kullanildig1 veri setleriyle egitilirse daha basarili ve giivenilir sonuglar elde
edilebilir.
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