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ABSTRACT

The aim of this study is to find a suitable natgas$ energy forecasting model for
hourly, daily, weekly and monthly values by usingfigial neural networks(ANN). As
it is known, accurate forecasting is important lboth gas distributors and consumers.
On the view point of distributors, with accurateeicasting the number of false alarms
would be significantly decreased and tranship Bmwiould be scheduled.By this way
gas systems would be more reliable and profitaBléhough accurate forecasting
values are good for general consumers there witidodisconnect and breakdown etc.
In this study wide factor analyzing study is donerder to find the factors that effects
the gas consumptions. Founded results were appiiedNN feed forward back
propogation algorithm models.The reasons behincbsihng ANN are the ability of
ANN to forecast future values of more than onealala at the same time and to model
the nonlinear relation in the data structiBeven different algorithm models were used

and comperison of their performance were done.
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KISA VE ORTA VADELI ISTANBUL DOGAL GAZ TUKETIMININ
YAPAY 9NIR AGLARI ALGORITMALARI ILE TAHM iN EDILMES]

Recep KIZILASLAN

Yuksek Lisans Tezi — Endustri Muhendisli
Haziran 2008

Tez Yoneticisi: Prof. Dr. Bekir KARLIK

Oz

Bu calsmada yapay sinir gari algoritmalari kullanilarak saatlik, gunlik,
haftallk ve aylik d@al gaz enerjisi tahmini icin uygun modellerin buhiasi
amaclanmgtir. Bilindigi Gzere d@al gaz tuketiminin dgru tahmin edilmesi hem gaz
dagiticilari hem de tiketicileri agisindan onemlidbogal gaz daiticisi acgisindan
incelendginde, dgru tahmin dgerleri sistemde olusabilecek hatalari azaltir ve ga
dagitim limitlerinin d@ru sekilde programlanabilir hale getirir. Bu sayede gaz
sistemleri cok daha gercekgci ve karli hale geliyriéa tiketici acisindan bakifiinda
dogru tahmin dgerleri sistemde okabilecek hatalari azaltagamdan ve bu sayede

dogal gaz kesintisi olmayagadan dolay: iyidir.

Bu calsmada oOncelikle gaz tiketimine etki eden faktorleelirlemek icin
kapsamli faktor analizi camasi gerceklgirilmistir. Bulunan sonuclar geri beslemeli
yapay sinir glari modellerine uygulanmgir. Yapay sinir &lari tahmin yontemi
uygulamalarinin kullaniimasinin amaci algoritmalamlgsrusal olmayan verilerin
modellemesinde iyi sonuclar vermesi ve birden fazlEhminin ayni anda
yapilabilmesidir. Yedi dgsik yapay sinir @lari algoritmasi uygulanip bunlarin

karsilastiriimasi yapilnstir.

Anahtar Kelimeler: Yapay Sinir Alari, Tahmin, Dgalgaz
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CHAPTER 1

INTRODUCTION

Istanbul is located between Europe and Asia. §aegraphical location makes
it a natural bridge connecting Europe and Asia2008, the population of Istanbul is
12.573.836, 41,86 % over the 1990 level which i994®0 people. The average
population growth rate was 2.46 % per year betwE¥0 and and 2008, the highest
among the International Energy Agency (IAE) memtmuntries” metropol cities. It is
predicted that these population growth rates wit nontinue with these rates but
however the population will reach almost 15000092020.

In Turkey the economy has undergone a significdmtt $rom agriculture
towards the service sector and to some extend tirydludthough some 30% (%43 in
1993) of the active population was still employedagriculture in 2003 [1]. Istanbul is
rapidly growing in terms of both economy and itpplation. At the same time its
energy demand, actually for natural gas and et#gtrihas been increasing rapidly.
Natural gas energy is very important energy for aoly industry but also general
consumers like residental consumers, schools, yatt. So natural gas energy is vital

input for technical, social and economic developnmoé urkey as the other countries.

In 1990s energy consumption increased about 4,%f4ygar but this value is
also increased to higher rates because of the agordevelopment in Turkey actually
between 2002 and 2008. Demand of natural gas eneagythe most growing rate than
the other energy sources like electricity, fuel, gktroleum, coal etc. Especially
residental users give natural gas energy preferemee another energy sources for
heating and hot water because of its ease-of-ussgpness and being environment-

friendly.



This preference to natural gas energy get somdemsblike accurate demand
forecasting and some operating problems. The prediof natural gas consumption is
not only very important for gas distributions (I&B) but also important for
transportation companies as well as governmentcaggmassociated to the natural gas
sectors. Particularly, short range prediction Ih@urly, 1 to 5 days is important to
ensure the normal supply of Istanbul. This typepoddiction is very important for
countries actually like Turkey which do not hawveotvn natural gas energy sources and
where the production sites are far from the cergéronsumption. As a result of these,
working on forecasting techniques that gives adeui@ecast values is very important
for demand planners. In this study, we are studyngforecasting of natural gas
consumption in short, mid and long term periodsapplying artificial neural network

algorithms which required sufficient historical dat

1.1.Why Prediction of Natural Gas Consumption Is inportant?

Natural gas energy plays an increasingly sigmnificale in economy activities.
Nearly 2/3 world energy consumption comes from crude ol aatural gas. The
world’s largest traded commodity, $500 billion/ye&harp oil price movements are
likely to disturb aggregate economic activity[2].

Pipeline systems in natural gas companies are tabeccumulate gas in the
pipelines which allows storing enough gas in theefnes. However accurate
forecasting would allow lower pressure in the giped and raising production at right
time[3]. During increased winter consumption ther@ significant danger of a system
breakdown and some of the consumers even have disbennect. With accurate the
forecasting number of false alarms would be sigaiitly decreased and gas delivery
limitations would be scheduled. Forecasting thegitarm, mid-term and short-term
natural gas consumption values would make the gmterm more reliable and
profitable. Although accurate short-term and naid¥t forecasting values are good for
general consumers (especially residental consumeespuse there will be no
disconnect and breakdown, besides long-term fotiacgsalues are good for natural
gas companies because of low price, happy custoioar®perating costs etc.

Distributors of natural gas need to predict futnedural gas consumption in

order to purchase a sufficient supply on cont@dtributors that offer their customers



equal payment plans need to predict the consumpfi@ach customer, twelve months
in advance. None equal payment plan customers ampected to pay for their

consumption as billed monthly. However, as a casirgy measure, their meters are
usually only read bimonthly. Estimates based orviptss consumption patterns are
used for months without readings. Often, for cugmmwhose meters are usually
inaccessible, e.g. indoor meters, meters buriecerusdow, etc., only two or three
irregular readings per year are taken. In suchsgdbke distributor relies on estimates

most of the time.

If accurate demand and supply forecasting valuesod@alculated we could not
guarantee that there won't be any natural gasafestexpressly in winters because the
situation is very uncertain especially in IstanbAll of the consumers, actually
residential consumers are expected to get theipl®sp some industrial users with
interruptible contracts may have to switch to oteeergy sources if demand increases
further and supplies remain tight or shut down apens. As a result of these
shutdowns, employees would likely be laid off. Tightness in natural gas supply
could affect consumers directly through their hegatand cooling bills. In the longer-
term, it could also result in job losses, as martufars that are heavy users of gas

move to countries where natural gas is readilylalbd or cheaper.

1.2. Historical Background

Neural network techniques have been recently stiggésr short-term, midterm
or long term load forecasting by a large numberegkarchers. Asat al., Bakirtzis et
al.,, Mohammedet al., A. Khotanzadet al.has worked on a specification of neural

network applications in the load forecasting proidd6-13].

R. H. Brownet al.,has developed an artificial neural-network modelgredict

daily gas consumption.

As the models presented in the literature are reititended for forecasting the
whole daily load curve at once, or forecastingltasl weekly, this division is used here
in testing different models. This combination oVes&l forecasting techniques were

used and focused on minimizing the variance ofidhecast errors. Alireza Khotanzad



et al. [10-11] investigated several linear and non-lineambination approaches
including ANN-based models. Nguyen and Mandziukehawrked several approaches
to prediction of natural gas consumption with néarad fuzzy neural systems for a
certain region of Poland [12]. Musile&t al. [13] has tried to solve the problem of
seasonal dependency with a recurrent neural netwsekl as a gate for a statistical

mixture model.

On the application of short term forecasting lilaiHy or daily electric energy
consumption forecasting artificial neural netwoelchniques were used several times.
Yalcinoz and Eminoglu, 2005 [17], Hsu and Chen,2[i38]; Beccali et al., 2004 [19];
Khotanzad et al., 1995 [20] and Khotanzad et1&96[21]; Chow and Leung, 1996
[26]; Hobbs et al., 1998 [27]; Lee and Park, 1928]] Mohammed et al., 1995 [29] and
for medium term forecasting Yalcinoz and EminogRQ05 [17]; Azadeh et al.,
2006a[22], Azadeh et al., 2006b[23], Azadeh et 2007a[24] and Azadeh et al.,
2007b[25]. This is because of the ANN's abilitylearn and construct a complex non-

linear mapping through a set of input output exaspl



CHAPTER 2

2.1. Structure of Natural Gas Consumption in Istaibul
2.1.1. Structure and Network System of Natural Gas Istanbul

Istanbul is divided into two parts and has aboutriions population. IGDAS
distributes natural gas at city center, Silivri &ite. Meantime two private company
distributes natural gas at two small regions wittityg borders. There is no pipeline that
distributes natural gas between the two parts efcity therefore there are two distinct
networks. There is no difference between two netwoin terms of the design,
management or materials. Special a type of pravisiation is being used for Silivri
and Sile. The map below shows the natural gashision of the Istanbul [4].

IGDAS LISANS SINIRLARI

¢ IGDAS

2 7 4 KARADEN1Z
 TEKIRDAG

ceRKEZKOY

MARMARA DENIZI

Figure 2.1 Natural gas distribution licenses in Istanbul aegions that uses natural gas



as dots in figure. Basic consumption sources amegbghown in the schema. This is
important in understanding the characteristicafstimption. More than 3 millions of

people consume 4.7 billions®matural gas per year (2006) in various activiigse use

of natural gas is increasing and becoming widespoeatinuously up to now. We are

expecting a decrease in this trend as we thinkrihairal gas has been distributed to

even rural areas [4].

RMS-A

(Dolqyobq)

Residental
Commercial
Industrial

Oto N. Gas

RMS-A RMS-A
(P en dik) (Tepedren)
B Type Residental
C Type Commercials
Industrial

There are eleven natural gas entrance points taitiieseven of which from

Table 2.1. Data of March in 2007

Figure.2.2. European side gas supplier stations(City Entr-&M&)

Number of subscriber
Number of Gas Customer
Number of Gas Counter
Length of Steel Network
Length of PE Network
Number of BR

Number of Industrial customer

Number of Service Box

3.378.564
3.039.063
2.288.129
1.140.587
10.585.532

626

604
521.031

European part and the rest from Anatolian parts&hentrance points are being shown




There are 10 entrance points over main distributime where IGDAS
distributes natural gas. Datas about these entr@otets according to the total
capacities has been summerised in the table bé3@TAS data). As seen there is 56

millions n? total natural gas input per day to distributiotwazk.

Table2.2Capacity of natural gas entrance point of Istamp@007

Unused
Maximum Total Reserve Capacity
Capacity(Sm3/day) Capacity (Sm3/day)| (Sm3/day)
Igdas (Esenyurt)-1 RM/A| 9.600.000 8.942.000 658.000
Igdas (Esenyurt)-2 RM/A| 4.800.000 4.800.000 0
Igdas (Esenyurt)-3 RM/A| 7.200.000 5.695.000 1.506.0
Igdas Ambarli RM/A 7.200.000 0 7.200.00p
Igdas RM/A 2.520.000 898.693 1.621.3(47
Igdas (Silivri) RM/A 2.160.000 52.838 2.107.16p
European Side 33.480.000 20.388.531 13.091.469
Igdas (Pendik)-1 RM/A 9.600.000 6.019.000 3.581.000
Igdas (Pendik)-2 RM/A 7.200.000 5.205.000 1.995.000
Igdas (Tuzla) RM/A 1.080.000 144,510 935.490
Igdas -Pendik sahil- RM/A4.800.000 2.074.000 2.726.00p
Anatolian side 22.680.000 13.442.510 9.237.490
Istanbul Total 56.160.000 33.831.041 22.328.959

2.1.2. General

Since 20 years natural gas has been distributedasmgly in Istanbul. It is hard
to distribute natural gas in such a complex andufmys city. Under gas scarcity
conditions excessive gas consumer and under exeegms conditions need to
proliferation on gas consumer are encountered mootisly. The amount of gas
consumption has always been important. Recentlgeppressure caused by annual;
daily and seasional gas consumption has been iargoiDecreasing civil protection
caused by freedom on natural gas market has beropogtant for gas distributors and
sellers. As wholesale gas sale gets free from puablntrol these conditions are inclined
to be more important. Grasping the operating seppbecondary benefits in the
determination of the way the work done (comparsessumption balancing, balancing
points, Network integration, season dependant nenegt etc.). In this study the
analysis of natural gas consumption of Istanbul Ibesn done by taking the whole

components of gas consumption into consideratiorthis analysis, information about



the function or calculation scope that can be useatetermination of the ultimate value

has been given.

2.1.2.1. Change in the numbers of the subscripticend gas consumers

Number of gas consumer has a dynamic characteraliagtys change. This
change alters according to infrastructure, camammd regional, cultural and social
parameters. Gas usage is a important compoundcetdrpnce dependent and programs
that appeals people to use. Preference dependapmnds on social and cultural
characteristics. Appealing programs consist ofastiiucture development programs,
campaigns, collaboration of other institutions [#he whole change is not in a linear

relationship. However it can be figured out by pragimate correlation in mathematics

2.1.2.1.1. Number of Gas Customers in Regional Base

Istanbul is divided into three parts according tive wire and consumer
services management.Change in the numbers of gasimers between 1992 and 2006
is given in the graph below. Change in the numbégas consumers differs from each

others.

N
o
o
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GazKullancr Sags: (1009xobs) g
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1 247 592 10329 1285 17321 2077 2423 2769 3115 2461 3807 4152 4499 4345 5191

Figure 2.3.Changing of Natural Gas Customer Number Betwe&2-P906

Graph shows that there is not a certain parallahgk in the numbers of the gas
consumers. Especially change trend in the Anatodiad Istanbul regions is more
unstable. This is more related to size of the nagv@atchment areas of regions. Change

trend in Beyoglu is more linear.
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Figure 2.4.Changing of Natural Gas Customer Number of Euro@eal Anatolian
Side Between 1992-2006

Number of natural gas consumers and subscribersingreasing in time
gradually. Number of gas subscribers, gas consummsischange in trend curves of
three regions have been indicated in Table 4.2rds %2 deviation in the similarity

of the change trends.this analysis is important&ia reliability.

Change in the number of gas consumers for Anatadiath European parts
between 2001-2006 has been given in table4.3. Maheal equations that resemble
these curves indicates that change in Europeaifysidd96,15x + 714109 is about
twice as much as change in Anatolian gyle 250,35x + 470333
(( (496,15/250,35=1,99) [4].

In the later process we should examine how mucketh@hange trends can
preserve themselves. The factors that affect gasumne can be enumerated in
importance as temperature, number of gas consuna¢espf gas consumers that uses it
for production, regional-demographic factors. Cansuates must be specified in this
manner. Although there are tables according to womes types, it is hard to recognize
temperature factors and regional conditions in itketaon these tables. Therefore
making some advanced investigations that enhanderfaffectiveness give rise to
making more accurate predictions and obtaininghesprecise characteristics of city’s

gas consume behaviors.
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Figure 2.5. Changing of Gas Customer Number Between 2001—-go0@natolian
And European sides)

2.1.3. Calculations of Monthly Residental Gas Consaptions
2.1.3.1 General Calculations and Analysis

Finding out the average gas consume accordingitocansumer, gives basic
provides value for later analyses. Especially inlymamic structure increase in the
number of steady gas consumer affects the bignessnsume value related to gas
usage. Therefore, in this study many evaluationge Haeen done according to unit
subscriber gas consume value. Tables and grapbw bedicates the recent average gas
consume per subscriber per month. As we expeobiséay gas consume per unit
subscriber in summer term graphs shows that isimdhis situation we should examine

the indefinite conditions related to the compouofithe analysis [4]
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Table 2.3.Monthly average consumptions for per customewéeh 1995-2006
(m*month)

1995 1996 1997 1998 1999 2000 2001 2002 2003 200405 2 2006 Averagg

January 281,8 321,6 259,8 240,6 240,6 2852 1956 223,7 192,1 241,0 2149 259,1 2463
February 222,0 287,8 259,4 221,7 229,4 212,3 1825 132,0 2425 212,8 2153 2133 219.3
March 208,2 3158 266,2 2554 1752 193,1 109,9 139,4 2250 168,4 1959 1753 202.3
April 1258 180,5 188,7 68,2 785 680 83,0 1152 141,7 96,3 955 88,1 110,8
May 398 17,2 345 449 289 351 296 240 243 35,7 352 50,8 333
June 16,1 12,4 158 112 9.1 13,7 16,2 13,2 16,3 21,2 20,6 21,4 15,6
July 146 91 6,8 130 84 8,3 12,7 10,7 13,2 124 171 19,6 12,1
August 13,8 10,1 10,1 9,9 4,7 8,5 10,7 12,1 133 154 16,7 18,0 11,9
September 15,8 11,4 13,9 11,3 9,0 136 13,2 13,2 19,6 196 17,2 20,6 14,9
October 779 782 829 343 44,4 56,8 357 253 483 31,7 713 71,3 54,8
November 2148 134,6 1395 147,55 1353 84,4 1425 884 130,3 118,7 164,7 164,7 1388
December 268,1 209,12 217,9 261,1 168,4 175,0 254,0 209,7 206,0 189,5 1940 194,0 2122
Average 1249 1323 1246 1099 943 96,2 90,5 839 1061 969 104,99 108,0

Monthly gas consumption for 1995-2006 term has tsk@wn in the table. To

this, gas consumption ranges from minimum 43hmonth to maximum 4,7 ffmonth.

Average monthly gas consumption value ranges fr8 & 132.3 in year. This value

is important for prediction. Lowest consumption acin August as 11,9 #month and

highest

consumption in January as 246,3muonth according to the monthly

consumption that is observed for years.
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Figure 2.6. Average gas consumption for per customer in 13%9® January-
February-March
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Figure 2.7. Average gas consumption for per customer in 183® April and May
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Figure 2.8. Average gas consumption for per customer in 13%3® June-July-August
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Figure 2.9. Average gas consumption for per customer in 139® October-

November and December

A decreasing change in gas consumption is beioggrezed as three monthly
changes between 1996-2006 term observed. Thesgeahavill be elaborated in heat
consumption connections.

As these graphs analysed remarkable téisted below:
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1- Climatic effects are top in winters.

2- Change per average unit gas consumer alterg gigars (even in summers).
3-Average gas consumption amount changes evennimsus. This change stems
from gas usage habits

4-There is a close relationship between economsit#htions and usage habits. Gas
usage decreased noteworthly especially in 200128064.

5-There is a wide difference even in summers inctvhia linear change expected.
This especially makes it hard to determine the womgion amount of unit gas
consumer.

6-Wide differences in summer term variations intesathat there are some factors

that are independent from measurement. [4]

All these entries as forming a real correlatiordetermining a real value, lead
important deviations determining the real correlasi because they increase vagueness
of the parameters. As data reliability increasasing accurate relationships will be
much more possible. First calculation related tis thas been made by using the
correlations that have been gained by the summatibrthe average monthly

consumption values in yearly base. Informationsuabius calculation are given below.

As an average method, to calculate the approximateehold gas consumption
dependant on the last ten years monthly basedreigde Basic formulas (correlations)
related to this is given in the table below. Theserelations refer to the average

changes of last ten years’ mathematical data [4].

Table 2.4. Formulations of monthly consumption valuggr 1995 X=0, 1996 x=1 etc.)

January y =-5,9013x + 278,58 July y =0,9461x248,
February y =-57277x + 253,37 August y = 0,9424%x 1156
March y =-10,902x + 267,2 | September y=0,9509%0887
April y =-5,2414x + 140,88 October y =-2,5994%5,199
May y=1,1189x + 26,021 | November y=-0,263x 6,02
June y = 0,9886x + 9,625 December y=-2,4724x2,0R2
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2.1.3.2. Consumption Rates —Summer Months

A comparison of consumption values for summers baen done and
summarized above. As seen in table there is rerblrkbeviations in average monthly
consumptions. Consumption amounts are very unstatdemmers. Therefore it is hard
to produce a common and high valid statement. kheroto produce more valid
statements a detailed investigation must be doeedifferent data systems.

This graph is important because it remarks thanate independent conditions
are very important on consumption. That is to sayeffects that form consumption can
vary in socio-economic and political conditions.nSomptions widely varies in Istanbul
which have high domestic activities. Namely in nesmtlatical expression, as a closed

function, city can give different outputs.
2.1.4. Evaluation

Above graphs and tables shows that there are naggfined things taht effects
the consumption of natural gas. In the last teary¢hese values are hardly inclined to
change profoundly for unit gas consumers. Howegeemt data show that there is a
change in big oscillation. Graph shows the earhkqudependent effects and
economical crises dependent consequences fottdasyears clearly [4]. With the
economical development of 2004 and 2005 consumpdiorounts are increasing.
Therefore there is not a linear relation betweeta.dt is hard to form a long term
prediction as we think about the summer data. Meenas commercial subscribers
considered in general gas consumers; it must ligbed to estimate how much of the
activities and changes stem from these subssriber

2.1.4.1 Evaluation of Residental Consumption

Istanbul gas distribution has been founded an@ldped basicly for dwellings.
This trend has not changed for years. To this rndb subscribers and seasional
characteristics are considered as the basic compon®ther than this as explained
economical crises has always been important onucopon. Yet it is better to make
estimations without considering this in general b3 components. Predicting these
effects make it easier to determine.



Table 2.5.Natural gas consumption rates between 2000-208& ye
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2000 | 2001 | 2002 2003 2004 2005 2006

Per-1 (January-March) 867.657| 682.720) 758.267| 1.123.980 1.231.593 1.461.737 1.749.554

Per-2 (May-August) 102.067| 117.464{ 113.958 152.789| 214.921] 259.021 361.711
Per-3 (September- 356.355/ 598.722 494.888 639.693 | 698.199 941.378 0
December)
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Figure 2.11.Graph of three period gas consumption changeseeet®000-2006

Table 2.5. and Figure 2.10. indicate the used gasuats between 2000-2006.

According to this domestic gas consumption of Istdarhas been increasing steadily

except the break in 2001and 2002. First periocmidry-February-March term ,second

one is summer term May-June-July-August and tire ttme is winter term October-

November —December. Trends in these periods afer difom each others and not

occured in the same amont with each others. (TableAt this context this situation

makes it hard to predict better. This change isemetated to temprature changes.

Besides periodical changes in gas usage transiéiorbe efective

Table 2.6.Per-1/Per-3 ratio table

2000 2001 2002 2003 2004 2005

2006

Per-1/Per-3 2,43 1,14 1,53 1,76 1,76 1,55

1,33
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Figure 2.12.Changes of gas consumption (Residental- Commgrcial
As seen in the Figure 2.12 gas selling has be@aidibetween the crisis term

2000-2002. It is inclined to encounter with similrasults in the probable crises.
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CHAPTER 3

3.1. DATA ANALYSIS

In this work several approaches are analyzed astdddo prediction of natural
gas consumption of Istanbul. The data includes Ifpukaily, weekly and monthly
natural gas consumption and number of customeresain two different region of
Istanbul which are Anatolian and European sidedomeapplying the prediction
methods and strategies, data must be analyzedder to determine the factors that
effects the demand of natural gas.

The most significant factors that effects the raltugas consumption of
residential and commercial users are temperaturaper of customer, day factor, day
of the week (holiday or working day) and previowsy jas consumption values etc.

Hourly, weekly, daily and monthly values will beadyzed below.

3.1.1.Analysis of Hourly Values

Pipeline systems are able to accumulate gas ipigetines which allows storing
enough gas in the pipelines through the night teecthe morning consumption peeks
However, accurate forecasting would allow lowersptge in the pipelines and raising
production at a right time [3Actually in winter seasons the consumption rateeisy
changeable. There may be several reasons of tkés dnangeable behaviour of
temperature in day time, number of customer ander@ift profile of customers,
different types of consumers (industry, resident@mmercial etc.). These factors
make it difficult to predict the natural gas congion value. Because of this
changeable behaviour of consumption in winter theoglld be significant danger of
system breakdown and some of the consumers evem tohabe disconnect [3]. By
determining the cause of false alarms by calcigative accurate forecasting values,
number of these problems significantly decreasetdativery limitations would easly

be scheduled.
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Hourly data between 2004 and 2006 years are taketiné analysis. The graph
below shows behaviour of the hourly consumptionvieen 2004 and 2006.
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Figure 3.1.Hourly consumption values between 2004-2006

3.1.1.1 ANOVA in Hourly Values (Winter Season)

As mentioned before outside temperature is the nmggortant factor because
natural gas is mostly used for heating. There amesother several factors that effects
the consumption like wind speed, customer profipe of combi boiler etc., but all of
these factors are extremely hard to predict sadiof them in the model would only
compromise the accuracy of the model and so reduitishourly demand forecasting
the factors are not only these that mentioned albowealso customers in where they
live in a industry region or another normal regi@ffects the demand of natural gas.
Second selected parameters are temperature andfdwiars, because a significant

difference in consumption can be observed day hanasnight hours.
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Table 3.1.An example of hourly natural gas consumption v&lue

Number of Consumption
January-2006Customer | Hour (*1000 m3) | Temperature ©

09.00 281,0 55
10.00 277,0 5,7
11.00 281,0 5,8
12.00 278,0 5,7
13.00 263,0 6
14.00 251,0 6,9
15.00 239,0 7
16.00 241,0 6,5
17.00 255,0 8,7
18.00 286,0 9,5
19.00 297,0 11,5

1 065073 20.00 305,0 12,2
21.00 304,0 12
22.00 297,0 12,5
23.00 277,0 11,8
24.00 212,0 10,2
01.00 167,0 9
02.00 145,0 8,1
03.00 143,0 8
04.00 137,0 7.6
05.00 141,0 8
06.00 167,0 8,2
07.00 288,0 7,6
08.00 335,0 75

An example of natural gas consumption values aoevshin the table above.
This type of data were taken between 2004 and 3@@rs. In order to determine the
hour factor for different seasons analysis of var@(ANOVA) test should be applied
on the values. We have calculated ANOVA test tfer month of different seasons
because consumption values in different hours atesame with the month of different
seasons. As a result of this we have taken a mohthir values from a winter season
and a month from a summer season. We could takee#iteof the month results same
with these months’ results because consumptionvii@ta are same with them but

they did not be showed here.
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Temperature is measured every hour. Temperatlmesrabove are decimal so
we are divided temperature values in different galun order to determine the
consumption rates to different temperature limitor example, between the

temperature values of 2@ and -2C are taken as “&, 7°C and 9C as &C etc.

Analysis of variance test is applied on consumptiersus hour and temperature

and results are shown below.

Table 3.2.ANOVA tables for consumption versus hour and terapge

General Linear Model: Consumption versus Hour; Temp  erature

Factor Type Levels Values

Hour Fixed 241234567 891011121314637 1819
2021222324

Temperature Fixed 11-3-1 1357 911131517

Analysis of Variance for Consumption, using Adjus&S for Tests

Source DF SeqSS Adj SS AdjMS F P

Hour 23 6001072 6016382 261582 144®1 (Significant)
Temperature 10 3891953 3891953 389195 215)3®1 (Significant)
Error 710 1282986 1282986 1807

Total 743 11176012

As it is seen in the result, P-value show us hloatr and temperature values are
very significant.
Average natural gas consumption values accorditigeidour and temperature

limits are as below.

Least Squares Means for Consumption

Hour Mean SE Mean
1 203,6 8,128
2 1724 8,142

w

156,7 8,203
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Temperature

157,5
157,8
181,8
277,2
355,0
365,7
375,7
386,2
381,7
368,0
360,6
352,7
355,9
372,4
399,7
409,6
413,7
411,4
404,5
370,5
276,2

8,181
8,177
8,205
8,182
8,222
8,193
8,170
8,179
8,201
8,223
8,249
8,220
8,203
8,215
8,157
8,108
8,002
7,945
7,917
8,052
8,099

Mean SE Mean

484,0

487,1
398,6
378,1
355,8
310,0
277,3
225,7
227,3
207,2
162,6

6,643
4,420
4,501
2,775
4,564
5,127
5,687
7,948
10,159
15,263
24,914
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As mentioned before, temperature is very signifidactor on the natural gas
consumption. As the temperature decreases demandréases and when temperature
increases it is the exact opposite of temperateredise. But as in the figure 3.22
below this is true for only in day times. Despiemperature decrease at nights,

consumption is decreases too.
On the graph, consumption values are very high &é&tw07 and 22 hours and
after 22 it is decreasing very fast. So in our nhode will attempt weights to the hours

in order to define the difference.

Figure 3.2.Main effect plot of consumption versus hour andgerature

Main Effects Plot - LS Means for Consumption

Hour Temperature
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Consunption
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3.1.1.2. ANOVA in Hourly Values (Summer Season)

Summer season daily hours’ variance analysis isvshioelow. Temperature
values are between °C and 29°C and temperature is very significant factor in our

model as it is shown in the ANOVA test results kelo

Analysis of variance test is applied on consumptiersus hour and temperature

and results are shown below.
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Table 3.3.ANOVA tables for May-2006 consumption versus hand temperature

General Linear Model: May0O6 Demand versus May06 Hou rs; May06 Temp.

Factor Type Levels Values

May06 Hours fixed 24 1;2;3;4;5;6;7;8; 9; 10; 11; 12; 13; 14; 15;
16; 17; 18; 19; 20; 21; 22;23; 24
May06 Temp. fixed 13 1;7;9;11; 13; 15; 17 ;19; 21; 23; 25; 27; 29
Analysis of Variance for May06 Demand, using Adjust ed SS for Tests
Source DF SeqSS AdjSS AdjMS F P
May06 Hours 23 129424,1 128427,8 5583,8 16,48 0,001 Significant Factor
May06 Temp. 12 26408,8 26408,8 2200,7 6,49 0,001 Significant Factor

Error 708 239949,4 239949,4 338,9
Total 743 395782,2

S=18,4095 R-Sq=39,37% R-Sq(adj) = 36,38%

Consumption values, according to the daily hoursyreer season values do not
have the same trend with winter season hourly gapson values. When demand of
natural gas is very high between 07 am and 09 prwiitier season, there is a
decreasing trend in summer season’s daily houmsdaset 09 am and 8 pm. The results

are shown in figure 3.3 and figure 3.4 clearly.

Main Effects Plot for May06 Demand
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Figure 3.3.Main effect plot of consumption versus hours ardperature for May-
2006 hours

Residual Plots for May06 Demand
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Figure 3.4.Residual effect plot for May-2006 hourly demand

3.1.2. Analysis of Daily Values

Daily natural gas consumption forecasting is anoth®portant and required
thing that very useful for natural gas companidsadst until the last years, natural gas
supply was considered a public service and any ddnfarecasting which was
undertaken tend to be over the longer term, yeariynore, concerning future demand
values or natural gas prices and technical impr@rgsa But nowadays, short-term
demand and price forecasting have become incrdgsiegy important because of the
rise of the competitive natural gas suppliers m@tk8hort-term accurate natural gas
demand forecasting studies are very important dgpkers and producers in order to
maximize not only their profit but also avowing fitdoses over the misjudgement of
future demand movements. All of these studies @ \g&ery essential for consumers to
maximize their utilities.

The data covers daily natural gas load in different regions of Istanbul,
Anatolian and European sides independently and bbtthem together. The graphs
below shows the daily natural gas consumptionesakeverally.



25

14.000.000
12.000.000
10.000.000
8.000.000
6.000.000
4.000.000
2.000.000
o

Consunmption

Anatolian Side Demand Values (2004-2007)

1

207 413 619 825 1031 1237 1443

Days

Figure 3.5. Anatolian side natural gas demand values betw884-2007
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Consumer number is one of the most significanfash the natural gas
consumption. Figure 3.8 shows that consumer nu@llerys increasing day to day.

Consumer Numbers

—e— Anatolian Side Consumer Number —s— Europian Side Consumer Number
Istanbul Consumer Number
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Figure 3.8.Trend of number of consumer for Istanbul and Isidles

Trend analysis for number of consumers shows ithatll increase to more
than 4 million on year 20089 if this increasing ttezontinue.
Linear trend model equations are as below.

Y(t) = 1208264 + 628*t  (European side)

Y(t)= 712635 + 336*t (Anatolian side )

The equations shows that slope of the Europeanisigeore than Anatolian
side. According to these equations consumer nurab&uropean side will reach 2,6
million and Anatolian side will reach 1,5 milliony2009 years. Trend analysis plot,

figure 3.9, is also shows the forecasted custometer by the year 2009.
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Trend Analysis Plot for Customer
Linear Trend Model
Yt = 1920898 + 964*t
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Figure 3.9.Trend analysis plot of consumer number for Isté&nb

Trend analysis for number of consumers show us ithatll increase to more

than 4 million on year 20089 if this increasing ttezontinue.

As it is mentioned before, temperature is very ingott factor on natural gas
energy consumption values. In order to define Hutors that effects the consumption
we have to consider the temperature values anstrdlie the movements of it. The
graph below shows the daily temperature valuesdmtwears of 2004-2007.
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Figure 3.10.Maximum and minimum temperature values for Istailetween years
2004-2007
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Factor analysis for natural gas consumption vahae® been done. We can arrange
the factors that effects it like:
e Maximum temperature

e Minimum temperature

« Day factor

 Day
« Month
e Year

* Previous day maximum temperature
* Previous day minimum temperature
* Number of consumers

* Previous day consumption values

* Wind Speed

* Price

» Price of other energy sources

e Types of combi boiler

» Consumers characters

etc...
All of these and some other undefined factors cefileict the consumption of

natural gas. Firstly we must define the factorg #féects mostly. Of course there are
some main effectors like wind speed, type of cobdilier, consumer characters etc. but

we could not consider them because of the lackafrate data.

Price is also another factor but price values dochange day to day so it is

not important to consider it for daily forecastvajues.

In our past studies, it is showed that previous @asumption values are very
significant factor on tomorrow consumption valuksour model we have considered
the day factor because as it is seen on the grplwvlzonsumption values on weekdays
are higher than the weekend days. Figure 3.11 shbafs as it is increasing on
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weekdays, there is a significant decrease in weklen some holidays. In order to
define this variability it must be consideredve tmodel.

Daily Consumption VValues

@ Daily Consumption Values
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R i

Days of the Weeks
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Figure 3.11.Variability on consumption according to the daysveeks.

Full regression analysis test have been donedierdo determine the effects of the
factors. The MINITAB statistical program was usedl ghe results are below:

Table 3.4.ANOVA tables for consumption versus effected fexto

Regression Analysis: Consumption versus Pre Days MaPre Days Min;

Predictor Coef SE Coef T P

Constant 2126944 289543 7,35 0,001 Si gni fi cant
Pre Days Max Temp 183873 14096 13,04 0,001 Si gni fi cant
Pre Days Min Temp 84550 16380 5,16 0,001 Si gni ficant
Max. Temp. -293013 12261 -23,90 0,001 Si gni fi cant
Min. Temp. -93024 17680 -5,26 0,001 Si gni fi cant
Total Consumer Number  0,50508 0,09686 5,21 0,001 Si gni fi cant
Previous day consumptiom 0,86820 0,01190 72,94 0,000 Si gni fi cant

S=1191286 R-Sq=97,5% R-Sq(adj) = 97,4%

Analysis of Variance

Source DF SS MS F P
Regression 6 7,40102E+16 1,23350E+16 869 1,77 0,000
Residual Error 1361 1,93148E+15 1,41916E+12

Total 1367 7,59417E+16

Source DF Seq SS

Pre Days Max Temp 1 5,98131E+16

Pre Days Min Temp 1 6,86225E+14

Max. Temp. 1 2,99751E+15

Min. Temp. 1 5,05269E+12

Total consumer number 1 2,95853E+15

Previous day consumption 1 7,54978E+15
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As it is seen in Table 3.4 results, P-values atmktp zero. This means that, the
factors are very significant for our model. If Puais less than or equal to 0,05 we can

consider it important for our model with 95% comdicte interval level.



Table3.5. An example of daily natural gas consumption infalties

Pre Pre.
Days | Days Total
Max Min. Max. Consumer Pre. Day
Day [ Month | Year | Day Factor| Temp | Temp | Temp. | Min. Temp.| Number Consump. Consumptior
2 1 2004 Friday 13,9 8,1 13,1 5,7 1.943.003 10.964.505 12.079.253
3 1 2004 Saturday 13,1 5,7 8,3 5,6 1.944.753 12.079.253 13.078.319
4 1 2004 Sunday 8,3 5,6 8,2 3,7 1.946.660 13.078.319 14.747.299
5 1 2004 Monday 8,2 3,7 33 0,7 1.948.223 14.747.299 18.066.318
11 1 2004 Sunday 4,6 -0,6 55 0,2 1.958.377 19.071.047 18.772.911
12 1 2004 Monday 55 0,2 6,6 4,5 1.959.697 18.772.911 18.220.223
13 1 2004 Tuesday 6,6 4,5 8 4,8 1.960.865 18.220.223 16.786.761
14 1 2004 | Wednesday 8 4,8 11,8 7,5 1.962.125 16.786.761 14.795.242
20 1 2004 Tuesday 13,7 7,5 13,6 9 1.968.729 12.973.687 12.291.801
21 1 2004 | Wednesday | 13,6 9 11,8 2,6 1.970.076 12.291.801 15.156.092
22 1 2004 Thursday 11,8 2,6 35 -2,5 1.971.161 15.156.092 16.831.046
23 1 2004 Friday 35 -2,5 2,4 -5 1.971.257 16.831.046 21.599.698
24 1 2004 Saturday 2,4 -5 -0,3 -5,2 1.971.321 21.599.698 21.405.378
27 1 2004 Tuesday 1,4 0,3 4,5 0,3 1.973.715 21.433.757 19.323.272
28 1 2004 | Wednesday 4,5 0,3 13,2 4,6 1.975.467 19.323.272 16.514.204
29 1 2004 Thursday 13,2 4,6 15,1 9,5 1.978.215 16.514.204 14.390.590
30 1 2004 Friday 15,1 9,5 8,8 3,6 1.980.497 14.390.590 16.700.662
31 1 2004 Saturday 8,8 3,6 4,6 3,6 1.982.656 16.700.662 16.609.062
1 2 2004 Sunday 4,6 3,6 8,8 1,7 1.982.706 16.609.062 14.471.495
2 2 2004 Monday 8,8 1,7 8,3 3,6 1.982.716 14.471.495 14.173.108
3 2 2004 Tuesday 8,3 3,6 6,9 4 1.982.728 14.173.108 13.881.241
4 2 2004 | Wednesday 6,9 4 5,8 33 1.982.747 13.881.241 16.188.822
5 2 2004 Thursday 5,8 33 7.4 2,1 1.983.480 16.188.822 17.039.291

31
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3.1.3. Analysis of Weekly Values

Weekly values were composed from the daily valuesmperature values are
designed as an average of seven days average tgoipevalues. As in the daily values
average maximum and minimum temperature values uedten. Seven day average

number of consumers were considered for input néomer number.

Average Weekly Consumer Number

—e— Average Consumer Number for Istanbul
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Figure 3.12.Average weekly consumer number of Istanbul betvwa&-2007 years

Week factor is also important factor for naturak gansumption, winter season
weekly consumption values are not same with sunseason values. It is shown in the
figure 3.13 that there is a significant differer#ween summer season and winter season

weeks natural gas consumption values.

Consumption Difference Between Weeks of Seasons
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Figure 3.13.Natural gas consumption difference between seas@eks.
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Factor analysis for weekly natural gas consumpteines have been done. We can
arrange the factors that effects it, like:

* Year

e Week number

* Average maximum temperature
* Average minimum temperature
» Average consumer number

etc.

As in the daily values, all of these and some othmetefined factors could effect the
weekly consumption of natural gas. Firstly we maestine the factors that effects mostly.
Of course there are some main effectors like wipeed, type of combi boiler, consumer
characters etc. but we could not consider themusecaf the lack of accurate data so we

will not consider these in weekly forecasting madel

Price is also another factor that effects it butgwvalues do not change week to week

So it is not important to consider it for weeklydoasting values.

Table 3.6 ANOVA tables for consumption versus effecteddas (weekly)

Regression Analysis: Istanbul Total Consumption wsus Year; Max Avg Temp...

Predi ct or Coef SE Coef T P
Constant 3,42549E+11 60 840815990 5,63 0,001
Year -171347367 30 443271 -5,63 0,001
Istanbul average Consumer Number 507,14 85 ,25 5,95 0,001

Week -3268643 56 3928 -5,80 0,001
Average Max. Temperature -4755025 66 6850 -7,13 0,001
Average Min.Temperature 133976 81 3595 0,16 0,869

S =15056737 R-Sq=91,5% R-Sq(adj) =91,2%

Analysis of Variance

Source DF SS MS F P
Regression 5 4,59020E+17 9,18040E+16 404, 95 0,001
Residual Error 189 4,28473E+16 2,26705E+14

Total 194 5,01867E+17



34

Source DF Seq SS

Year 1 4,91167E+15

Istanbul average Consumer Number 1 5,92410E+15
Week 1 3,80323E+17

Average Max. Temperature 1 6,78547E+16
Average Min.Temperature 1 6,14751E+12

Full regression analysis test have been donedierdo determine the effects of
the factors. The MINITAB statistical program wagd®nd the results are above. Results

shows that average minimum temperature is notfsignt factor to our model.



Table 3.7. An example of weekly natural gas consumption iryalues.

35

Weekly Average | Average Max.| Average Min.| Weekly Total
Year| Week | consumer Numbe Temp. Temp. Consumption
2004 1 1953500 2,16 -1,97 141944597
2004 2 1963347 11,10 5,53 103268140
2004 3 1970222 5,99 0,41 120411441
2004 4 1977937 8,06 3,37 119443042
2004 5 1983663 10,77 5,43 95155993
2004 6 1987687 5,00 -1,30 131408447
2004 7 1991776 5,23 -4,69 138318763
2005 28 2436576 27,57 20,21 21482633
2005 29 2442037 30,03 20,76 20484797
2005 30 2447824 28,14 21,56 20990337
2005 31 2454600 31,01 22,26 20415258
2005 32 2460663 28,63 20,19 21307706
2005 33 2466588 28,63 21,19 21571447
2005 34 2472553 28,91 20,73 22016923
2006 9 2728716 13,54 5,93 113197779
2006 10 2732236 10,94 4,24 139637442
2006 11 2736181 7,83 2,57 149685168
2006 12 2739459 14,54 5,94 109392229
2006 13 2742542 16,80 7,63 82843820
2006 14 2745800 15,16 7,09 89709283
2006 15 2749240 18,61 7,73 66337264
2007 7 3047421 11,46 7,10 122919647
2007 8 3051928 10,13 3,63 142761134
2007 9 3055955 11,06 4,57 138694141
2007 10 3060249 8,67 5,13 141888610
2007 11 3064665 10,31 4,30 144236603
2007 12 3069007 18,53 9,11 84911717
2007 13 3072785 10,86 4,43 130604461
2007 14 3076214 16,09 7,01 88669998
2007 15 3079580 15,64 6,74 83556762
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3.1.4. Analysis of Monthly Values

Monthly values were composed from the daily valuemmperature values are
designed as an average of days temperature v#lsas.the daily and weekly values
average maximum and minimum temperature values uaken. Monthly average

number of consumers were considered for input nemer number.

Month factor is also important factor for naturasgconsumption, seasonal
behaviour of monthly consumption values could kensét is shown in figure 3.14 that
there is a significant seasonal difference betwewmths’ natural gas consumption

values.

Monthly Consumption Rates Between 2004-2007
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Figure 3.14.Monthly consumption rates between 2004-2007 fianisul.
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Figure 3.14 shows that natural gas consumptionegalire mostly depends on
seasonal factors. We could divide a year into tiregod. Period-1 includes January,
February, March and December; Period-2 includesoléget November, and April;
Period-3 includes May, June, July, August, Septembanths. Monthly consumption
values in these periods are similar to each othdrd®m not change year to year. Below

ANOVA table shows the importance of periods too.

Table 3.8 ANOVAresults for consumption versus monthly pdso

Analysis of Variance for Istanbul Natural Gas Consu mption
Source DF SS MS F P

Seasonal 2 6,531E+17 3,265E+17 130,43 0,001

Error 45 1,127E+17 2,504E+15

Total 47 7,658E+17

Individual 95% C Is For Mean
Based on Pooled StDev
Level N Mean StDev ----- e e B — +-
Period 1 16 3,51E+08 53889485 K-

Period 2 12 1,97E+08 76335513 (--* -)
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Period 3 20 80145458 16225050 (-*-)
----- SR R S

Pooled StDev = 50035800 1,00E+08 2,00E+08 3,00E+08 4,00E+08

P-value is less than 0.05 so it means that péaictdr is the most significant for

our model.

Below ANOVA test is also applied for month effeot hatural gas consumption
values. The results shows that, as mentioned befdPeriod analysis, month factor is
also very significant for consumption and dasheedi shows that months could be
arranged like Period-1 includes January, Februltgrch and December; Period-2
includes October, November, and April; Period-3ludes May, June, July, August,

September months too.

Table 3.9 ANOVA results for consumption versus monthyeér

Analysis of Variance for Istanbul Natural Gas Consumption
Source DF SS MS F P
Month 11 7,173E+17 6,521E+16 48,42 O, 001

Error 36 4,848E+16 1,347E+15
Total 47 7,658E+17

Individual 95% C Is For Mean
Based on Pooled StDev
Level N Mean StDev -------- Fomeee S — R
April 4 1,90E+08 29389194 (--*- 9
August 4 70535517 6195346 (--*--
December 4 3,72E+08 52861418 (--*--
February 4 3,46E+08 47009573 (=*=n
January 4 3,74E+08 61511380 (--*--

July 4 70362311 6451544 (--*--
June 4 76341291 6572767 (--*--

March 4 3,13E+08 49938927 (-*--)
May 4 1,06E+08 19194074  (--*--)
November 4 2,81E+08 52340104 (--*--)

October 4 1,21E+08 27322605 (--*--)

-------- S S
Pooled StDev = 36698308 1,20E+08 2,40E +08 3,60E+08

Below ANOVA test is also applied for year effeot hatural gas consumption
values in order to understand if there is an yéaceon consumption or not. P-value
shows that consumption value does not change geaggar. This means of course is not
that consumption value is stable. It is increasiaegr to year but ratio of consumption
values are same. So we could say there is no wignifeffect of year on consumption

values.
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Table 3.10ANOVA results for consumption versus years

Analysis of Variance for Istanbul Natural Gas Consumption
Source DF SS MS F P
Yil 32511E+16 8,371E+15 0,50 0,686
Error 44 7,406E+17 1,683E+16
Total 47 7,658E+17
Individual 95% C Is For Mean
Based on Pooled StDev
Level N Mean StDev ------ B S R +
2004 12 1,62E+08 1,04E+08 (------------ e e )
2005 12 2,01E+08 1,25E+08 (- - e )
2006 12 2,21E+08 1,46E+08 - e i )
2007 12 2,15E+08 1,40E+08 (- e e )
------ B — R
Pooled StDev = 1,30E+08 1,20E+08 1,80E+0 8 2,40E+08 3,00E+08

As a result, the effected factors for monthly aonption values are period,
month, average temperature, maximum consumer nymm@mum consumer number.



Table 3.11.A format example of monthly natural gas consumptialues

:— Max. Consumer Average Istanbul Monthly
Month Min. Consumer Numbef Number Temperature Consumption
January 1.962.843 1941375 1982656 4,4 521465100
February 1.989.775 1982706 1999121 5,6 461465218
March 2.008.051 1999720 2015421 8,0 382921070
April 2.021.793 2015984 2027615 11,9 241680214
May 2.033.715 2027624 2039158 16,3 120401074
June 2.048.218 2039852 2056784 31,7 89354950
July 2.069.546 2057722 2082235 22,3 80428831
August 2.113.143 2082428 2149429 22,6 79763902
Septembet 2.130.512 2112805 2149429 20,4 91012641
October 2.225.547 2150843 2305382 16,6 120895431
November 2.225.088 2197828 2251401 11,3 318058294
December 2.279.450 2253488 2305382 8,1 492205178
January 2.325.817 2306431 2338429 6,4 549457812
February 2.347.923 2339551 2355047 5,5 552808810
March 2.364.278 2355614 2372067 6,8 514024050
April 2.379.015 2372725 2385684 12,1 282053702
May 2.394.072 2385689 2402334 16,2 138837378
June 2.413.125 2403076 2423213 19,7 102169315
July 2.437.702 2424000 2450502 23,5 92912471
August 2.464.884 2451391 2511922 24,4 95046390

39
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CHAPTER 4

4.1. Artificial Neural Networks
4.1.1. What Is An Artificial Neural Network?

The terms of neural network is used to specifytavoek or circuits of biological
neurons. It is composition of artificial neuronrardes so in modern usage of the term it
is often specified as artificial neural network.uxi networks are highly interconnected
simple processing units designed in a way to mbodal the human brain performs a
particular task [32].

Artificial neural networks (ANNS) are programs dgsd to simulate the way a
simple biological nervous system is believed torafge They are based on simulated
nerve cells or neurons which are joined togethex wariety of ways to form networks.
These networks have the capacity to learn, memaiiziecreate relationships amongst
data [5].

In Marvin Minsky words, “Artificial Intelligence is the science of making

machines do things that would require intelligerfatone by men. ”

A neural network is an interconnected assamblyimpke prosessing elements,
units or nodes whose functinality is loosly based on animal eurThe processing
ability of the network is stored in the inter-urdbnnection strengths, oweights
obtained by a process of adaptation tolearning from, a set of training patterns. In
order to see how very different this is from theqassing done by conventional
computers it is worth examining the underlying pites that lie at the heart of all such

machines [5].

Most widely used artificial neural network type ffarecasting is multi layer
perceptron(MLP) model. Multilayer perceptrons aestbknown and most widely used

kind of neural network models. Networks with int@moections that do not form any



41

loops are called feedforward [33]. Recurrent or-feedforward networks in which
there are one or more loops of interconnectionsigseel for some kinds of applications
[34].

4.1.2 The Perceptron

The perceptron was firstly introduced by Rossdhbthat used as an
enhancement off the TLU (Threshold Logic Unit)céinsists of a TLU whose inputs
come from a set of preprocessiagsociation units(A-units). The A-units can be
assigned any arbitrary Boolean functionality b fixed - they do not learn. The rest
of the node functions just like a TLU and may berdfore be trained in exactly the

same way [5].

Figure 4.1.Single-layer perceptron
4.1.3. Architecture of Neural Networks
4.1.3.1. Feed Forward Networks

Feed-forward structure is a type of artificialred networks that allows signals
to pass one way only, from input to output. Theraa loops (feedback) so the output of

any layer does not effect that same layer. It &dsal to be straight forward networks

that associate inputs with outputs.
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Layero Hickden layers
Input lawer Ot put layer
Figure 4.2. An example of a simple feedforward network

4.1.3.2. Network Properties

The most common artificial neural networks conefgthree layers that called as
“input’ , “hidderi and “output. As shown in the above figure, a layer of “inpuiiits
is connected to a layer of “hidden” units, and ted” units is connected to a layer of

“output” units.

* The activity of of the input units represent thev iaformation that is fed into
the network.

« The activity of each hidden unit is determined g &ctivities of the input units
and the weights on the connections between the anplithe hidden units.

* The behaviour of the output units depends on theigcof the hidden units and
the weights between the hidden and output uniis. [5

4.1.4. The Learning Process

Every neural network posseses knowledge which mdaomed in the values of
the connections weights. Modifying the knowledgeresl in the network as a function

of experience implies a learning rule for changimgvalues of the weights [5].

The memorisation of patterns and subsequent respointhe network can be

categorised into two general paradigms:
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» Associative Mapping: The network learns to produce a particular patberthe
set of input units whenever another particular grattis applied on the set of

input units.

* Regularity Detection: Units learns taespond to a particular properties of input
patterns. Whereas in asssociative mapping the mletgtores the relationships
among patterns, in regularity detection the resparisach unit has a particular
'meaning'. This type of learning mechanism is dsadior feature discoverand
knowledge representation.

_ weights
inputs
Xy
activation
functon
x5 net input
(p EE—F
X; activation
transfer
: function
o.
X f
n threshold

Figure 4.3.Structure of learning process

Information is stored in the weight matrix W of @umal network. Learning is the
determination of the weights. Following the wayrieag is performed, we can

distinguish two major categories of neural networks
» Fixed Networks : Fixed networks in which the weights cannot be
changed, ie dW/dt=0. In such networks, the weiglnts fixed a priori

according to the problem to solve.

» Adaptive Networks: Adaptive networks which are able to change their
weights, ie dW/dt not= 0.

4.1.4.1. Type of Learning Processes
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The learning methods used for adaptive neural miwvoan be classified into

two major categories:

4.1.4.1.1. Supervised Learning: Supervised learning which incorporates an external
teacher, so that each output unit is told whatetgponse to input signals
ought to be [5].

Supervised Learning ‘ —
Data
r % 1. Divide data using a prior
J.r’?r X};-\k known class labels
" pi|
Positive Negalive
Dataset Diataset
\ /
: Y 4
[ Training |
H 1. Build epipenetic madel by training
Model
H 1, Estimate accuracy by calculating likelihvood
Likelihood of model

P(OIM)

Figure 4.4.Model of supervised learning process

4.1.4.1.2. Unsupervised Learning: Unsupervised learning does not use any external

teacher, means there is no input, and is basedagrocal information.
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4.1.5. Activation Functions
The behaviour of an ANN (Artificial Neural Networklepends on both the
weights and the input-output function (Activationn€tion) that is specified for the

units. This function typically falls into one ofrée categories:

» Linear Activation Function: The output activity is proportional to the
total weighted output.

» Treshold Activation Function: The output is set of one of two levels,
depending on whether the total input is greatdess than some treshold
values.

» Sigmoid Activation Functions: The output varies continuously but not
linearly as the input changeSigmoid units bear a greater resemblance
to real neurones than do linear or threshold ubits,all three must be
considered rough approximations [5].

/

Thresheld Linear
G aussian slgrnoid

Figure 4.5.Samples of activation functions
To make a neural network that performs some spetak, we must choose
how the units are connected to one another, ananu& set the weights on the

connections appropriately.

4.2. What Are Artificial Neural Networks Used For?
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The usage of artificial intelligence are limitlebsit it can be classified in
different sections like:

» Classification: Customer/ Market profiles, medical diagnosis, atgne
verification, image recognition, classificationa#ll types and any more.

» Forecasting:Future sales, production requirements, market pedace,
economic indicators, energy requirements, mediogtames, chemical
reaction products, weather, crop forecasts, enmmorial risk, horse
races, jury panels.

* Modeling: Process control, systems control, chemical strasfu
dynamic systems, signal compression, plastics nmogildwelding
control, robot control, and many more.

4.3. Who needs Artificial Neural Networks?

As mentioned before, there are limitless usaga afeartificial intelligence as
people in finance, industry, business, educatioasghproblems are complex, laborious,
fuzzy or un-resolvable using present methods thraksvwith or analyze data of any

kind needs artificial intelligence solution methods

4.4. Mathematical Model of ANN

There are many current learning algorithms in ANRe most popular
algorithm is back propogation algorithim this project we have used feed forward
back propogation algorithm. In this section we wlikcuss and show the mathematical

model of back propogation algorithm.

4.4.1. Back-Propagation Algorithm

The multi layered feed forward network has a betbility to learn the
correspondence between input patterns and teaghings from many sample data by
the error back propagation algorithm. In this papes used three-layered feed forward
neural networks and taught them by error back wapen. The output (§) of each
unit ij is defined by,
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Oj = f(ney), nef, = ZW” O +6, 1)
i

]
Where Qis the output of unit i, yis the weight of the connection from unit i to

unit j, 6; is the bias of unit 2 is a summation of every unit ij whose output flow®

unit j, andf(x) is a monotonously increasing function. In piagta logistic activation

function f(x) = 1/(1+exp(-x)) is used. When the set of m-eimsional input patterr{s,

= (ipr s Ip2 , -, pm ) ; POP} where P denotes set of presented patterns, amd the

corresponding desired n-dimensional output pattétgs(tor , b ,...., bm); PLOP} are

provided, the neural network is taught to compdé&al patterns as follows. The squared

error function [ for a pattern p is defined by

1 2
E=— t. -0, 2
p 2j Dg‘tput( pi PJ) ()

The purpose is to make=+>,, E, small enough by choosing appropriateamd6;. To
realize this purpose, a patterrijpP is chosen successively and randomly, and then w

ande; are changed by

Ap Wj =-¢€ (aEp /0 Wi ) (3)

Ny 6j=-€(0E, /06;) 4)

Where,e is a small positive constant. By calculating tight hand side of (3) and (4), it
follows that

Bp Wi =€ 8 Opi (5)

N, 8,=¢€8; (6)

Where

f'(netj )(t O] —Opj) |

¥ Finet)) Twygo @)

pk
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Note that k in the above summation represents ewetyk that's output follows into
unit j. In order to accelerate the computation, th@mentum terms are added on (5),

(6),

Ap Wi (n+1) =€ & Opi +alp Wi () (8)

A, 6 (n+1) =€ &+ a By 6 () )

Where n represents the number of learning cyctebspas a small positive value.

4.5. Different Back Propogation Learning Algorithms

Seven different training algorithm have used famparison of ANN learning. A
briefly information about seven ANN algorithms wsten below. The informations
about the algorithms have been taken from Alyudaurblatelligence program

document file [35].

4.5.1. Quick Propagation Algorithm

Quick propagation is a heuristic modification oé thack propagation algorithm
invented by Scott Fahlman. This training algoritteats the weights as if they were
quasi-independent and attempts to use a simplerafianodel to approximate the
error surface. In spite the fact that the algoritiasn't theoretical foundation, it's proved
to be much faster than standard back-propagationnfany problems. Although
sometimes the quick propagation algorithm may lsalsle and inclined to stuck in

local minima.

4.5.2. Conjugate Gradient Descent Algorithm

Conjugate Gradient Descent is an advanced metbodrdining multi-layer
neural networks. It is based on the linear seasaye in the line of an optimal network
weights' change. The correction of weights is catelll once perteration. In most
cases, this method works faster than Back Promagand provides more precise

forecasting results
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4.5.3. Quasi-Newton

The network training algorithm based on Newton'sho@ An approximate
Hessian matrix is computed during each iterationthed algorithm based on the
gradients. There are two major variations, recondadnand the most popular BFGS
(Broyden-Fletcher-Goldfarb-Shanno) method.

4.5.4. Limited Memory Quasi-Newton

A network training algorithm, which is a variatiohQuasi Newton (BFGS) that
avoids the need to store Hessian matrix and thaqugreeless memory and can be used

for bigger networks.
4.5.5. Levenberg-Marquardt

Levenberg-Marquardt is an advanced non-linear apaition algorithm. It is the
fastest algorithm available for multi-layer pergepts. However, it has the following

restrictions:

+ It can only be used on networks with a single ougit.

« It can only be used with small networks (a few mexddwveights) because its
memory requirements are proportional to the sqohtiee number of weights in
the network.

« Itis only defined for the sum squared error funictand therefore it is only

appropriate for regression problems.
4.5.6. Incremental Back Propagation

Variation of the Back Propagation where the netwweights are updated after
presenting each case from the training set, rath@n once per iteration. This is
originally invented variant of back propagation aametimes referred to as Standard
Back Propagation. It can be the most preferredrahgn for large data sets.
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4.5.7. Batch Back Propagation

This is an advanced variant of Back Propagationrgrhetwork weights update
takes place once per iteration. Epoch means theegpsoof passing of all training record

through the network.
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CHAPTER 5

5.1. FORECASTING OF NATURAL GAS CONSUPTION USING ANN

5.1.1 Preparing Data Sets

Proper preparation of our data sets is the moptatant step in working with
neural networks or other forecasting models. Hawdngell designed or prepared data
will lead us to impressive results. Unprepared adieays lead to faiure in applying
forecasting models actually in neural networks. réhare several steps for preparing
data sets.

* Right amount of data needed.

If our model has not enough historical data, theralenetwork will not
have enough information about our problem in otddrain correctly. We must
determine the true number of data set. It is nwags true to have too much data
because too much data may increase training tinreeofal network and even
deteriote network performance. Right amount of daj@ends of problem and its
complexity.

» Data should not be self-contradictory.

If our model has self-contradictory data neuralmek could not train
exactly. We must remove self-contradictory dataadd more inputs related to
our model to make data consistent. Neural neetwarkld not be able to find
relation between the input and outputs and carcaloulate difference between
data sets.

* Inputs should have maximum influence on target.

First of all we must determine all parameters #fégcts our model and
than add all parameters that determine our tangeifisantly. By doing this
better results could be calculated.

» Data shouldn’'t have missing data.
Missing data must need to be remove or subtitude related values.For

example in our model there are different tempeeatualues and they are
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assigned as 1, 2, 7.7, 8, 16, 50, 6, 12Cbetc. There is a contredictionary
between temperature values, %D is a wrong type value and not related with
our values. So it must be removed or changed vpitinagriate value.

Data should well present our problem environmet.

Firstly enough effected factors must be determinad included our
model.the more different variants we have the noor&ident will be network
will be performing on new data. Dataset should awnat leaset several cases
for each category in each categorical column andtrbe well presented in

different conbinations.

Applying Datasets to Model

The input dataset contains data that can be usedincand test neural networks.

Firstly we must determine the dataset which wilib&ain, validation and test sections.

Our dataset should have numeric, categorical, dateme format. Neural network

couldnot work with categorical, date or time fornvalues so it must be writen as a

numerical values and normalized to appropriateaslu

5.1.2.1.Preprosessing Dataset

As mentioned before data must be preprocessed.rdeesgsing means

modification of the data before it is applied taurs network.Preprocessing trnasforms

data to make it suitable for neural network. Nucarivalues scaled and text values

transformed to numerical values.

5.1.2.1.1Encoding of Numerical Values

In our model numeric colums are scaled as:

SF = (SRmax-SRmin)/(Xmax-Xmin)
Xp = SRmin + (X-Xmin)* SF

Where:

X - actual value of a numeric data in column

Xmin - minimum actual value of the data in column
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« Xmax - maximum actual value of the data in column
+ SRmin - lower scaling range limit

+  SRmax - upper scaling range limit

« SF - scaling factor

+ Xp - preprocessed value

For input columns scaling range is [-1..1].

For the target column scaling range depends owadictn function of the output layer:

Table 5.1.Formulas and scaling ranges of activation funstion

Output layer activation Scaling Formula
function range

Linear [-1..1] [-inf..inf].

Logistic [0..1] F(x) = 1/ (1+8).
Hyperbolic Tangent [-1..1] F(x) ={e €%/ (¢' + €).

For classification

Softmax [0..1] problems

Xmin and Xmax are usualy taken from the input dattdmut if we know taht
future data for forecasting will be lower than thenimum or higher than the maximum
than presented in our inpur data file, we can ghkahe minimum and maximum values

used for scaling.

In our model number of customer and consumptionesblways increasing to

higher values we have changed the maximum valugsappropriate vales.

5.1.2.1.2. Encoding of Categorical Values

Encoding of categorical colums are encoded as yiracoding method.For
example, day factors in the data were writen as ddgn Tuesday, Wednesday etc.
Representing of Monday is shown as {1,0,0,0,0,&8d for Wednesday {0,0,1,0,0,0,0}
etc.
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5.1.3. Neural Network Design

In neural network applications first of all netwat&sign must be done. We need
to specify the network architecturaymber of hidden layer and units in each layserd

properties of networlerror and activation functions

A network with too few hidden units only roughlyisdovers hidden
dependencies in your data whereby your network yresl a significant number of
errors. A network with too many hidden units wilnd to memorize all your data
instead of finding relations that also lead to leiggetwork errors. You need to find the

best solution for your problem and your dataset.

In our neural network models only one hidden layers used and for all
applications number of units in each hidden lapereased until 50 and all results were

saved in order to find the best model for our nekwdhe results were showed below.

5.1.4. Training Algorithm Selection

Selection of training algorithm is the most impattaection in neural network
applications. There are many training algorithmbterature but there is no exact single
best training algorithm for neural networks. It lbuchange according to the
characteristic of the problem.

In our models, we have used several training algms as below and select the
best algorith for our models.

* Quick propagation Algorithm

* Conjugate Gradient Descent Algorithm

* Quasi-Newton Algorithm

* Limited Memory Quasi-Newton Algorithm
* Levenberg-Marquardt Algorithm

* Incremental Back-Propagation Algorithm

» Batch Back-Propagation Algorithm

The following simple rules that is taken from wwiywada.com proved to be quite

effective for most practical purposes.
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If you have a network with a small number of wesgkusually, up to 300),
Levenberg-Marquardt algorithm is efficient. Leverp®larquardt often
performs considerably faster than other algoritlama finds better optima than
other algorithms. But its memory requirements ampgrtional to the square of
the number of weights. Another Levenberg-Marqudirditation is that it is
specifically designed to minimize the sum of sqeagor and cannot be used
for other types of network error.

If you have networks with a moderate nhumber of WeigQuasi-Newton and
Limited Memory Quasi-Newton algorithms are effidieBut their memory
requirements are also proportional to the squateeohumber of weights.

If your network has a large number of weights, veeommend you using
Conjugate Gradient Descent. Conjugate Gradient @ashas nearly the
convergence speed of second-order methods, whitediag the need to
compute and store the Hessian matrix. Its memayyirements are proportional
to the number of weights.

Conjugate Gradient Descent and Quick Propagatiemganeral-purpose training
algorithms of choice.

You can use incremental and batch Back propag#&tionetworks of any size.
Back propagation algorithm is the most popular allgm for training of multi-
layer perceptrons and is often used by resear@dratspractitioners. The main
drawbacks of back propagation are: slow convergeneed to tune up the
learning rate and momentum parameters, and higbapriity of getting caught
in local minima. Incremental back propagation carefficient for large datasets
if you properly select the learning rate and momemtlt usually performs better

than batch back propagation.

5.2. Neural Network Models And Calculations

It needs to specify the network architecture, nunadbdridden layer and units in

each layer, and properties of network, error anvaon functions.

In this study the network is trained by both Makhldeural Network Module

(nntool) and Neurolntelligence Neural Network bapeolgram. For all models 60% of

the available data is used for training, 20% fdrdation and 20% for testing.
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In our neural network models only one hidden layexrs used and for all
applications number of units in each hidden layereased until 50. Each of them
replicated 10 times and all results were savedraeroto find the best model for our
network.

Exhausted search method is used for incrementaluofber of hidden layer
neuron number and inverse test error is selecteditfess criteria. For output layer

logistic activation function is applied.

5.2.1. ANN Forecasting Calculations for Istanbul Ddy Values
Input factors for daily forecasting are takentasal customer number, day, day
factor, previous day cunsomption, maximum and mimmtemprature, previous day

maximum and minimum temperature, month and year.

In ANN daily forecasting models there are 19 inpalues and one output value.
Below graph shows the best 5 network models aftebCG hidden layer units were

applied to the model one by one.

Top 5 networks

2.000.000
5,500,000 $ha
.000.000
7.500.000
7.000.000 ]
6,500,000 ] -
5.000.000 f{--4-
5 5.500.000
E 5.000.000 4
= 4.500.000
£ 4.000.000
3,500,000 |
3.000.000
2,500,000
2,000,000
1,500,000
1.000.000 -
500.000

— 20 [13-20-1
— 26 [19-25-1
— 35 [19-35-1
— 43 [19-43-1
43 [13-48-1] (best)

T T T T T T T T T T T
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lterations

Figure 5.1.Graph of best 5 networks for Istanbul daily values
[19-48-1] architecture had the best fithess

The graph Figure 5.1. and also below results Tali?e shows that the model
with 48 hidden neuron is best for Istanbul daily gansumption forecasting in neural

network model.
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All of the training, validation, test, correlatiamd R-Square values for all hidden
neuron nimbers are shown below Table 5.2. MoshefR-Square values which shows

that input values could explain our model or ¢, over 98 percent.

Table 5.1.Importance of input factors for Istanbul dailydoasting

Input column name Importance, %
* Month 1,361611
 Day 0,168876

* Day Factor 1,211695

e Max. Temp. 26,856485
e Min. Temp. 2,269972

* Pre Days Max. Temp. 5,502207

* Pre Days Min. Temp. 0,170156

* Total Customer Number 3,073997

e Year 2,004163

* Previous Day Cunsomption 57,380838

Above Table 5.1. results shows that most impoffizetors for daily forecasting
of natural gas of Istanbul is “pravious day constiar and “maximum temperature”
values with % 57.38 and % 26.83 importance.

The results of training, validating and test valaesas shown in Table 5.2.
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[19-1-1]
[19-2-1]
[19-3-1]
[19-4-1]
[19-5-1]
[19-6-1]
[19-7-1]
[19-8-1]
[19-9-1]
[19-10-1]
[19-11-1]
[19-12-1]
[19-13-1]
[19-14-1]
[19-15-1]
[19-16-1]
[19-17-1]

22

43

64

85

106
127
148
169
190
211
232
253
274
295
316
337
358

Table 5.2.Results of ANN models for Istanbul daily forecagti

Architecture # of Weights Fitness

0,000001
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002

771248,25
624989,31
631466,93
610094,5
606071,93
591806,25
592129,25
559505,43
559205,43
522191,75
556925,81
563806,56
552528,68
529149,37
531953,43
555384,06
516609

Train Error Validation Error

701750,12
637047,81
609574,93
623204
626864,62
629309,37
619228,62
584179,56
592209,68
549911,25
587991,12
589626,12
603019,68
575419,81
596473,5
599686,62
608458,75

Test Error

744861
635w
62628
615294
602337
gn118
383y
998%6
669612
586562
87253,62
90599,12
02963,06
823%36,25
280175
90884,68
S7T3H/6

AlIC

6305,579
6151,602
6203,212
3a21
6248,956
6268,756
6311,265
6300,447
6341,947
6320,122
6422,140
6475,584
6498,752
6500,458
6547,383
6629,556
6604,104

0,988697
0,992755
0,992063
0,992858
0,992823
0,993337
0,993615
0,993229
0,99436
0,994674
0,994049
0,994239
0,994174
0,994466
0,994515
0,993433
0,994904
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Correlation R-Square d

0,977255
0,985535
0,984058
0,985728
0,985542
0,98661
0,987207
0,986422
0,988688
0,989223
0,988065
0,988426
0,988228
0,988941
0,989012
0,986869
0,989824
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19
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23
24
25
26
27
28
29
30
31
32
33
34

Table 5.2.Results of ANN models for Istanbul daily forecagti(continued)

Architecture # of Weights Fitness

[19-18-1]
[19-19-1]
[19-20-1]
[19-21-1]
[19-22-1]
[19-23-1]
[19-24-1]
[19-25-1]
[19-26-1]
[19-27-1]
[19-28-1]
[19-29-1]
[19-30-1]
[19-31-1]
[19-32-1]
[19-33-1]
[19-34-1]

379
400
421
442
463
484
505
526
547
568
589
610
631
652
673
694
715

0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002

516525,34
543625,93
495111,12
526121,5

518598,46
490695,09
524226,68
501009,5

523086,12
582550,12
502403,28
563979,43
525036,62
540026,25
519515,09
538696,06
531446,06

Train Error Validation Error

585146
579879,93
550158,12
603867,93
578124,62
551850,68
570544,5
575712,37
579131,62
600350,25
592618,81
588741,81
629702,62
587660,68
540357,81
577380,31
574834

Test Error
5844B
569286,37
46631,62

7616

83032,31
85190,68
83081
138%2
46027,37

7688,5
56832,56
708866,75
84830,06
4666,75
63323,12
722%7,56
54893

AlIC

6645,953
6735,613
6690,490
6789,109
6817,686
6808,140
6911,747
6911,528
6993,717
7136,064
7040,117
7189,870
7165,185
7233,421
7239,332
7315,122

7344,494

0,994921
0,994266
0,995038

0,994085
0,994476
0,995304
0,994608
0,994854
0,994182
0,993149
0,994679
0,993823
0,995018
0,994555
0,994791
0,99436

0,994645
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Correlation R-Square d

0,989854
0,988549
0,990038

0,988157
0,988909
0,990484
0,989221
0,989663
0,988146
0,986115
0,989312
0,987654
0,990054
0,989116
0,989593
0,988662

0,989253
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Table 5.2.Results of ANN models for Istanbul daily forecagti(continued)

ID Architecture # of Weights Fitness Train Error Validation Error  Test Error  AIC Correlation R-Square d

35 [19-35-1] 736  0,000002 496884,12  561382,87 43693,5 7323,822 0,994708 0,989394
36 [19-36-1] 757 0,000002 535502,12  587535,75 1188,5 7435,580 0,994385 0,988634
37 [19-37-1] 778 0,000002 517340,06  549448,62 581082,37  7445,422 0,994594 0,989113
38 [19-38-1] 799  0,000002 544159,37  568411,43 79965,93  7534,527 0,994327 0,988602
39 [19-39-1] 820 0,000002 503319,06  565301,18 61785,81 7503,814 0,994611 0,989241
40 [19-40-1] 841 0,000002 508331,81  588527,68 73033,68  7555,051 0,994839 0,989664
41 [19-41-1] 862 0,000002 532458,5 585791,68 08887  7640,268 0,994417 0,988821
42 [19-42-1] 883 0,000002 570605,75  604768,37 6768,12  7746,756 0,993752 0,987514
43 [19-43-1] 904 0,000002 485755,34  588509,06 5829,93  7638,710 0,99501 0,989982
44 [19-44-1] 925 0,000002 532781,43 564216 581 7766,833 0,994335 0,988615
45 [19-45-1] 946  0,000002 473598,68  550404,25 51%6,12  7699,089 0,995259 0,990421
46 [19-46-1] 967 0,000002 542487,25 561084,5 B9 7867,659 0,993982 0,987916
47 [19-47-1] 988 0,000002 561273,93  594196,93 72554,93  7941,388 0,993771 0,987538
48 [19-48-1] 1009 0,000002 456975,53  530035,68 528736,56  7791,788 0,995301 0,990617
49 [19-49-1] 1030 0,000002 487912,06  570244,87 552619,43  7894,839 0,995082 0,990165
50 [19-50-1] 1051 0,000002 502736,81 575865 STA&B  7964,735 0,994944 0,98983
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5.2.1.1. ANN Calculations of Istanbul Daily Gas Priction Training Values

After best model for our values were defined asnp@it, 48 hidden layer neurons
and 1 output number, this model is applied on&lkes training algorithm that mentioned
before. Best algorithm for forecasting of daily wed was found as Quick Propagation

Algorithm. Network is trained 200 times and figus€2. shows the target and output
values of training data sets.

Target [ Quiput

o0
Data Row Mumber

[—=ars=t — Gutput = Sciecied fargst = Seiecied cuisut |

Figure 5.2Istanbul daily values training set target- outpaypdp

Oufut

5.000.000 10.000.000 15.000.000

20.000.000 25.000.000 30.000.000
Target

[ = cupur = Seecesiaoer o NI |

Figure 5.3.Istanbul daily values training set target- outpmatter plot graph

Above graph, Figure 5.3., also shows the target amgut values. Red line
shows the target actual data and blue ones shaygrédicted values. Deviations from
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the actual values are clearly seen in the tabléuadaumerical values are as in Table
5.3.

Table 5.3.Istanbul daily training values results

Target Output AE ARE
Mean: 9900951,048 9872261,283 480675 0,064
Std. Dev.: 7513911,639 7451964,663 490330 0,058
Min.: 1856581 2289305,195 448,691 0,00002
Max.: 32386915 29683989,97 3759195 0,446
Correlation : 0,995832
R-Square : 0,99151

As it can be seen above results that for trainiggrahms ‘correlation’ and ‘R-
square’ are all very well with the results over 998fother criteria for the analysis of
error used for training results is Absolute RekatBrror (ARE). Absolute error is the
absolute value of the difference between target @utgut values. ARE is stands for
Absolute Relative Error which is an error valuattindicates the quality of neural
network training. This index is calculated by diwg the difference between actual and

desired values of output values by the moduleesfréd output value.

The ARE values are changing between 0, 00002 a#b0with the standard

deviation of 0,058. Average training error is ab%ueé.

Although it seems here, the actual cases are gnth#a this value since there
are several extreme errors in the data set grelater 15%. These are the ones as
mentioned before in factor analyzing section, beeaof the complexity of Istanbul
natural gas distribution system there are somer athdefined reasons that effects the
consumption of natural gas. After these extremeseacluded the ARE value is less
than 5%.

Below graphs and values in the tables shows theatin and test results of

Istanbul daily forecasting values.
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Figure 5.4.Istanbul daily values validation set target- outguaph
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Figure 5.5.Istanbul daily values validation set target- outpeatter plot graph

Table 5.4.Istanbul daily validating values results

Target
9690552,936
7181008,475

Output AE ARE
9703016,35573703 0,072
7130328,531667737 0,069

Mean:
Std Dev:

Min:
Max:

Correlation :
R-Squared :

1964488
31067144
0,992459
0,984756

2349123,953 21,7 0,000004
28902829,58762123 0,422
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31.000.000 !
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25.000.000
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15.000.000
14.000.000 4§ §--
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2.000.000
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I_irgst — Output < Selected target < Selected output |
Figure 5.6.Istanbul daily values test set target- output graph

Table 5.5.Istanbul daily testing values results.

Target Output AE ARFE
Mean: 0881807.945 0855060,49 630634.824 0.078
Std Dev: 7441695,131 7419953,250 622067.642 0.068
Min: 2190417 2387828631 3174.430 0.00024
Max: 31667264 20787799.201 3318446,646 0,552
Correlation : 0,992905
R-Squared : 0,98574§

Best criteria for the performance of network is tesults of test values. The test
values are randomly selected from input valuesuRa# graph of target and output
values are as shown in Figure 5.6. The performanaetwork is very well with the

result of less than %7 absolute relative errorealu

We have selected the test values randomly. %660taf input values are taken
for training, %20 for validating and % 20 for tegji It is not important to select the
training, validation or test values manuallyelifor example years of 2004 and 2005
for training, year 2006 for validating and year 20d0r testing. Because in our model

time factors like day month and year were takea asmerical input values so the
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model is trained based on this criteria. So fotitgsthe other days consumption values
like days of 2008 year by entering the time factmmd other input values ANN model

can easly predict the output value.

5.2.2.ANN Forecasting Calculations for Istanbul AnatolianSide Daily Dalues

In ANN daily forecasting models there are 19 inpalues and one output
value. Below graph shows the best 5 network modfés all 50 hidden layer units

were applied to the model one by one.

Top 5 networks

5,200,000 §
5.000.000 §----

— 16 [18-16-1]
— 12 [18-12-1] (best)
— 22[19-22-1]
— 23[18-23-1]
26 [19-26-1]

4.200.000
4,000,000
3,800,000 4
3,600,000

2,800,000 §---
2,600,000 4
2,400,000
2,200,000 §
2,000,000 4
1,800,000

Ahsolute error
Lt

1,600,000
1,400,000
1,200,000
1,000,000
800,000 §
200,000 §
400,000 4---
200,000

tterations

Figure 5.7.Graph of Best 5 Networks for Istanbul Anatolian&iBaily Values
[19-19-1] architecture had the best fithess

The graph Figure 5.7. shows that the model wahitiden neuron is best for

Istanbul Anatolian side daily gas consumption ¢asting in neural network model.

All of the training, validation, test, correlatiamd R-Square values for all hidden
neuron numbers are calculated for this model ad4ast of the R-Square values which

shows that input values could explain our modeliair are over 96 percent.
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Exhaustive search method is used for incremeritalearon number. Fitness
criteria for this model is inverse test error amal fverification of 50 network

architectures, all of the models are retraineditaps.

Table 5.6.Importance of input factors for Istanbul Anatolside daily forecasting

Input column name Importance, %
 Day 1,112914
* Month 12,852396
* Year 10,127645
» Day Factor 1,089544
* Pre. Days Max. Temp. 6,160945
* Pre. Days Min. Temp. 1,554942
« Max. Temp. 17,501937
e Min. Temp. 3,15523

* Anatolian Side Customer Number 4,360342
* Previous Day Consumption 42,084105

Above Table 5.4. results shows that most impoffiaetors for daily forecasting
of natural gas of Istanbul Anatolian side is “pms day consumption” and “maximum
temperature” values with % 42,08 and % 17,5 ingure.

The results of training, validating and test valaee as shown below.

Table 5.7.Istanbul Anatolian side daily training values résul

Target Output AFE ARFE
Mean: 325397549 3250877.56 259750,58 0.114528
Std Dev: 288239970 284003752 338738.81 0.15804
Min: 501000 558754,37 236,79 0.000168
Max: 12126701 11063574.63 2321515,78 2.141211
Correlation : 0.988981
R-Sqguared : 0.977401
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Table 5.8.Istanbul Anatolian side daily validating valuesulés

Tarcget Output AFE ARE
Mean: 317907490 318052624 376653,08 0.155347
Std Dev: 2793875.88 2757799,.84 523301.74 0.22299
Min: 501000 574329.78 1285,92 0.00018
Max: 12203435 10980399,06 2991469.76 1.595955

Correlation : 0.973108 R-Squared : 0.94534

Table 5.9.Istanbul Anatolian side daily testing values result

Target Output AF ARE
Mean: 322678822 3156187.11 389061.45 0.159205
Std Dev: 286719549  2756506.14 580881.92 0.252094
Min: 502000 580332.05 775.65 0.000106
Max: 11371779 10260063,83 4005180,28 2.277532
Correlation : 0.969501
R-Squared : 0.934289

As it can be seen above results that for trainiggrahms ‘correlation’ and ‘R-

square’ are all very well with the results over % 9

ARE values for training values is about %11 as shawTable 5.7., validating
and testing are about %15 as in the tables 5.&&hdn some values maximum ARE is
very extreme. These are the ones as mentionedebifere may be some false in data
values or the conditions for these days may bewdifft than the other normal days, like

the weather is more cold than normal, holiday,€iis city etc.

Although it seems here again, the actual casesmaadler than this value since
there are several extreme errors in the datgrsater than 30%. These are the ones as
mentioned before in factor analyzing section, beeaaf the complexity of Istanbul
natural gas distribution system there are somer athdefined reasons that effects the
consumption of natural gas. And also some of thys’daput values may be false. After

these extremes are excluded the ARE value woulddsethan 10%.
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Figure 5.8.Graph of test results for Istanbul Anatolian sidigly values
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Figure 5.9.Histogram of error distribution for prediction ohAtolian side values
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Figure 5.10.Histogram of weigth distributions for prediction Ahatolian side values

Above graphs shows test results of istanbul Anatokide. As seen in the
Figure 5.7. test results’ ARE values of 1100 an@(lare very high. Reason of these
false are explained above. Figure 5.8. shows thar e@istribution of test values. As

seen in the table %90 of the values are less thrARE but rest of it, %10, is very
high.
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[19-1-1]
[19-2-1]
[19-3-1]
[19-4-1]
[19-5-1]
[19-6-1]
[19-7-1]
[19-8-1]
[19-9-1]
[19-10-1]
[19-11-1]
[19-12-1]
[19-13-1]
[19-14-1]
[19-15-1]
[19-16-1]
[19-17-1]

22
43

64

85

106
127
148
169
190
211
232
253
274
295
316
337
358

Table 5.10.Results for Istanbul Anatolian daily forecastirajues

Architecture # of Weights Fitness

0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000003
0,000002

459980,59
383712,78
377347,12
370985,34
354211,06
376345,53
358758,46
361415,96
363150,84
355826,62
327023,87
342284,96
344228,68
340530,78
333152,75
324747,28
351358,53

Train Error Validation Error

503934,87
441790,25
464328,03
444662,84
416495,09
455585,78
427000,68
431767,46
428039,96
432272,81
399955
402148,56
425601,56
409110,81
413240,25
385739,5
405454,09

Test Error

B3 2
4521%
89718
22463
3034
869¢b3
982(65
682009
788131
21722,84
431555
26868,46
12806,75
12145,62
042313
23918
205%4,31

AIC

5823,897517
5696,935265
5723,343964
5749,49724

5748,374011
5846,866936
5844,262925
5893,141257
5939,604383
5962,615167
5925,944627
6010,453578
6057,731122
6089,664869
6111,249975
6129,433811
6244,838001

0,962972
0,970276
0,972238
0,972447
0,9779
0,972394
0,974319
0,974321
0,97668
0,977155
0,97996
0,978982
0,976535
0,977075
0,979424
0,980264
0,978487

69

Correlation R-Square d

0,926865
0,941049
0,944912
0,945409
0,956136
0,945391
0,948869
0,949056
0,9536
0,95463
0,96016
0,958227
0,95345
0,95437
0,958919
0,960835
0,957334
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19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34

Table 5.10.Results for Istanbul Anatolian daily forecastirajues (continued)

Architecture # of Weights Fitness

[19-18-1]
[19-19-1]
[19-20-1]
[19-21-1]
[19-22-1]
[19-23-1]
[19-24-1]
[19-25-1]
[19-26-1]
[19-27-1]
[19-28-1]
[19-29-1]
[19-30-1]
[19-31-1]
[19-32-1]
[19-33-1]
[19-34-1]

421
442
463
484
505
526
547
568
589
610
631
652
673
694
715

379
400

0,000003
0,000003
0,000002
0,000003
0,000003
0,000003
0,000002
0,000002
0,000003
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002

Train Error Validation Error

321265,84
310674,40
345187,37
335651,56
324961,62
321301,281
348162,218
336240,25
311368,781
313656,968
335010,656
331514,15
342484,68
330712,87
330628
334415,56
317300,81

395546,81
384779,46
419123,15
406496,09
407494,40
392498,15
439965,68
421464,53
403600,65
389154,43
417185,53
407486,25
425636,06
411417,31
428265,28
405753,43
408276,81

Test Error

98952,84
84534,62
12351,31
99537,53
98496,65
393863,81
414731,96
0769,09
384712,81
403432,90
400049,40
6026,65
12006,12
18021,71
AVHB
12241,84
17166,34

AIC
6203,388405
6214,1445
6354,323171
6370,214302
6382,048784
6413,491159
6530,320829
6539,847504
6510,225244
6559,049299
6662,433011
6694,65
6766,9
6776,39

6818,16
6870,77
6863,81

0,981585
0,982443
0,978183
0,978203
0,979347
0,979739
0,978156
0,977502
0,981379
0,980929
0,978099
0,978587
0,979573
0,978288
0,978598
0,97878
0,981561

70

Correlation R-Square d

0,963095
0,964894
0,956431
0,956621
0,958651
0,959729
0,956657
0,955321
0,962977
0,962116
0,95648
0,957591
0,959332
0,957026
0,957517
0,957884
0,963196
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Table 5.10.Results for Istanbul Anatolian daily forecastirajues (continued)

ID Architecture # of Weights Fitness Train Error Validation Error  Test Error  AIC Correlation R-Square d

35 [19-35-1] 736 0,000002 332664,156 412435,75 11187,25 6949,88 0,97958 0,959333
36 [19-36-1] 757 0,000002 332705,93  425371,87 20424,37  6991,99 0,97753 0,955445
37 [19-37-1] 778 0,000002 344783,84  413326,25 5783,28 7067,23 0,97554 0,951552
38 [19-38-1] 799 0,000002 316562,62  383634,37 05924,25 7029,64 0,981656 0,963545
39 [19-39-1] 820 0,000002 328427,34  407016,56 08748,56  7105,93 0,979215 0,95878

40 [19-40-1] 841 0,000002 316524,84  403292,93 01780,65  7113,53 0,979492 0,959142
41 [19-41-1] 862 0,000003 315619,59  388115,65 99385,90 7152,86 0,980778 0,961817
42 [19-42-1] 883 0,000002 324266,56  412479,62 14141,28  7220,05 0,97943 0,958998
43 [19-43-1] 904 0,000002 320707,56  403132,53 05780,65  7251,76 0,979493 0,959301
44 [19-44-1] 925 0,000002 334076,90  431493,40 06161,53  7331,83 0,978605 0,957596
45 [19-45-1] 946 0,000002 333710,81  408961,81 05147,53  7372,80 0,978034 0,956445
46 [19-46-1] 967 0,000002 336960,78  416466,81 16245 7423,84 0,978601 0,957562
47 [19-47-1] 988 0,000002 325820,21  408611,781 417291,59  7434,50 0,978483 0,957334
48 [19-48-1] 1009 0,000002 323976,71  420064,781 416191 7471,21 0,979995 0,960272
49 [19-49-1] 1030 0,000002 328474,15  397744,031 416990,87  7526,06 0,98051 0,961052
50 [19-50-1] 1051 0,000002 311016,37  395418,06 402291,31  7517,16 3 0,981013 0,962208
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SUMMARY:

Std. dev.:

Iters
101
101
101
101
101
101
101
101
101
101

Table 5.10.Results for Istanbul Anatolian daily forecastirajues (continued)

Train error

367560,63
350764,55
310674,41
327796,50
346500,43
359945,47
331157,46
354015,95
347827,44
321705,65

310674,41
367560,63
341794,85
3076201,84

Validation error

446676,75
427273,74
384779,45
399030,11
422252,34
442389,86
409898,87
402143,02
423309,72
401722,78

384779,45
446676,75
415947,66
3743576,48

Test err or

456290,84
447989,01
384544,62
406472,74
430885,96
446303,38
420289,55
434810,35
428182,32
417457,67

384544,62
456290,84
427322,64
3845957,24

AIC

6370,85
6327,26
6214,14
6264,14
6315,86
6351,34
6273,65
6335,86
6319,42
6246,66

6214,14
6370,85
6301,92
56717,3

Correlation R-Squared

0,975414
0,976596
0,982443
0,979031
0,979254
0,976268
0,979496
0,978784
0,975969
0,980352

52,97
2248

3818

805247

0,951019
0,953618
0,964894
0,958342
0,958846
0,952902
0,959338
0,957834
0,952351
0,961057

0,951019
0,964894
0,95702

8,613183
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5.2.3.ANN Forecasting Calculations for Istanbul EuropeanSide Daily Values

In ANN daily forecasting models there are 19 inpalfues and one output value
is used again. Below graph shows the best 5 netwmtels after all 50 hidden layer

units were applied to the model one by one.

Top 5 networks

— 24 [19-24-1] (best)
— 26 [19-26-1
— 41 [19-41-1
— 42 [19-42-1

45 [19-45-1

ot
4.800.000 4 4 -
+.500.000 4 41~
4.400.000 4 - {4--
5 2.200.000 f - Y- -
T 4.000.000 4 -- 4 -

o
=1
5
3
&

2.20 0
2.000.000 §---
1.800.000 § ---
1,600,000 4---
1.400.000 §---
1.200.000 §---
1.000.000 4 ---
800.000 §---
500,000 4---
400.000 §---
200,000 4 - r e B e L RERTT

50
Iterations

30

Figure 5.11.Graph of best 5 networks for Istanbul European sidéy values
[19-24-1] architecture had the best fithess

The graph Figure 5.10. shows that the model withidden neuron is best for

Istanbul European side daily gas consumption fat@ogin neural network model.

All of the training, validation, test, correlatiamd R-Square values for all hidden
neuron numbers are calculated for this model agesrseen in the Table 5.15. most of

the R-Square values are over 98 percent.

Exhaustive search method is used for incrementaieafron number. Fitness
criteria for this model is inverse test error amat fverification of 50 network

architectures, all of the models are retraineditaps.
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Table 5.11.Importance of input factors for Istanbul Europemle slaily forecasting
Input column name Importance, %

* Month 0,111379
e European Side Customer Number 0,615777
« Day 0,131115
« Day Factor 1,310359
*  Max. Temp. 29,238364
e Min. Temp. 2,390508
* Pre. Days Max. Temp. 4,94049

* Pre. Days Min. Temp. 0,672399
* Year 1,015724
* Previous Day Consumption 59,573885

Above Table 5.11. results shows that most impoffectors for daily forecasting
of natural gas of Istanbul European side are “mneéviday consumption” and “maximum
temperature” values with % 59,57 and % 29,23 ingare.

The results of training, validating and test valum® as shown below.
Performance of the model for Istanbul European &decasting values are better than
Anatolian side values. The ARE values for trainimglidating and test values are about
%5 which was %15 for the Anatolian side. There rhaysome reason of this like the
values of European side is more correct than otinegas consumption stuation of

European side is more stable than Anatolian side.

Table 5.12.Istanbul European side daily training values rasult

Target Output AF ARE
Mean: 6387010.87 637829839 31269974 0.054177
Std Dev: 447714249 4431223.42  3T71276.16 0.050758
Min: 1355581 163578416 402,41 0.000133
Max: 20107135 1811616427 3113347.98 0.510941
Correlation : 0,.994117
R-Squared : 0.98E
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Table 5.13.Istanbul European side daily validating values ltssu

Target COutput AF ARE
Mean: 629717453 ©6336784.14  313730.01 0.057a881
Std Dev: 4413164.31 437322539 315666.80 0,055569
Min: 1847700 1781890,.89 1573.03 0, 000404
Max: 19545308 1814949E8,.20 1576237.40 0.330433

Correlation : 0.994784
E-Squared : 0.989308

Table 5.14.Istanbul European side daily testing values results

Target Output AF ARFE
Mean: B6359658,97 6349761.49  37T080.27 0.065415
Std Dev: A590873.56 4483072.03 437491.85 0.05856
Min: 1432305 15644733,32 1978.23 0.000944
Max: 20260214 18020780.95 2731607.37 0,351157
Correlation : 0,.992181
R-Squared : 0. 983402

R-square and correlation values for training, \ality and testing values are
over %98.5. These values are very good resultdoi@casting models because this
means that input values are very suitable for tbdeh Correlation values with over %

99 show the relation of input between each othertha best fitness.

ARE values for training values is about %5 as shawhable 5.12., validating
and testing are about %5 and %6 as in the tabl&sdnd 5.14. There is no very much

extreme ARE values in input values as shown infeég®.11. and 5.12.
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Actual vs Output

200,000, 000 4
12,500,000
19.000.000 § -
15.500.000 & -
18,000,000
17,500,000
17,000,000 § -
16,500,000
16,0010, 000 4
15,500,000 & -
15.000.000
14,500,000
14,000,000 § -
13,500,000
13,000,000
12.500. 000
12,000, 000 4
11.500.000 41 -~

11,000,000 §--

10.500.000 §{--F-]-
10,000,000 §
2,500,000 §
2,000,000 §
2,500,000 §
5.000.000
7.500.000 4
F.000,000
5,500,000
5,000,000
5.500,000 §

Target / Output

5.000,000 §
4,500,000 §
4.000.000 4 -
3.500.000 4
3.000,000
2,500,000 § -
2,000,000
1,500,000

Data Roww Mumber

— Target — Output = Selected targst = Selectsd outout |

Figure 5.12.Graph of test results for Istanbul European siddy values

Error Distribution

200
150
100
50
1] u y T T T T
39314,235994 350608,792431 739726,937977 1123545,183523 1517963,37907 1807081,574016  2296199,770162  2685317,965709  3074436,161:

Figure 5.13.Histogram of error distribution for prediction otibpean side values

WWeight Distribution

Figure 5.14.Histogram of weigth distribution for prediction Biropean side values

Above graphs shows test results of Istanbul Eunoséde. Figure 5.12. shows
the error distribution of test values. As seenim table %95 of the values are less than

%6 ARE. Weight distribution graph shows the weigbitour model that modelled by
ANN training algorithm.
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[19-1-1]
[19-2-1]
[19-3-1]
[19-4-1]
[19-5-1]
[19-6-1]
[19-7-1]
[19-8-1]
[19-9-1]
[19-10-1]
[19-11-1]
[19-12-1]
[19-13-1]
[19-14-1]
[19-15-1]
[19-16-1]
[19-17-1]

22

43

64

85

106
127
148
169
190
211
232
253
274
295
316
337
358

Table 5.15.Results for Istanbul European daily forecastingigal

Architecture # of Weights Fitness

0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002

498450,56
491420,71
431148,18

402885,718
398882,468
421777,093

396141,65
404868,75
376222,96
392135,78
406415,62
404886,34
394349,5

384827,15
381512,84
386627,15
379573,71

Train Error Validation Error

434265,34
441882,37
404832,03
399492,56

366472,218

397254,46
397521,37
414209,09
379592,90
374893,43
393604,06

376526,718

372419,68
358194

364786,62
388534,31
381314,53

Test Error

3835
55106
50781
548675
66049,43
8303,12
28536
42081
18221
58180,56
65880,06
471039,84
685480
43115

AlIC

5898,75
5927,51
5847,56
5826,37
5859,07
5953,08
5936,64
5998,95
5972,56
6053,17
6128,50
6166,99
6184,41
6203,63

46788,375 6237,57
58247,468756291,98
45684,781256316,82

77

Correlation R-Square d

0,986
0,987
0,990
0,991
0,991
0,991
0,991
0,991
0,992
0,991
0,991
0,991
0,991
0,991
0,992
0,992
0,992

0,972
0,975
0,981
0,982
0,982
0,982
0,983
0,982
0,984
0,983
0,982
0,982
0,983
0,983
0,984
0,984
0,984



ID
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34

Table 5.15.Results for Istanbul European daily forecastingiga(continued)

Architecture # of Weights Fitness

[19-18-1]
[19-19-1]
[19-20-1]
[19-21-1]
[19-22-1]
[19-23-1]
[19-24-1]
[19-25-1]
[19-26-1]
[19-27-1]
[19-28-1]
[19-29-1]
[19-30-1]
[19-31-1]
[19-32-1]
[19-33-1]
[19-34-1]

379
400
421
442
463
484
505
526
547
568
589
610
631
652
673
694
715

0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002

383093,75
388263,34
388254,84
374051,59
380895,90
372700,59
369578,25
363429,43
365235,12
369067,56
374226,59
387090,84
370194,53
394942,75
389284,21
365703,87
372963,06

Train Error Validation Error

372330,75
383237,71
384712,15
369107,12
365331,90
347470,25
368196,84
375513,43
358749,09
358425,15
377850,15
378363,68
365543,53
377933,62
380460,62
362502,87
347166,62

Test Error  AIC

6484625 6367,43
58588,656 6421,92
67769,375 6463,90
42585,281 6471,16
42181,625 6530,06
8248,781 6551,79
8082,8125 6585,95
4198259 6612,31
28223,59  6658,93
36580 6710,66
37938 6765,60
50887,93 6839,10
39244,87  6839,50
3084,03 6941,82
51276,18 6970,37
48425 6954,13
39378,25  7014,45

78

Correlation R-Square d

0,992
0,991
0,991
0,992
0,992
0,992
0,992
0,992
0,992
0,992
0,992
0,991
0,992
0,991
0,991
0,992
0,992

0,984
0,983
0,983
0,984
0,984
0,984
0,984
0,984
0,985
0,984
0,984
0,983
0,985
0,983
0,983
0,984
0,984
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36
37
38
39
40
41
42
43
44
45
46
47
48
49
50

Table 5.15.Results for Istanbul European daily forecastingigal(continued)

Architecture # of Weights Fitness

[19-35-1]
[19-36-1]
[19-37-1]
[19-38-1]
[19-39-1]
[19-40-1]
[19-41-1]
[19-42-1]
[19-43-1]
[19-44-1]
[19-45-1]
[19-46-1]
[19-47-1]
[19-48-1]
[19-49-1]
[19-50-1]

736
757
778
799
820
841
862
883
904
925
946
967
988
1009
1030
1051

0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002
0,000002

379870,43

372787,875

382582,90
371945,93

385320,781
381844,062
374921,781

367797,90
372068,62
377937,43
377648,59
386325,12
383291,21
370988,03
376832,28
375620,34

Train Error Validation Error

382287,40
355280,40
356871,5
358486,03
356932,93
379039,5
364127,62
363356,56
366842,5

368287,375

357144,62
367490,90
357039,31
359618,75
355362,71
371188,18

Test Error
448658,93
47427,15
909837
40974,09
446125,93
48786,31
429402
34146
80958
44603,68
36342,96
47586,75
44183,87
37120,03
442742,43
446222,15

AlIC
7073,55
7098,01
7164,18
7179,90
7254,83
7288,38
7313,33

7337,45
7390,21
7446,80
7488,08
7551,25
7585,91
7597,50
7654,07
7693,06

79

Correlation R-Square d

0,992
0,992
0,991
0,992
0,992
0,992
0,992
0,992
0,992
0,992
0,992
0,991
0,992
0,992
0,992
0,992

0,984
0,985
0,983
0,984
0,984
0,984
0,984
0,985
0,985
0,984
0,984
0,983
0,984
0,984
0,984
0,984
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Table 5.15.Results for Istanbul European daily forecastingigal(continued)

Iters Train error Validation error  Testerr or  AIC Correlation R-Squared
101 369578,23  368196,83 428057,82  6585,95 ,992@52 0,984661
101 390354,23  374414,918 449051,01 6636,92 0,991912 0,983773
101 394458,89  390545,46 471469,74  6646,67 ,991089 0,983587
101 406347,92  401489,57 498752,10 6674,3 ,990087 0,981973
101 386671,99  384712,69 457570,28  6628,09 0,992072 0,984128
101 413376,33  409996,58 477299,64  6690,33 ,991019 0,981826
101 403644,95 390831,19 467037,12 6668,13 ,991384 0,982745
101 377757,92  367744,01 448563,44  6606,35 0,992332 0,984541
101 397792,46  382779,71 474884,02 6654,52 0,991451 0,982905
101 394648,89  381491,49 473742 6647,12 991087 0,983575
SUMMARY:
369578,23  367744,01 428057,82  6585,95 0®B09 0,981826
413376,33  409996,58 498752,1 6690,33 05®23 0,984661
393463,18  385220,25 464642,72  6643,84 0@®17 0,983371
3541190,72 3467006,34 4181825,78 59794,64 925877 8,850342

80
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5.2.4. ANN Forecasting Calculations for Istanbul Wekly Values

Weekly values were composed from the daily valUesnperature values are
designed as an average of seven days’ averageetatm@ values. As in the daily
values average maximum and minimum temperatureesalere taken. Seven day

average number of consumers were considered fat ofgconsumer number.

In ANN weekly forecasting models there are 8 inpalties like Istanbul average
customer number, year, average minimum and maxitamperature values and one

output value as total weekly consumption valueaitiral gas for that week.

Below graph shows the best 5 network models aifter50 hidden layer units

were applied to the model one by one.

Top 5 networks

72.000.000
70.000.000
&a. - :
&6. - --- - [—12

54,000,000 §-- — i
62, - o I
&0, - - --1 0
58.000.000 §---

o
@y

(best)

|
o ool " 'od o

&
2

2.000.000
[}

T T T T T T T T T T
20 40 (=) 80 100 120 140 150 180 200
terations

Figure 5.15.Graph of best 5 networks for Istanbul weekly value
[8-38-1] architecture had the best fitness

In weekly forecasting algorithms again exhaustisearch method is used as
daily models, for incremental of neuron numbern&ss criteria for weekly model is
inverse test error and for verification of 50 netkvarchitectures, all of the models are

retrained ten times.
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The graph Figure 5.14. shows that the model wthi@dden neuron is best for

Istanbul weekly gas consumption forecasting mralenetwork model.

All of the training, validation, test, correlatiamd R-Square values for all hidden
neuron numbers are calculated for this model adaost of the R-Square values which
shows that input values could explain our modeiair are over 96 percent.

Table 5.16.Importance of input factors for Istanbul side wgdklrecasting

Input column name Importance, %o
e Istanbul Average Customer Number 14,.353291

* Year 0.778734

* Average Minimum Temperature 0.620698

* Average Maximum Temperature 59,983923

* Week 6.263354

Above Table 5.4. results shows that most impoffiastors for weekly
forecasting of natural gas of Istanbul are “avenag&imum temperature” and “average

customer number” values with % 59,98 and % 14/8portance.

5.2.4.1. ANN Calculations of Istanbul Weekly Gas Rdiction Training Values

After best model for our values were defined aspit, 38 hidden layer neuron
number and 1 output number, this model is appliedlbseven training algorithm that
mentioned before. Best algorithm for forecastinglaily values was found as conjugate
Gardient Descent Algorithm. After network is train200 times the target and output

values of training data sets is as below graph.
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s0.000.000 fH-- -
25.000.000 4i- - - |
S0.000.00:
5,000,001
F0.000. 00!
55.000.00:
s0.000.000 §

55.000.000 4
50.000.000
4s.000.000 §

125.000.000 §=
120.000.000 § -
185.000.000 § -
180.000.000 § -

155,000,000 § -
150,000,000 § -
145.000.000 § -
140.000.000 § -
135.000.000 § -
130.000.000 § -
125.000.000 § -
120.000.000 § -
115.000.000 § -
110.000.000 § -
105.000.000 § -

Ot

20,000,000 § -
55,000,000 § -
50.000.000 § -
75.000.000 § -
F0.000.000 § -
55.000.000 § -
50.000.000 § -
55.000.000 § -
50.000.000 § -
45.000.000 § -
40.000.000 § -
35.000.000 § -
50.000.000 § -

25,000,000 § -
20,000,000 {424
20.000.000 40,000,000 50,000,000 50,000,000 100,000,000 120,000,000 199,000,000 150,000,000 150,000,000
Target
Taroer ~ Suput = Scecteitaget = Seectmaoina

Figure 5.17.Istanbul weekly values training set target- otigmatter plot graph

Above graph, Figure 5.6., also shows the target amgut values. Red line
shows the target actual data and blue ones shaavsalues that program predicted.

Deviations from the actual values are clearly seethe table. Actual numerical values
are as in the Table 5.17.



Table 5.17.Istanbul weekly training values results.
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Mean:
Std Dev:
Min:
Max:

R-Squared :

Correlation :

Target
69408029.255
49894855.7
7581208
194749953
0.99604
0.992014

Output

69537464
49765248
19828318

[F¥)

1
42

-
|ll-

AE
286741812
4194907.86
6460,87
34196287,82

ARE
0,05
0.056
0.0002

As it can be seen above results that for trainiggrahms ‘correlation’ and ‘R-

square’ values are all very well with the resulierd®9%. ARE value is about %5 with

the standard deviation value of 0,056. The ARE eslare changing between % 0, 02
and % 44 with the standard deviation of % 5, 6.

Below graphs and values in the tables showsahdation and test results of
Istanbul weekly forecating values.

Target 10 Aput

= sei=cies

Targer & Sei=cotes cusut

Figure 5.18.Graph of validation target-output values for I&taweekly forecasting

Table 5.18.Istanbul weekly validation values results.

Mean:
Std Dev:
Min:
Max:

Correlation :

Target
69922050,43
55105731.93
377484
037259

—_
-1
LA

[ S}
]

1

Taa
L)

[

Output
67639908,99
52372564.84
20044463,24
196489946,95

0.990888 R-Squared : 0.977866

ARE
0,077
0,09
0,001
0.3
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Oupi
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Figure 5.19.Istanbul weekly values validating set targetpotiscatter plot graph

Taoet Ot

mows numoer

===t — oot = Soiocteo target = Seiscies cutput |

Figure 5.20.Graph of testing target-output values for Istankeékly forecasting

Table 5.19.Istanbul weekly testing values results.

Target Output AFE ARE
Mean: 66312146,64 67527176,05 3O51867.45 0.06
Std Dev: 49629549.41 50215105,43 558468596 0,059
Min: 17541417 19777110.76 201845 0.0001
Max: 176773901 185303363.87 27437332,87 0,22

Correlation : 0.990974
R-Squared : 0,981478
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Figure 5.21.Istanbul weekly values testing set target- ouuatter plot graph

In ANN forecating applications best criteria foetperformance of network is
the results of test values. As in weekly modelstdst values are randomly selected
from input values. Resultant graph of target antpwiuvalues are as shown in Figure
5.19. and 5.20. and Table 5.19. the performancetfork is very well with the result

of less than 6 % absolute relative error value.



ID Architecture Weights Fitness

1 [8-1-1]
2 [8-2-1]
3 [8-3-1]
4 [8-4-1]
5 [8-5-1]
6 [8-6-1]
7 [8-7-1]
8 [8-8-1]
9 [8-9-1]
10 [8-10-1]
11 [8-11-1]
12 [8-12-1]
13 [8-13-1]
14 [8-14-1]
15  [8-15-1]
16 [8-16-1]
17 [8-17-1]

15
29
43
57
71
85
99
113
127
141
155
169
183
197
211
225
239

0,000002
0,000002
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003

460683,43
398293,78
391667,87
363147,31
363858,87
343495

338361,62
327390,90
319287,46
317795,53
316667,78
312695,25
303771,25
316479,40
314284,81
317091,03
308866,18

Train Error Validat ion Error

427001,15
366929,75
361313,81
361826,56
350792,40
325187,15625
324217,96875
311074,28125
309304,96875
334254
337502,90625
321360,40625
326398,4375
324488,375
314395,78125
320851,21875
307419,46875

Test Error

432348
415305
38703
382881
36274

35402,

8384625
3786,468
9333,718

34306,

33339,843
0239,875
983(106
892(006
28388,968
30263
4330,781

Table 5.20.Results of ANN models for Istanbul weekly foreaagt

AIC

5790,499
5683,455
5695,887
5653,725
5683,542
5658,095
5672,122
5669,535
5674,276
5697,930
5722,631
5738,916
5740,046
5806,079
5827,621
5863,870
5867,482

0,959022
0,964656
0,972787
0,974133
0,976078
0,978477
0,979212
0,980652
0,980904
0,981921
0,981471
0,981529
0,981853
0,981715
0,981813
0,980805
0,982787

87

Correlation R-Squared

0,919218
0,930507
0,945847
0,948898
0,952665
0,957401
0,958764
0,961646
0,961597
0,964124
0,96324
0,96338
0,963991
0,963684
0,963939
0,961908
0,965772
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18

19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34

Table 5.20.Results of ANN models for Istanbul weekly foreaagtcontinued)

Architecture Weights Fitness

[8-18-1]
[8-19-1]
[8-20-1]
[8-21-1]
[8-22-1]
[8-23-1]
[8-24-1]
[8-25-1]
[8-26-1]
[8-27-1]
[8-28-1]
[8-29-1]
[8-30-1]
[8-31-1]
[8-32-1]
[8-33-1]
[8-34-1]

253
267
281
295
309
323
337
351
365
379
393
407
421
435
449
463
477

0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003

298393,90
288550,43
306911,93
309690,90
306961,28
298297,5
298915,12
303767,5
296998,78
298814,90
301245,09
304496,43
288381
292792,18
290895,56
291397,34
295128,40

Train Error Validat ion Error

301916,28125
306944,65625
315259,6875
303516,9375
300189,6875
316964,09375
306020,625
312760,09375
314148,75
316858,65625
309828,625
305336,0625
301203,8125
293674,18
299015,75
299837,5
316005

Test Error

2381,875
7583,937
232687
9305
432906
3801
34AB7S5
630,812
381483
9733,843
31552
839525
33203
91&%:3
33437
304870
3241158,

AlC
5863,472

5860,342
5945,591
5981,956
6001,741
6003,172
6033,091
6076,035
6083,123
6116,780
6152,297
6190,259
6167,797
6209,88
6231,85
6261,45
6301,26

0,983366
0,984169
0,982109
0,981159
0,982107
0,982827
0,982679
0,983108
0,983354
0,983303
0,982632
0,982831
0,984257
0,983313
0,983802
0,983891
0,983255

88

Correlation R-Squared

0,966997
0,968573
0,964514
0,962599
0,964426
0,965926
0,965625
0,966443
0,966958
0,966851
0,965558
0,96554
0,968721
0,966816
0,967772
0,967911
0,966726
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35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50

Table 5.20.Results of ANN models for Istanbul weekly foreaagtcontinued)

Architecture Weights Fitness

[8-35-1]
[8-36-1]
[8-37-1]
[8-38-1]
[8-39-1]
[8-40-1]
[8-41-1]
[8-42-1]
[8-43-1]
[8-44-1]
[8-45-1]
[8-46-1]
[8-47-1]
[8-48-1]
[8-49-1]
[8-50-1]

491
505
519
533
547
561
575
589
603
617
631
645
659
673
687
701

0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003
0,000003

320477,53
299468,15
290177,68
311656,93
305601,93
277480,34
289045,28
298999,31
310091,40
300392,06
302898,21
303921,84
297776,84
305820,53
288073,62
291901,06

Train Error Validat ion Error

316815,15
301840,25
311295,46
313872,46
315071,75
302315,09
296211,06
328200,84
313554,40
322792,71
312741,34
313436,31
301755,68
312813,87
308014,15
309766,81

Test Error
082438
2035,56
13053
43987
3356
028466
23221
28084
808834
083078
88359
03332
42648
232480
43084
433%

AIC

6405,72

6370,806
6369,561
6463,829
6473,622
6412,039
6477,932
6537,352
6599,156
6597,665
6633,375
6664,506
6673,551
6726,286
6698,808
6739,056

0,980722
0,98281

0,984081
0,981595
0,982166
0,985052
0,983818
0,982786
0,981881
0,982801
0,982465
0,982196
0,982999
0,982846
0,983746
0,984143

89

Correlation R-Squared

0,961702
0,965813
0,968407
0,963471
0,964485
0,970276
0,967819
0,965735
0,964001
0,965853
0,965178
0,964626
0,966194
0,965917
0,967581
0,968349
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5.2.5ANN Weekly Forecasting Calculations for Istanbul Aratolian Side

In ANN weekly forecasting models of Istanbul Angal side again same input
criterias were taken like Istanbul criterias.

In weekly forecasting algorithms again exhaustigearch method is used as
weekly models, for incremental of neuron numbeindss criteria for weekly model is
inverse test error and for verification of 50 netkvarchitectures, all of the models are
retrained ten times.Logistic activation functionsislected for hidden layer activation
function.

Below graph shows the best 5 network models @fles50 hidden layer units

were applied to the model one by one.

22.000.000

21.000.000

: — 7ETL
|| — 1aE1an
: — 1% [3-1%-1]
ol | —22[5-22-1]

23 [5-23-

20.000.000

15,000,000 -

13.000.000 4

17.000.000

16.000.000 4

15.000.000

14,000,000

13.000.000

12.000.000

Absalute errar

11.000.000 4

10.000.000

2,000,000

8.00¢ 0

000

4,000,000

3.000.000

2.000.000

1.000.000

Figure 5.22.Graph of best 5 networks for Istanbul Anatoliastesiveekly values

[8-23-1] architecture had the best fitness

The graph Figure 5.21. shows that the model wathidden neuron is best for

Istanbul Anatolian side weekly gas consumptiaedasting in neural network model.

All of the training, validation, test, correlatiamd R-Square values for all hidden
neuron numbers are calculated for this model addost of the R-Square values which

shows that input values could explain our modeliair are over 98 percent.
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Table 5.21.Importance of input factors for Istanbul Anatolside weekly
forecasting

Input column name Importance, %

* Year 59,258083
* Week 5,098838
* Anatolian Side Average customer Number 21,342361
* Average Maximum Tempeature 3,956578
* Average Minimum Tempeature 10,34414

Above Table 5.21. results shows that most importactors for weekly

forecasting of natural gas of Istanbul Anatoliadesare “year” and “average customer

number” values with % 59,25 and % 21,34 importance.

Training, validating and test results are as shbalow.

Table 5.22.Istanbul Anatolian side weekly training values tesu

Target Output AFE ARE
Mean: 24802635.77 2479580834 1178299,85 0,070005
Std Dev: 1977199275 19294099,88 961086,96  0,0658%4
Min: 4027000 5110769.29 8156,05 0.001031
Max: 72924632 73859702.24 396691842 0.342336
Correlation : 0,997269
R-Squared : 0.993780

Table 5.23.Istanbul Anatolian side weekly validating valuesui¢s.

Target Output AFE ARE
Mean: 235700287 23252957.77 210554226 0.120738
Std Dev: 20667501,18 19344556.28 220261564 0.120709
Min: 4088000 5216026,50 3570413 0.004615
Max: 80315798 75595874.83 8314052,14 0.479378
Correlation : 0.990704
R-Squared : 0,975188
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Table 5.24.Istanbul Anatolian side weekly testing values ressul

Target Qutput AE ARE
Mean: 2379851148 23153499.44 2570790.77 0.108469
Std Dev: 21591971.12 20308811.63 5439403.99 0.113361
Min: 4207000 5161742.51 20229058 0.001955
Max: 66320108 66279696.48 2973125918 0,448299
Correlation : 0.96108
R-Squared : 0912241

Error Distribution

I
57640,580254 453516,817333 948362,113795 1443207,410207  1938052,706619  2432398,003031  2927743,299443  3422588,595855  3917433,892:

Figure 5.23.Histogram of error distribution for prediction ohAtolian side weekly
values

In ANN forecasting applications for istanbul Ania side training ARE value
is %7, validating ARE is %12 and testing ARE is @ 1

Same in the Istanbul Anatolian side daily forecastralues testing ARE value
is bigger than other ones Istanbul weekly and ibhEuropean side values. It is seen
in error distribution graph in Figure 5.22. Thisoals that data collecting system and

gas distribution system is not as good as Europ&s or there are some undefined
factors that effects this area.
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[8-1-1]
[8-2-1]
[8-3-1]
[8-4-1]
[8-5-1]
[8-6-1]
[8-7-1]
[8-8-1]
[8-9-1]
[8-10-1]
[8-11-1]
[8-12-1]
[8-13-1]
[8-14-1]
[8-15-1]
[8-16-1]
[8-17-1]

11
21
31
41
51
61
71
81
91
101
111
121
131
141
151
161
171

Table 5.25.Results for Istanbul Anatolian weekly forecastuadues

Architecture Weights Fitness

3,81E-07
4,25E-07
3,95E-07
4,00E-07
4,10E-07
4,14E-07
4,45E-07
4,17E-07
4,16E-07
4,31E-07
4,33E-07
4,32E-07
4,33E-07
4,40E-07
4,24E-07
4,30E-07
4,21E-07

2405251,25
2213411
1830864,25
1930342
1843336,75
1777716,75
1683889,5
1683103,5
1694551
1534295,75
1633256,75
1656528,75
1521806,75
1580884,375
1592915,25
1453442,375
1643443,75

Train Error Validat ion Error

2679473,25
2450121,5
2053877,5
1985805,5
2005250,375
2077019,125
1967043,625
1928455,25
2220279,5
2073672,75
1999707
1961577,25
1983816,75
1906594,25
1966385,625
1921581,25
1886469,375

Test Error

2603
2351934,5
258%7
2502466,5
P836
2856
224515
2397746
240312, 7
7985,25
236841
3830
1399,25
72220,5
59888,75
25832,25
722388,75
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AIC Correlation R-Squared

1325,774503 0,983884
1334,719596 0,986954
1329,48329 0,990969
1356,5202  0,990179
1370,386266 0,990628
1385,56534 0,992053
1398,353603 0,99195

1418,291513 0,992254
1439,193037 0,992194
1445,979981 0,993306
1474,293082 0,99281

1496,1748  0,991868
1504,892938 0,993107
1529,958398 0,992938
1550,966723 0,992754
1558,779794 0,993727
1595,12006 0,992404

0,967627
0,973355
0,981891
0,980303
0,981
0,983728
0,983877
0,984385
0,984218
0,986574
0,985411
0,983788
0,986145
0,985798
0,985524
0,987423
0,984527
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18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33

Table 5.25.Results for Istanbul Anatolian weekly forecastuadues

Architecture Weights Fitness

[8-18-1]
[8-19-1]
[8-20-1]
[8-21-1]
[8-22-1]
[8-23-1]
[8-24-1]
[8-25-1]
[8-26-1]
[8-27-1]
[8-28-1]
[8-29-1]
[8-30-1]
[8-31-1]
[8-32-1]
[8-33-1]

181
191
201
211
221
231
241
251
261
271
281
291
301
311
321
331

4,18E-07
4,52E-07
4,15E-07
4,28E-07
4,54E-07
4,58E-07
4,17E-07
4,28E-07
4,10E-07
4,12E-07
4,36E-07
4,35E-07
4,15E-07
4,00E-07
4,32E-07
4,23E-07

Train Error Validat ion Error

1766034,75
1578482,75
1679648,125
1445197,375
1555420,75
1453532,5
1589203,5
1525293,75
1587021,75
1637094,375
1555788,25
1559140,375
1540985,875
1712723,75
1430893,75
1666853

1865769,875
1965793,125
1964811,125
2014424,375
1863212,875
1780343,75
1792378,375
1867927,5
1853826,75
1945951,5
2007108,625
1797998
1798440,375
2032975,625
2029904,125
1967724,125

Test Error
89834,25
13P23,5

406880,5
337323,75
02P24,5

248475
9829,25
P934
6822,25
7282,25
95227,25
22985
408820,25
02263,5
14889,5
22825

94

AIC Correlation R-Squared
1624,68846 0,991037 0,982096
1629,756198 0,993016 0,986066
1658,018189 0,991937 0,98386
1658,023176 0,993834 0,987647
1687,798698 0,993054 0,986025
1698,788042 0,993963 0,98761
1730,656453 0,99293 0,9858
1745,197348 0,993361 0,986651
1770,47374 0,992797 0,985572
1794,60522 0,992618 0,985238
1807,830121 0,993096 0,9862
1828,116377 0,993459 0,986786
1846,558648 0,993308 0,986594
1880,611767 0,991795 0,983532
1876,700266 0,994319 0,98846
1917,001145 0,991867 0,983659
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Table 5.25.Results for Istanbul Anatolian weekly forecastuadues(continued)

Architecture Weights Fitness

[8-34-1]
[8-35-1]
[8-36-1]
[8-37-1]
[8-38-1]
[8-39-1]
[8-40-1]
[8-41-1]
[8-42-1]
[8-43-1]
[8-44-1]
[8-45-1]
[8-46-1]
[8-47-1]
[8-48-1]
[8-49-1]
[8-50-1]

341
351
361
371
381
391
401
411
421
431
441
451
461
471
481
491
501

4,18E-07
4,26E-07
4,26E-07
4,32E-07
4,17E-07
4,16E-07
4,40E-07
4,29E-07
4,20E-07
4,03E-07
4,08E-07
4,08E-07
4,04E-07
4,13E-07
4,10E-07
4,13E-07
4,18E-07

1447693,75
1641994,5
1656937,125
1496636,625
1602313,75
1581067,75
1461483,625
1465037,5
1566648
1655006,5
1759203,25
1887597
1751973,5
1518280,375
1762241,5
1462971,5
1539706,375

Train Error Validation Error

2068786,25
1820207,375
2028944,5
1770402,875
1798290,5
1932304,875
2011774,625
1986917,25
1840418
1950314,625
1927988,25
2053839,875
1966802,75
1934136,75
1852937,875
1990121,125
1978696

Test Error
3089
8880,75
99335

315250,5
B39%
052845
274835,5
42335

2382784,5

1233
2983,75
248125
32335
222475
6243,25
1329
23906

AlIC

1918,252716
1955,002721
1976,207581
1982,674776
2011,749146
2029,973824
2039,513598
2059,836621

2116,052529
2144,172983
2173,541981
2183,625267
2184,584397
2224,402488
2219,648933
2246,448175

0,993773
0,992492
0,992692
0,994014
0,992642
0,992721
0,993923
0,993887

2088,755268 0,993013

0,992055
0,991528
0,990459
0,991114
0,993269
0,991553
0,993647
0,993214
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Correlation R-Squared

0,987568
0,984963
0,985367
0,987927
0,985317
0,985469
0,987649
0,987792
0,986024
0,984126
0,983089
0,980962
0,982227
0,986581
0,983077
0,987285
0,986471
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SUMMARY:
Min:

Max:
Average:
Std. dev.:

Table 5.25.Results for Istanbul Anatolian weekly forecastuadues(continued)
Testerror AIC

Correlation R-Squared

Iters Train error Validation error
101  1530660,253341 1985350,15
101 1735977,520556 1997344,60
101  1909370,583444 2014212,85
101  1589968,18835 2092008,91
101  1453532,470358 1780343,76
101 1719173,346162 2069825,89
101 1660139,547 1874218,57
101 1627968,797657 2117653,46
101 1884099,919015 2116518,74
101  1735563,710191 1947913,62
1453532,47 1780343,76
1909370,58 2117653,46
1684645,43 1999539,06
151624242 17996151,5

2492409,55 ,6805 0,993258 0,986507
2461159,14 ,4022 0,991526 0,982987
2556897,76 ,0835 0,990333 0,980537
2567091,68 7T210, 0,993062 0,985979
2184143,77 ,1898 0,993963 0,98761
2629224,89 ,1721 0,991571 0,983195
2413921,14 1816,4 0,992078 0,984129
2556713,67 ,8813  0,992777 0,985491
2582588,63 ,2933  0,990358 0,980752
2511068,08 2,372 0,991683 0,983393
2184143,7 1698,788 0G3® 0,980537
2629224,89 1735,067 304D 0,98761
2495521,83 1717,975 992061 0,984058
22460015,1 15461,78 28846 8,856522

96
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5.2.6ANN Weekly Forecasting Calculations for Istanbul Ewopean Side

In ANN weekly forecasting models of Istanbul Eurapeside again same input
criterias were taken like Istanbul criterias. Netvenodels and training algorithms are

same with other weekly forecasting models.

Below graph shows the best 5 network models attes(ahidden layer units

were applied to the model one by one.

Top 5 networks

50,000,000

— 2[8-2-1]
— 16 [3-15-1]
— 31 [8-31-1] (best)
— 43 [3-43-1]
50 [3-50-1]

45,000,000

40,000,000

35.000.000

30,000,000

25,000,000

Ahzolute error

20,000,000

15,000,000

10,000,000

5,000,000

i i T T i T T T i T
10 20 30 40 S &0 7o 80 S0 100
lieration=

Figure 5.24.Graph of best 5 networks for Istanbul Europear sidekly values
[8-31-1] architecture had the best fitness

The graph Figure 5.23. shows that the model withi@@len neuron is best for

Istanbul European side weekly gas consumption &stény in neural network model.

Table 5.26.Importance of input factors for Istanbul Europemie sveekly forecasting

Input column name Importance, %
e Year 17,088709

« Week 3,758538

* Anatolian Side Average customer Number 23,602528

* Average Max. Temperature 30,626735

* Average Min.Temperature 24,92349

Above Table 5.26. results shows that most importi@attors for weekly

forecasting of natural gas of Istanbul Europear ai¢ “average maximum temperature”
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“average customer number” and “average minimum &ratpre” values with % 30,62 ,
% 23,60 and %24,92 importance.

Results of training, validating and testing arslaswn below.

Table 5.27.Istanbul European side weekly training values tesul

Target Output AE ARE
Mean: 43814797,49 43726749,80 1622972.90 0.042152
Std Dev: 30025753,28 29722076,59 21749009,.38 0.044514
Min: 13493208 14217286.57 16411.43 0.000624
Max: 121825321  121143657.5 15675566.94 0.31187
Correlation : 0.99593
R-Squared : 0,991664

Table 5.28.Istanbul European side weekly validating valuesilies

Target Output AE ARE
Mean: 4924064295 48521013,51 2719846,49 0.060789
Std Dev: 33215996,09 32965679,04 3567427,82 0.07272
Min: 14232641 1456268546 30829.08 0.000299
Max: 132721461  124630833,53 14346133.29 0.261027

Correlation : 0.991076

R-Squared : 0,981482
Table 5.29.Istanbul European side weekly validating valuesilies

Target Output AE ARE
Mean: 43016934.74 4301053542 3549519.93 0.073548
Std Dev: 2041732595 30360331,44 430901607 0.06106
Min: 13470417 14285402.14 142190,31 0.00177
Max: 96028836 111836822,52 16093643.53 0,306823

Correlation : 0.98305
R-Squared : 0.966182
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Figure 5.25. Graph of testing target-output values for IstanButopean side weekly

forecasting

Error Distribution

0 - e - -

T T
212150,881473  2160545,320057  4120939,758717  6084334,18733%  B041728,635955  0900123,074574  11956517,5131%4 14305390,839537

Figure 5.26.Histogram of error distribution for prediction otitbpean side weekly

values

The results of training, validating and test valum® as shown above.
Performance of the model for Istanbul European swdekly forecasting values are
better than Anatolian side values. The ARE valumstifaining’ validating and test
values are about %4, %6 and %7 for the Europeanvesdkly forecasting values which
were %7, %12 and %10 for Anatolian side weekly ¢dasting values. There may be
some reason of this like the values of Europeaea sdnore correct than other or gas

consumption situation of European side is morelstidian Anatolian side.

As seen in Figure 5.24 the performance of the msdeétry good. Testing ARE

value is less than %7 with the standart deviati@ %
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Table 5.30. Table 5.30Results for Istanbul European weekly forecastinges

ID Architecture Weights  Fitness Train Error Validation Error  Test Error  AIC Correlation R-Squar ed

1 [8-1-1] 11 2,62E-07 4220820,5 4283659 3812268 1400,570405 0,97932 0,958754
2 [8-2-1] 21 3,49E-07 3473452,75 4205905,5 28625 1394,651299 0,983846 0,967422
3 [8-3-1] 31 3,21E-07 3399692,5 45651175 318378 1411,796577 0,985234 0,970405
4 [8-4-1] 41 3,24E-07 3325443,75 4274027,5 3@8/™ 1428,85969 0,986327 0,972595
5 [8-5-1] 51 3,03E-07 3273263,5 3988803,75 330326 1446,756211 0,986378 0,972745
6 [8-6-1] 61 3,28E-07 2921537,25 4106619 3045051 1451,637095 0,989133 0,978135
7 [8-7-1] 71 3,12E-07 2960830,5 3894417,75 320225 1473,413958 0,988998 0,978039
8 [8-8-1] 81 3,12E-07 3327507 4069447,75 320853 1508,942182 0,985125 0,97025

9 [8-9-1] 91 2,92E-07 2902866 4118770,75 342846 1510,78437 0,98889 0,977767
10 [8-10-1] 101 3,18E-07 3337355,5  3849908,5 32635 1549,335239 0,986206 0,972374
11 [8-11-1] 111 3,06E-07 2787416,25 3668360,25 71321,25 1545,386773 0,989781 0,979602
12 [8-12-1] 121 3,27E-07 3257476 4127629,75 3083H8  1586,113177 0,986389 0,972646
13 [8-13-1] 131 3,22E-07 2993183,75 3601129 396% 1594,859375 0,988329 0,976664
14 [8-14-1] 141 3,10E-07 3159448,5 3959877 322854 1622,049331 0,98745 0,974808
15 [8-15-1] 151 3,14E-07 2827380,25 3724863 36859 1627,280098 0,990024 0,979483
16 [8-16-1] 161 3,44E-07 3259430,5 3747070,25 35490 1666,192953 0,986212 0,972359
17 [8-17-1] 171 3,01E-07 2963629 3463664 3179%0,21673,539607 0,989151 0,978404



ID
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33

Architecture Weights
[8-18-1] 181
[8-19-1] 191
[8-20-1] 201
[8-21-1] 211
[8-22-1] 221
[8-23-1] 231
[8-24-1] 241
[8-25-1] 251
[8-26-1] 261
[8-27-1] 271
[8-28-1] 281
[8-29-1] 291
[8-30-1] 301
[8-31-1] 311
[8-32-1] 321

[8-33-1]

331

Table 5.30.Results for Istanbul European weekly forecastinges

Fitness
3,05E-07
3,19E-07
3,18E-07
3,11E-07
3,17E-07
3,30E-07
3,06E-07
3,05E-07
3,22E-07
3,19E-07
3,12E-07
3,26E-07
3,17E-07
3,58E-07
3,16E-07
3,09E-07

Train Error Validation Error

3016034,25
2925613,25
2835184,75
3179496,75
3193387,75
2829956,25
3041977,75
3183579
3510521,25
3102450,5
3103455,5
2669614,75
3245621
3228948,5
3230512,5
3040797,25

3785577,75
3873334
3655095,5
3740642,5
3810561,75
3680522
3683644,75
3768684,5
3784400
3746987,25
3730483,25
3422183
3895825,25
3763263,75
3892907,25
3610284

Test Error
78924
36871
6864,75
7337
55294
36345
65386
324349
3501
1349,75
0821,75
3669®
36696
3219,75
1826,75
38345

101

AIC Correlation R-Squar ed
1695,870864 0,988615 0,976917
1711,822517 0,988903 0,977772
1727,64671 0,989738 0,979438
1762,890618 0,987281 0,974133
1783,470419 0,986953 0,973969
1787,401217 0,989288 0,978401
1817,010014 0,987937 0,975953
1843,061275 0,987133 0,974294
1876,063157 0,98425 0,96865
1879,628039 0,987561 0,975024
1899,671116 0,987238 0,974585
1899,643714 0,990263 0,980616
1945,628258 0,985951 0,971944
1964,943289 0,986503 0,972973
1985,007692 0,986398 0,972897
1996,958393 0,988148 0,976373
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35
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37
38
39
40
41
42
43
44
45
46
47
48
49
50

Table 5.30.Results for Istanbul European weekly forecastinges(continued)

Architecture Weights Fitness

[8-34-1]
[8-35-1]
[8-36-1]
[8-37-1]
[8-38-1]
[8-39-1]
[8-40-1]
[8-41-1]
[8-42-1]
[8-43-1]
[8-44-1]
[8-45-1]
[8-46-1]
[8-47-1]
[8-48-1]
[8-49-1]
[8-50-1]

341
351
361
371
381
391
401
411
421
431
441
451
461
471
481
491
501

3,26E-07
3,12E-07
3,13E-07
3,08E-07
3,28E-07
3,14E-07
3,15E-07
3,18E-07
3,22E-07
3,23E-07
3,12E-07
3,09E-07
3,25E-07
3,25E-07
3,35E-07
3,11E-07
3,31E-07

Train Error Validat ion Error

3248417,25
3322413,75
2964065,25
3283827,5
2901260,25
2843186,75
2969821
3172108,75
3104395,25
2679773,75
2798539
3315657,25
2866624,75
2649055,25
3088405,75
2944710,5
3035684,25

3754231,5
3632760
3486518,5
3670094
3505865,5
3643149,75
3691094,5
3836059
3532940,25
3461256,75
3397479,75
3765162,75
3185508,25
3183190,75
3507733,25
3690768,25
3121413

Test Error
39635
320429
208075

AIC

2025,742793
2048,738451
2053,559181

0,985999
0,985972
0,988615

3248135 2087,184755 0,987333

36985
30808,5
3174056
314F5
8970,75
7909
320225
98P9,75
4801,25
6863,25
1238,25
331125
303130

2090,710783
2108,021562
2133,81719

2162,581221
2179,711386
2180,148878
2205,916434
2248,467698
2249,113463
2258,615478
2299,024586
2312,687868
2336,734569

0,988902
0,989243
0,988751
0,987229
0,987507
0,990343
0,989777
0,986534
0,98908
0,991437
0,988048
0,988695
0,988205

Correlation R-Squared

0,972136
0,972077
0,977291
0,97476
0,977876
0,97851
0,977569
0,974604
0,975159
0,980627
0,979597
0,973132
0,978263
0,982476
0,976221
0,977499
0,976534
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SUMMARY:
Min:

Max:
Average:
Std. dev.:

Iters
101
101
101
101
101
101
101
101
101
101

Table 5.30.Results for Istanbul European weekly forecastinges(continued)

Train error Validation error Testerr or AIC

3007599,49
3228948,46
2983521,76
3017130,37
2931071,08
2865678,25
3003683,40
2540313,33
2972041,98
2761124,87

2540313,33
3228948,46
2931111,30

26380565,68

3727667,92
3763263,82
3705293,23
3783497,91
3914667,27
3526814,98
3671810,55
3586524,05
3886745,38
3410135,14

3410135,14
3914667,27

3697642,02
33279109,33

3253325,66
2793469,70
3114520,86
3709961,17
3487048,48
3362546,00
3343024,79
3267061,12
3852909,60
3641729,98

2793469,70
3852909,60
3382559,74

30444445,81

Correlation R-Squared

1955,49 0,987822
1964,94 0,986503
1954,42 0,988644
1955,91 0,988735
1952,07 0,988695
1949,06 0,989451
1955,32 0,988635
1933,04 0,991463
1953,91 0,989391
1944,1 0,990187

1933,04 ,986503
1964,94 991463
1951,83 88938
17566,5@,900574

0,975767
0,972973
0,97722

0,977388
0,977449
0,978942
0,977345
0,982931
0,978812
0,980066

0,972973
0,982931
0,977889
8,801003

103



104

5.2.7. ANN Monthly Forecasting Calculations for Isanbul

Monthly values were composed from the daily valuemmperature values are
designed as an average of days’ temperature valsds the daily and weekly values
average maximum and minimum temperature values uaken. Monthly average
number of consumers were considered for input nemer number.

In ANN monthly forecasting models there are 20 inpalues and one output
value.

Below graph shows the best 5 network models @fle50 hidden layer units
were applied to the model one by one.

Top 5 networks

230.000.000

220.000.000

— 14 [20-14-1
— 15 [20-15-1
— 20 [20-20-1,
— 43 [20-43-1] (best)

50 [20-50-1

210.000.000

200.000.000

190.000.000 § -~ -5

180.000.000
170.000.000 !
160,000,000 4 -~ 4% -

150,000,000 § - -+ - 3§ - “d oo
140.000.000
130.000.000
120.000.000

Ahzalute error

110.000.000
100.000.000
90.000.000
£0.000.000
70,000,000
60.000.000
50.000.000
40.000.000
30.000.000
20,000,000

10.000.000

a

20 40 60 80 100 120 140 160 180 200 220 240 260 230 300
lterations

Figure 5.27.Graph of best 5 networks for Istanbul monthly eslu

[20-43-1] architecture had the best fitness

In monthly forecasting algorithms exhaustive skanethod was used as daily
and weekly models, for incremental of neuron numip@ness criteria for monthly
model is inverse test error and for verification5f network architectures, all of the
models are retrained ten times. Logistic activafimmction is selected for the hidden
layer.

The graph Figure 5.26. shows that the model withid8en neuron is best for

Istanbul monthly gas consumption forecastingaaral network model.
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All of the training, validation, test, correlatiamd R-Square values for all hidden
neuron numbers are calculated for this model adaost of the R-Square values which
shows that input values could explain our modeliair are nearly 99 percent.

Table 5.31.Importance of input factors for Istanbul monthlydoasting

Input column name Importance, %
* Month 83,206025
e Max. Customer Number 0,003156
e Min. Customer Number 0,026246
* Average Customer Number 0,224271
* Year 7,035271
* Average Temp. 9,505031

Above Table 5.4. results shows that most importéadtor for monthly
forecasting of natural gas of Istanbul is “monthithw%83,2 importance. The other
factors as “year” and “average temperature” valresalso important but their effects

are not as much as month factor.
5.2.7.1 ANN Calcuations of Istanbul Monthly Gas Prdiction Training Values

After best model for monthly values were defined2@sinput, 43 hidden layer
neuron number and 1 output number, this modelpdiegpon all seven training algorithm
that mentioned before. Best algorithm for forecwgtof daily values was found as
Conjugate Gardient Descent Algorithm. After netwakrained 200 times the target and

output values of training data sets is as belowlyra

2
Row number

== — cuur = Se=ciso ot = Sei=cieo oumut |

Figure 5.28.Graph of training target-output values for Istamonthly forecasting
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Figure 5.29.Istanbul mothly values training set target- otignatter plot graph

Table 5.32.Istanbul monthly training values results.

Target Output AE ARE
Mean: 285924665,62 286815067,66 12276786,78 0,054
Std Dev: 207049086,69 204266619,83 15455076,28 0,049
Min: 79763902 84595693,83 116467,7 0,0011
Max: 738599422 656639834,24 81959587,75 0,198

Correlation : 0,995495
R-Squared : 0,990663

As it can be seen above results that for trainiggrahms ‘correlation’ and ‘R-
square’ values are all very well with the resuliero)99%. ARE value is about %5 with
the standard deviation value of 0,049. The ARE eslare changing between % 0, 01
and % 19 with the standard deviation of % 4, 9.

Below graphs and values in the tables shows theéat@n and test results of

Istanbul weekly forecasting values.




Target | Ouiput

Figure 5.30.Graph of validation target-output values for I&tialnmonthly forecasting

Table 5.33.Istanbul monthly validation values results.

Target Output AE ARE
Mean: 339092341,42 358602425,2 41643442,13 0,14
Std Dev: 176213820,97 182880948,96 41141519,91 0,13
Min: 112774512 115338789,43 2564277,43 0,013
Max: 601698304 593632511,53 131277741,3 0,44

Correlation : 0,953427
R-Squared : 0,897541

Figure 5.31.Graph of testing target-output values for Istanbahthly forecasting
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Table 5.34.Istanbul monthly testing values results.

Target Output AE ARE
Mean: 399639870 378871992,83 37792087,77 0,104
Std Dev: 227466135,87 193291364,87 29984374,34 0,044
Min: 95046390 111501393,67 12591639 0,03
Max: 708464543 612018658,47 102161696,81 0,17

Correlation ; 0,99172
R-Squared : 0,937709

Error Distribution

(IR . )

[¥]

3 S S S— E——

L T T T T T
139508,702593 11309895,7054  21000286,715808 33870754,723497 40153222,731186 58429090,738875 70706158, 746564

Figure 5.32.Histogram of error distribution for prediction atanbul monthly values

Again in monthly ANN models the test values ared@anly selected from input
values. Resultant graph of target and output vatresas shown in Figure 5.30. and
Table 5.33. the performance of network is very wéth the result of less than %10

absolute relative error value.
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Architecture

[20-1-1]
[20-2-1]
[20-3-1]
[20-4-1]
[20-5-1]
[20-6-1]
[20-7-1]
[20-8-1]
[20-9-1]
[20-10-1]
[20-11-1]
[20-12-1]
[20-13-1]
[20-14-1]
[20-15-1]
[20-16-1]
[20-17-1]
[20-18-1]

# of Weights

23

45

67

89

111
133
155
177
199
221
243
265
287
309
331
353
375
397

Table 5.35.Results for Istanbul monthly forecasting values

Fitness

1,51E-08
3,44E-08
2,80E-08
2,79E-08
2,83E-08
2,44E-08
3,14E-08
3,32E-08
2,90E-08
2,47E-08
2,23E-08
3,56E-08
3,43E-08
4,40E-08
4,32E-08
3,60E-08
3,18E-08
3,22E-08

Train Error

33897840
9109963
13154480
6935083,5
12158392
17018954
12971503
15841642
7722692
15959472
20918458
8026825
13363842
7977104
4262665
8040379,5
9895977
9464190

Validation Error

47423360
44624120
62115536
55854060
44274768
37300920
56092088
38963664
52756512
44389232
54959904
46145952
44080720
45040344
55853716
47660048
45996752
49827768

Test Error

AIC

6620658415,62
2905218%14,9

35661344671,4

3582269 593,67
3538976 656,76
4090362 712,19
31806478 746,96
3010234 797,76
3442438817,33

48521
48839
284049
29839
227852
232647
2180
312844
310629

886,01
939,21
950,64
1011,97
1038,43
1061,12
1126,70
1177,76
1220,24

Correlation
0,979
0,998
0,994
0,998
0,995
0,99
0,995
0,993
0,99
0,995
0,991
0,997
0,996
0,997
0,999
0,998
0,997
0,997

R-Squared
0,949
0,996
0,988
0,996
0,989
0,982
0,990
0,987
0,996
0,991
0,98
0,994
0,992
0,994
0,998
0,996
0,993
0,995
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ID
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36

Architecture Weights

[20-19-1]
[20-20-1]
[20-21-1]
[20-22-1]
[20-23-1]
[20-24-1]
[20-25-1]
[20-26-1]
[20-27-1]
[20-28-1]
[20-29-1]
[20-30-1]
[20-31-1]
[20-32-1]
[20-33-1]
[20-34-1]
[20-35-1]
[20-36-1]

419
441
463
485
507
529
551
573
595
617
639
661
683
705
727
749
771
793

Table 5.35.Results for Istanbul monthly forecasting values{owed)

Fitness
3,47E-08
4,43E-08
3,39E-08
3,91E-08
2,78E-08
3,35E-08
3,20E-08
3,32E-08
3,31E-08
3,72E-08
3,35E-08
4,08E-08
4,11E-08
4,09E-08
3,87E-08
3,28E-08
3,77E-08
3,66E-08

11125753
7730749
11242126
13066360
12504625
11094441
10665609
9309078
7455834
11645642
4476428,5
10048379
7578468,5
16917068
13335134
6085614
11782652
9513234

Train Error Validat ion Error

50061316
41180124
47099656
35454580
48778480
41088632
46332156
47921700
46434648
47875524
45825096
39907852
49011448
49935568
37874504
42755712
41569888
42892580

Test Error
286825

229862

20887
238683
35927
29681
30288

300050
300452

26863
398%
28489
8438
28487
23825

300858

28382

278646

AlIC
1269,74
1301,36
1358,09
1407,21
1449,71
1489,65
1532,30
1571,68
1608,13
1667,29
1678,79
1750,28
1784,69
1855,99
1891,90
1909,23
1975,69
2012,42
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Correlation R-Squared

0,996
0,997
0,996
0,995
0,996
0,996
0,996
0,997
0,998
0,996
0,999
0,997
0,998
0,993
0,995
0,999
0,995
0,996

0,992
0,99

0,992
0,99

0,991
0,992
0,991
0,99

0,996
0,992
0,998
0,994
0,996
0,985
0,989
0,998
0,99

0,993



ID
37
38
39
40
41
42
43
44
45
46
47
48
49
50

Architecture Weights

[20-37-1]
[20-38-1]
[20-39-1]
[20-40-1]
[20-41-1]
[20-42-1]
[20-43-1]
[20-44-1]
[20-45-1]
[20-46-1]
[20-47-1]
[20-48-1]
[20-49-1]
[20-50-1]

815
837
859
881
903
925
947
969
991
1013
1035
1057
1079
1101

Table 5.35.Results for Istanbul monthly forecasting valuesfrared)

Fitness
3,72E-08
3,90E-08
3,66E-08
4,00E-08
3,59E-08
3,40E-08
4,69E-08
4,04E-08
4,15E-08
3,94E-08
3,76E-08
3,47E-08
3,63E-08
4,31E-08

1502508
7277338
8353672
6026919
8800250
7958479,5
6593302,5
9585282
5712240
9376387

3762508,25

8254781,5
11652819
7815004,5

Train Error Validat ion Error

44627104
48504160
38845756
46204260
48023844
48678072
43458048
50105340
37761356
42966944
44974524
53313608
49038392
45435844

Test Error

268303
258232
278696
250428
278920

2928
2088

248635
240982

25862
592600
02880
3238
82820

AlC
1993,67
2091,31
2140
21729
2229,77
2270,35
2307,95
2364,67
2391,07
2451,92
2464,88
2535,59
2591,31
2621,73
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Correlation R-Squared

0,999
0,998
0,998
0,999
0,997
0,997
0,999
0,997
0,999
0,996
0,999
0,997
0,996
0,997

0,999
0,996
0,996
0,998
0,994
0,995
0,997
0,994
0,998
0,993
0,998
0,995
0,992
0,995



Table 5.35.Results for Istanbul monthly forecasting valuesfrared)

Retrain
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SUMMARY:

Min:
Max:
Average:
Std. dev.:

Iters
301
301
301
301
301
301
301
301
301
301

Validation error
55388060,13
55388060,13
46573280,95
44119538,01
44119538,01
38963663,03
38963663,03
50245309,76
49894279,83
49894279,83

Train error
25309307,7
25309307,7
27050518,33
8655110,15
8655110,15
15841642,47
15841642,47
26022488,81
5336215,04
5336215,04

5336215,04 38963663,03
27050518,33 55388060,13
16335755,79 47354967,27
147269903,2 426231387,43

AIC

61654258,55 813,6
61654258,55 813,6
46736941,02 9815,
46268436,99 077,2
46268436,99 077,2
30102340,6 ®©97,7
30102340,6 7897,
57173055,83 6814,
33400181,57 ®60,7
33400181,57 7860,

Test err or

30102340,6 760,76
61654258,55 815,95
44676043,23 792,94
402261065,6 7136,5

Correlation R-Squared

0,987578
0,987578
0,979757
0,998726
0,998726
0,993807
0,993807
0,978289
0,998852
0,998852

97 0
0,998

,9910
8,92

0,970973
0,970973
0,959217
0,996857
0,996857
0,987467
0,987467
0,951207
0,997532
0,997532

0,951
0,997532
0,981608
8,83
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5.2.8. ANN Monthly Forecasting Calculations for Isanbul European Side

Same criterias and network models are applied fanthly forecasting

calculations of Istanbul European side.Below grapbws the best 5 network models

after all 50 hidden layer units were appliedie model one by one.

Figure 5.33.Graph of best 5 networks for Istanbul European sidathly values
[20-18-1] architecture had the best fitness

In ANN forecasting model of European side monthlglues, for output
parameters sum of square is used as error funatidnlogistic function is used as an
activation function. The graph Figure 5.33. sholat the model with 18 hidden neuron

is best for Istanbul monthly gas consumption fastiag in neural network model.

All of the training, validation, test, correlatiamd R-Square values for all hidden
neuron numbers are calculated for this model agzancelation and R-Square values are
over 99 % as seen in the Table 5.39.

Table 5.36.Importance of input factors for Istanbul Europemie snonthly forecasting

Input column name Importance, %
* Month 75,206025

* Max. Customer Number 0,003156

* Min. Customer Number 0,026246

e Average Customer Number 0,224271
* Year 7,035271
¢ Average Temp. 18,505031
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As in the Istanbul monthly forecasting values “nigns the most important

factor with 75 %. Average temperature factor is engfifective in here than istanbul

monthly forecastig with value of 18 %. Below graamsl tables shows the calculation

values of ANN training, validating and test valdesIstanbul European side

forecasting.

Table 5.3.Istanbul European side monthly training valuesltesu

Target Output AE ARE
Mean: 206178832,03 205190206,76 3308668,28 0,04
Std Dev: 132052808,2 129849154,3 2178409,84 0,020
Min: 61378902 64297591,87 92064,11 0,000553
Max: 437838111 427786654,88 10051456,11 0,086
Correlation : 0,999713
R-Squared : 0,999069
Table 5.38.Istanbul European side monthly validating valuesiits.

Target Output AE ARE
Mean: 152337484,14 145316788,82 8927665,82 0,08
Std Dev: 71923339,26 69276490,49 10537874,75 0,06
Min: 78414102 78830998,73 416896,73 0,005
Max: 284247218 279701490,26 32218463,18 0,2
Correlation : 0,986508
R-Squared : 0,960245
Table 5.39.Istanbul European side monthly testing values tesul

Target Output AE ARE
Mean: 215994820,28 202954613,07 15236483,8 0,059
Std Dev: 129651088,19 116002633,54 20951798,62 0,047
Min: 69645175 67782066,04 1863108,95 0,01
Max: 460466327 395395631,86 65070695,13 0,14
Correlation : 0,989534
R-Squared : 0,950126




Figure 5.34.Graph of testing target-output values for Istandulopean side monthly

forecasting

Error Distribution

______________________________________________________________________________________________
------------------------------------------------------------------
___________________________

T

T
7437115,715258 8682033,71589 9526563, 7163

216556,511594 1212495,7121 2457419,712731  3702343,7133063  4947267,713395  5192191,714627

Figure 5.35.Histogram of error distribution for prediction atédnbul European side

monthly values

As it can be seen above results that for trainlggrahms ‘correlation’ and ‘R-
square’ values are all very well with the resuler97%. Training ARE value is about
%2 with the standard deviation value of 0.02. Vatiloh and test ARE values are 5.8 %

and 5.9 with the standard deviations 6 % and % 4.
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[20-1-1]
[20-2-1]
[20-3-1]
[20-4-1]
[20-5-1]
[20-6-1]
[20-7-1]
[20-8-1]
[20-9-1]
[20-10-1]
[20-11-1]
[20-12-1]
[20-13-1]
[20-14-1]
[20-15-1]
[20-16-1]
[20-17-1]

23

45

67

89

111
133
155
177
199
221
243
265
287
309
331
353
375

Table 5.40.Results for Istanbul European side monthly forengstalues

Architecture # of Weights Fitness Test Error  AIC

2,93E-08
3,20E-08
3,84E-08
3,77E-08
3,82E-08
3,95E-08
5,73E-08
3,89E-08
5,67E-08
4,00E-08
4,45E-08
4,96E-08
4,36E-08
5,77E-08
4,36E-08
5,26E-08
4,82E-08

11862226
7045456,5
18394046
11314789
5433453,5

1900823,125
3303026,25

3312575
3317496
2972132,5
3353883
6671680,5
11576519

1438816,875

13946712
1561273
9814305

Train Error Validation Error

27558192
19709954
17795010
12120837
12782591
17867326
14616106
12693268
11675061
9251687
16421877
16746125
16364173
17320980
17004604
14435158
18697818

34126400179,92
3122595 506,21
2606810(%:82,84
2653245%610,31
260942 629,37

8628 637,66
12440 700,45
25699476744,55
1763966(0r88,6
23009 828,86
223884 876,97
2065 944,35
28881 1007,09
332776 980,20
22926 1101,42

190094 1070,97
208274 1177,48

116

Correlation R-Square d

0,99
0,99
0,98
0,99
0,99
0,99
0,99
0,99
0,99
0,99
0,99
0,99
0,99
0,99
0,99
0,99
0,99

0,98
0,99
0,96
0,98
0,99
0,99
0,99
0,99
0,99
0,99
0,99
0,99
0,98
0,99
0,98
0,99
0,98



ID
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34

Architecture # of Weights Fitness

[20-18-1]
[20-19-1]
[20-20-1]
[20-21-1]
[20-22-1]
[20-23-1]
[20-24-1]
[20-25-1]
[20-26-1]
[20-27-1]
[20-28-1]
[20-29-1]
[20-30-1]
[20-31-1]
[20-32-1]
[20-33-1]
[20-34-1]

397
419
441
463
485
507
529
551
573
595
617
639
661
683
705
727
749

7,54E-08
5,87E-08
5,10E-08
4,77E-08
6,12E-08
4,96E-08
5,85E-08
5,42E-08
6,10E-08
5,13E-08
7,07E-08
5,31E-08
5,53E-08
6,08E-08
5,49E-08
4,88E-08
7,43E-08

1680012
10939924
9346530
11248286

1540227,125

20893656

1319714,875

12895957
2308119
678993,25

1311055,375

9857857
11425807
12748888

1891235,75

9934045
1397982

Train Error Validation Error

11284543
12776837
10566891
15123941
13552854
14832748
12668440
15211523
12202838
8294326
11960085
9970091
11785465
12957619
13785542
12461888
9231191

Test Error  AIC
132858 1161,47
13042 1269,17
198015 1307,82
20080 1358,11

333646 1334,51
26669 1467,17
085078 1417,26
18487 1538,76
168865 1524,26
19889 1526,66
1484280 1593,03
1888091 1705,63
18083 1754,65
16487 1802,37
30820 1781,49
208773 1881,89

1346001 1859,22

Table 5.40.Results for Istanbul European side monthly forengstalues ( continued)
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Correlation R-Square d

0,99
0,99
0,99
0,99
0,99
0,99
0,99
0,99
0,99
0,99
0,99
0,99
0,99
0,99
0,99
0,99
0,99

0,99
0,98
0,99
0,987
0,99
0,96
0,99
0,98
0,99
0,99
0,99
0,98
0,98
0,98
0,99
0,98
0,99
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Table 5.40.Results for Istanbul European side monthly foresgstalues (continued)

ID Architecture # of Weights Fitness Train Error Validation Error  Test Error  AIC Correlation R-Square d

35 [20-35-1] 771 5,8E-08 42790,5 13041265 1728957 1919,29 0,99 0,99
36 [20-36-1] 793 5,5E-08 18083824 17899284 190807 2034,26 0,99 0,97
37 [20-37-1] 815 6,7E-08 51513,5 11717234 1619787 1981,53 0,99 0,99
38 [20-38-1] 837 6,14E-08 1510609 19124260 162348 2106,90 0,993 0,98
39 [20-39-1] 859 5,33E-08 1741437 18007236 182824 2151,57 0,99 0,98
40 [20-40-1] 881 6,23E-08 441524,125 14256906 50866 2124,26 0,99 0,99
41 [20-41-1] 903 6,71E-08 547352,375 11762896 92485 2170,67 0,99 0,99
42 [20-42-1] 925 5,97E-08 327579,875 11106115 50873 2209,46 0,99 0,99
43 [20-43-1] 947 5,54E-08 10966776 8889982 180680 2325,25 0,99 0,98
44 [20-44-1] 969 5,37E-08 1376907 11341722 1866881 2370,50 0,99 0,98
45 [20-45-1] 991 5,92E-08 3924317 10778124 168902 2421,37 0,998 0,98
46 [20-46-1] 1013 5,15E-08 2023259 12701335 19835 2460,38 0,99 0,98
47 [20-47-1] 1035 6,26E-08 4404110 13391544 13962 2510,52 0,99 0,97
48 [20-48-1] 1057 6,29E-08 883737 10715967 158056 2485,36 0,99 0,99
49 [20-49-1] 1079 6,25E-08 1363140 14902166 18002 2590,46 0,99 0,98
50 [20-50-1] 1101 5,91E-08 2091870 14419984 18941 2636,57 0,99 0,98



Table 5.40.Results for Istanbul European side monthly foresgstalues (continued)

Retrain Iters Train error Validation error ~ Testerr or AIC Correlation R-Squared
1 201 1680012,06 1128454257 13265853,67 4761  0,999822 0,999606
2 201 1680012,06 11284542,57 13265853,67 4761  0,999822 0,999606
3 201 1680012,06 1128454257 13265853,67 4761  0,999822 0,999606
4 201 1680012,06 1128454257 13265853,67 4761  0,999822 0,999606
5 201 3773336,82 14036396,45 23982016,50 9888  0,999256 0,998415
6 201 3773336,82 14036396,45 23982016,50 9888  0,999256 0,998415
7 201 3773336,82 14036396,45 23982016,50 9888  0,999256 0,998415
8 201 1472032,57 13319102,31 27187182,90 9756  0,999848 0,999689
9 201  1472032,57 13319102,31 27187182,90 9756  0,999848 0,999689
10 201 1607931,29 17277913,26 24213028,24 9,975 0,999844 0,999636
SUMMARY:

Min: 1472032,57 11284542,57 13265853,67 1156,97 ,999256 0,998415
Max: 3773336,82 17277913,26 27187182,9 1188,98 99848 0,999689
Average: 2259205,51 13116347,75 20359685,82 1168,67 999659 0,999268
Std. dev.: 20357138,38 118061259,91 183332306,21 10518,098,996934 8,993415
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5.2.9. ANN Monthly Forecasting Calculations for I&anbul Anatolian Side

Below graph shows the best 5 network models after5@ hidden layer units

were applied to the model one by one.

70,000,000 | -

45,000,000

"
-

Mhsolute error

30,000,000

hteration

Figure 5.36.Graph of best 5 networks for Istanbul Anatoliaresionthly values

20-45-1] architecture had the best fitness

Table 5.41.Importance of input factors for Istanbul monthlydoasting

Input column name Importance, %
* Month 84,709

* Max. Customer Number 0,004156

* Min. Customer Number 0,0737

* Average Customer Number 0,368

* Year 7,035271

* Average Temp. 6,086

As in the before results “month” is the most impatt factor with 84 %. The
other factors as “year” and “average temperatwedlies are also important but their

effects are not as much as month factor.

Below graphs and values in the tables shows éneitig,validation and test

results of IstanbulAnatolian side weekly foreaagtvalues.



Table 5.42.Istanbul Anatolian side monthly training valuesules
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Target Output AE ARE
Mean: 111608290,2 112549417,76 5747597,004 0,074
Std Dev: 83344508,01 82297555,81 5224257,65 0,0y3
Min: 18385000 23613469,98 497521,04 0,0039
Max: 278133095 251610276,19 26522818,80 0,326
Correlation : 0,995747
R-Squared : 0,991093
Table 5.43.Istanbul Anatolian side monthly validating valuesults.

Target Output AE ARE
Mean: 109143962,28 105185286,25 8920802,08 0,107
Std Dev: 88963743,69 83740667,62 8720203,93 0,098
Min: 23267296 27154510,009 57952,86 0,000p8
Max: 270626432 248962683,75 22638330,01 0,282
Correlation : 0,992438
R-Squared : 0,977808
Table 5.44.Istanbul Anatolian side monthly testing values hssu

Target Output AE ARE
Mean: 106495441,14 107570686,71 10278865,9 0,11
Std Dev: 80874963,99 81613387,05 8026883,25 0,09
Min: 22003000 21005124,86 997875,13 0,035
Max: 230313399 238501092,35 25113385,38 0,33
Correlation : 0,984275
R-Squared : 0,974464
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Figure 5.37.Graph of testing target-output values for Istanboatolian side monthly

forecasting
Error Distribution
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Figure 5.38.Histogram of error distribution for prediction athnbul Anatolian side

monthly values

As it can be seen above results that for trainlggrahms ‘correlation’ and ‘R-
square’ values are all very well with the resuker99%. Training ARE value is about
%7 with the standard deviation value of 0.07. Vatiioh and test ARE values are 11%
and 11% with the standard deviations 9, 8 % and % 9
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[20-1-1]
[20-2-1]
[20-3-1]
[20-4-1]
[20-5-1]
[20-6-1]
[20-7-1]
[20-8-1]
[20-9-1]
[20-10-1]
[20-11-1]
[20-12-1]
[20-13-1]
[20-14-1]
[20-15-1]
[20-16-1]
[20-17-1]

23

45

67

89

111
133
155
177
199
221
243
265
287
309
331
353
375

Architecture # of Weights Fitness

7,74E-08
9,85E-08
1,19E-07
1,18E-07
1,77E-07
9,15E-08
9,15E-08
1,82E-07
1,29E-07
1,74E-07
1,00E-07
1,50E-07
1,04E-07
1,47E-07
1,69E-07
1,08E-07
1,54E-07

11474223
4630079

2764302,75

4342712
2539538
6968811
4074927

3245756,25
2422427,25
1314786,625

6245151
4357177
3698070
6236591
3227592
3894691,5

Train Error Validation Error

11798658
9353930
9498620
9628588
10195636
9786045
12017464
12701221
10061964
7859910
9700319
8398469
8180580,5
11732447
14222185
8225221,5

824411,4375 8431994

866Q,5

Table 5.45.Results for Istanbul Anatolian side monthly forécagvalues
Test Error  AIC

1292599178,794
10154271 91,988
8436050 518,401
8474926 7,0
5663H27,603,518
10930119%81,840
1092372&/07,596

5498 743,860
70673 777,913
4644,5 801,136

9986154 898,112
6669950 929,873
98377 968,296
67856 1030,065
59237 1051,670
1823 1102,057
1093,266
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Correlation R-Square d

0,984
0,996
0,998
0,996
0,998
0,990
0,998
0,997
0,998
0,999
0,995
0,996
0,997
0,992
0,998
0,997
0,999

0,966
0,992
0,996
0,992
0,997
0,980
0,995
0,995
0,997
0,999
0,99
0,992
0,994
0,984
0,997
0,994
0,999



ID
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34

Table 5.45.Results for Istanbul Anatolian side monthly fordcagsvalues (continued)

Architecture # of Weights Fitness

[20-18-1]
[20-19-1]
[20-20-1]
[20-21-1]
[20-22-1]
[20-23-1]
[20-24-1]
[20-25-1]
[20-26-1]
[20-27-1]
[20-28-1]
[20-29-1]
[20-30-1]
[20-31-1]
[20-32-1]
[20-33-1]
[20-34-1]

397
419
441
463
485
507
529
551
573
595
617
639
661
683
705
727
749

1,22E-07
1,61E-07
1,34E-07
1,23E-07
1,60E-07
1,41E-07
2,40E-07
1,29E-07
1,26E-07
2,29E-07
1,68E-07
1,31E-07
1,27E-07
1,49E-07
1,17E-07
1,72E-07
1,70E-07

Train Error Validation Error

898508,1875 10859022

4475925

4877363,5
6322081,5
625581,25
3182058,5

3436322,25
963916,4375

5681224,5

1258250,25
777826,9375
1086318,375

4063295,5
6173563
2663485,5

2597273,25
801272,9375

11104321
9652818
10810925
9413674
8063452,5
11143317
13162748
13564289
10062168
9765135
13563766
10164461
11118937
9285416
10575572
11782943

Test Error

00831
62349
73841
9199
6381%

3981
1886,25

55083,5

8008
5336
4388

60268
%081
679613
85385

4283,5

91388,5

AIC
1140,192
1238,787
1285,707
1338,528
1303,882
1403,187
1449,800
1450,581
1554,894
1547,641
1575,288
1630,646
1719,498
1777,720
1793,138
1836,282
1840,298
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Correlation R-Square d

0,999
0,996

0,996

0,995
0,999
0,998
0,999
0,999
0,995
0,999
0,999
0,999
0,998
0,995

0,998

0,998
0,999

0,999
0,993

0,992

0,989
0,999
0,996
0,997
0,999
0,990
0,999
0,999
0,999
0,995
0,990

0,997

0,997
0,999



ID
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50

Architecture # of Weights Fitness

[20-35-1]
[20-36-1]
[20-37-1]
[20-38-1]
[20-39-1]
[20-40-1]
[20-41-1]
[20-42-1]
[20-43-1]
[20-44-1]
[20-45-1]
[20-46-1]
[20-47-1]
[20-48-1]
[20-49-1]
[20-50-1]

771
793
815
837
859
881
903
925
947
969
991
1013
1035
1057
1079
1101

1,84E-07
2,35E-07
2,57E-07
1,47E-07
2,20E-07
1,49E-07
1,23E-07
1,32E-07
1,49E-07
1,52E-07
3,00E-07
1,32E-07
1,70E-07
1,61E-07
2,17E-07
2,30E-07

Train Error Validation Error

1045467,312510142502

1985281,25 10687700
3657950,75 11617853
2256794,75 12397588
3859761,5 9937978

5658478,5 9442234

5881624 10533713
4739462,5 10631496

1540553,125 11610785
1041851,812510741203
2220849,5 12899063
2463062,75 11125340
1398154,5 9473796
1487282,125 10021407
1929100,875 11470417
1776194,25 10249319

Test Error

441398
1236
6332
0683,5

49450
633 %
809816
8329
186%0,5
588617
3238
95486
896
200810
599409
43459,5

1893,342
1959,146
2023,925
2051,505
2113,751
2170,758
2216,073
2252,732
2258,523
2289,225
2358,959
2406,478
2431,226
2477,327
2530,170
2571,363

Table 5.45.Results for Istanbul Anatolian side monthly fordcasvalues (continued)
AIC

125

Correlation R-Square d

0,999
0,999
0,998
0,999
0,999
0,994
0,995
0,997
0,999
0,999
0,999
0,998
0,999
0,999
0,999
0,999

0,999
0,998
0,995
0,998
0,996
0,989
0,989
0,994
0,998
0,999
0,998
0,997
0,999
0,999
0,998
0,998
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SUMMARY:
Min:

Max:
Average:
Std. dev.:

Table 5.45.Results for Istanbul Anatolian side monthly fordcagvalues (continued)

Iters
301
301
301
301
301
301
301
301
301
301

Train error
2220849,58
2873116,12
6913423,28
5171342,021
5771002,31
4996466,27
1432160,52
1585177,36
3435419,24
6682867,56

1432160,528
6913423,285
4108182,431
37025330,95

Validation error

12899063,011
8623638,198
9222681,017
11373104,97
10864600,501
9407794,362
10378567,832
9773432,305
10426950,928
10976179,811

8623638,198
12899063,011
10394601,29
93558711,93

Testerr or AIC
3338322,948
14169310,7
11466807,8
11205069,5
13360988,9
10318537,2
6556088,4
8050909,2
5787824,4
11354766,3

3338322,94
14169310,7
9560862,5

86111698,7

Correlation R-Squared

2398,95 0,999
2367,7149,999
2397,568),995
2387,69D,995
2391,42D,995
2386,520,997
2344,048,999
2347,494 ,9990
2373,79D,998
2396,41 0,993

2344,043 930,9

2397,568 9990,
2375,16419970
21376,485974

0,998
0,998
0,988
0,991
0,989
0,993
0,998
0,998
0,995
0,985

0,985
0,998
0,993
0,944
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5.3. PERFORMANCE COMPARISON OF ANN ALGORITHMS

Performance measurment of neural network algoritisndone according to
their speed, completion time of training an aldorit and test error rates. Testing is a
process of estimating quality of the trained neaetvork. During this process a part of
data that wasn't used during training is presetuetthe trained network case by case.
Than forecasting error measured on each case awlassthe estimation of network
quality. Another criteria of algorithms is speed tadining calculation. This changes

according to the size of the problem, number oflerdlayer neuron number etc.

In this study daily, weekly and monthly ANN foretiag calculations have
done. After best network types are determined fosections than selected network
was applied to the seven different ANN algorithiRgness criteria for all models is
inverse test error and all of the models are ne#ci200 times. Logistic activation

function is selected for the hidden layer activationction.

As all of the calculatios have shown in ChapteeStimetworks for Istanbul as
shown below:
* For daily values [19-48-1] architecture had thstbgness
» For weekly values [8-38-1] architecture had the figsess

* For monthly values [20-43-1] architecture had thstlitness

Seven different training algorithm have used fomparison. Results tables of

calculations for daily, weekly and monthly values ahown below.
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Table 5.46.Training, validation and test results of sevemed#nt ANN algorithms for

daily forecasting

Min Max R-

ALGORITHMS ARE ARE ARE | Correlation | square
Quick propagation |Training |0.058815 0.000245 0.480476  0.987356 0.989755
Algorithm Validation| 0.072859 0.000087 0.398727  0.992263 0.984084
Test 0.065697 0.00028¢ 0.418408 0.991531 0.982588
Conjugate Gradient | Training |0.0692240.000139 0.457779d  0.994956 0.989797
Descent Algorithm | Validation| 0.085055 0.000051 0.683459 0.991352 0.982654
Test 0.078744 0.000004 0.423064 0.99102§ 0.982062
Quasi-Newton Training |0.0955350.000147 0.765933 0.99190€ 0.983267
Algorithm Validation| 0.100979 0.00055 0.821897  0.99079 0.981309
Test 0.100529 0.000174 0.69036  0.98992 0.97019
Limited Memory | Training |0.075284 0.000134 0.504101 0.994361] 0.988547

Quasi-Newton

Algorithm Validation| 0.087333 0.000095 0.588029  0.991441 0.982804
Test 0.082077 0.000544 0.395854  0.991134 0.982149
Levenberg-Marquardf Training |0.0627210.000144 0.446264  0.996513 0.992904
Algorithm Validation| 0.083382 0.000079 0.701769 0.989492 0.979056
Test 0.077664 0.0000§ 0.367624 0.987739 0.945484
Incremental Back- | Training |0.0792850.000029 0.611337  0.993964 0.987544
Propagation Algorithn Validation| 0.090609 0.000733 0.833599  0.990820.981512
Test 0.081653 0.000031 0.411291]  0.99122 0.982304
Batch Back- Training |0.3259270.000424 1.432.004 0.97209€ 0.860176
Propagation Algorithn Validation| 0.33178 0.004648 1.316.801  0.971556 0.860265
Test 0.320801 0.001391 1.066.779  0.974851 0.882492
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Table5.47.Training, validation and test results of severedént ANN algorithms for

weekly forecasting

ALGORITHMS ARE ,IA\\ARI’rI]E Max ARE | Correlation | R-square
Quick propagation |Training [0.06437§0.000154 0.454274 0.9927760.985205
Algorithm Validation| 0.0616/0.001381 0.220537 0.995441 0.990694
Test 0.1052830.002791 0.351784 0.983713 0.953884
Conjugate Gradient | Training [0.049523 0.000464 0.295358 0.9893630.969738
Descent Algorithm | Validation| 0.056933 0.000443 0.193444 0.993694 0.986304
Test 0.082408 0.00410§ 0.243723 0.993934 0.987689
Quasi-Newton Training |0.0884230.000187 0.473314 0.988794 0.977379
Algorithm Validation| 0.06649 0.000214 0.234757 0.9940840.987731
Test 0.12516740.011764 0.396514 0.983901 0.957557
Limited Memory Training |0.0643740.000154 0.454279 0.9927740.985204
Quasi-Newton
Algorithm Validation| 0.0616/0.001381 0.220537 0.995441 0.990694
Test 0.105283 0.002791 0.351784 0.9837130.953884
Levenberg-Marquardt Training |[0.078654 0.000384 0.331134 0.991471 0.982644
Algorithm Validation| 0.064264 0.006624 0.176007 0.99519 0.989933
Test 0.1047240.000429 0.42153 0.98858 0.967524
Incremental Back- |Training |0.0980840.000369 0.45947 0.9872540.974044
Propagation Algorithm] Validation| 0.065442 0.000294 0.36862 0.9954030.989777
Test 0.1338430.001621 0.5463 0.982404 0.955441]
Batch Back- Training |0.4496550.002911 138.77 0.9432540.649294
Propagation Algorithm Validation| 0.459412 0.003906 1.169.044 0.947751 0.64838
Test 0.486244 0.005064 1.287.333 0.934365 0.539691
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Table 5.48.Training, validation and test results of sevemed#nt ANN algorithms for

monthly forecasting

ALGORITHMS ARE | Min ARE | Max ARE | Correlation | R-Square
Quick propagation |Training | 0.038711 0.00289 0.196681] 0.99821f 0.996043
Algorithm Validation| 0.149951 0.005277 0.250084 0.992419 0.927629
Test 0.105091] 0.003961 0.429677 0.970674 0.925284

Conjugate Gradient | Training | 0.074111 0.000694 0.245997 0.991953 0.983644
Descent Algorithm | Validation| 0.120994 0.011794 0.360899 0.998933 0.94875

Test 0.090322 0.000149 0.217839 0.98733§ 0.964734

Quasi-Newton Training | 0.053761 0.00183d 0.147879 0.998274 0.996383
Algorithm Validation| 0.147094 0.002744 0.228939 0.9384] 0.930479
Test 0.12809 0.002965 0.488409 0.961692 0.901069

Limited Memory | Training 0.05551] 0.00108 0.157847  0.99792 0.995219
Quasi-Newton

Algorithm Validation| 0.170377 0.00838 0.287674 0.994189 0.930772
Test 0.11543 0.004775 0.403651  0.97401] 0.932841

Levenberg-Marquard{ Training | 0.02292]0.000595| 0.081729| 0.999979| 0.99967
Algorithm Validation| 0.542942 | 0.115233(1.208.797|  0.97846 | 0.592145

Test 0.247579(0.008213|1.072.021 | 0.962609 | 0.857825

Incremental Back- | Training | 0.060445 0.00095§ 0.216677 0.996779 0.992697
Propagation Algorithm Validation| 0.280125 0.015173 0.441624 0.990249 0.865756

Test 0.128041 0.012999 0.336433 0.983679 0.946331

Batch Back- Training | 0.231164 0.003341] 0.675748 0.99343d 0.939289
Propagation Algorithm Validation| 0.633679 0.028555 1.299.133 0.987053 0.17434
Test 0.345177 0.000587 1.103.253 0.973797 0.767443

Different neural network models for short-term matugas consumption
forecasting were studied in this work. It demortstlavhich factors effects the demand
of natural gas mostly. Best suitable models atedisbove results. The works have
shown that Batch Back-Propagation Algorithm is swoitable for this type of models
test ARE result are over 35%. And also not onlycpssing time of training is very long
for Levenberg-Marquardt and Quasi Newton Algoritmnodels but also test ARE
results are not good enough as other methods. Quimagation algorithm method is
very suitable for daily forecasting and Conjugatadient Descent Algorithm is good

for weekly and monthly models.
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The resulting gating system is capable of reliatdmtification of the start and
end of the heating season and, combined with thesstal models, of accurate

predictions of gas load.
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CHAPTER 6

CONCLUSIONS

In this study, forecasting of Istanbul natural ggusing artifical neural network
models is done. The forecasting models covers daekly and monthly values for
Istanbul general, Anatolian and European side séglgr After the data from the
IGDAS and TUMAK (Turkey Metaorolgy Association) wgsthered, firstly these data
were designed for hourly, daily, weekly and montidyues for modeling the structure
of forecasting. While forecasting the models, rég@ars used artificial neural network
algorithms were used. The reasons behind choosily are the ability of forecasting
future values of more than one variable at the same and to model the nonlinear

relation in the data structure.

Before estimating the natural gas energy consumptiolstanbul, first of all
general structure and working system of gas netwgskem of Istanbul was analyzed in
Chapter 2. As it is mentioned in Chapter 2, Istariims a very complex network
system, consumption rates and number of consurmerstistable. The network system
has not completed yet so consumer number is inagasy to day and consumption
rates are increasing rapidly. Factors that efflarescasting values are not only depends
on these but also other factors like temperatuined wpeed, price, economic conditions,
consumer profile have significant effect on it. ifgs known geographical condition of
Istanbul is very complex and temperature, the nedfctive factor on natural gas
consumption, values are not same in all area ahkstl. It differs from location to
location. Consumer profile is also having a chabtgesituation. In Chapter 2 according
to these factors Istanbul’s natural gas consumptieauation was done and factors
could be listed as below.

As graphs in Chapter 2 analysed remarkablestelisted below:
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» Climatic effects are top in winters.

* Change per average unit gas consumer alters exgaxs (even in summers).

* Average gas consumption amount changes even in stsnihhis change
stems from gas usage habits

* There is a close relationship between economitatsons and usage habits.
Gas usage decreased noteworthly especially in 20622002.

e There is a wide difference even in summers in whachinear change
expected. This especially makes it hard to detegntime consumption
amount of unit gas consumer.

* Wide differences in summer term variations indisatieat there are some

factors that are independent from measurement.

All these entries as forming a real correlatiordetermining a real value, lead
important deviations determining the real correlasi because they increase vagueness
of the parameters. As data reliability increasasing accurate relationships will be
much more possible. First calculation related tis thas been made by using the
correlations that have been gained by the summatibrthe average monthly
consumption values in yearly base. Informationsuélibis calculation are given in
Table 2.4.

After evaluating the Istanbul natural gas energyfile, before applying the
prediction methods and strategies, a wide factatyamg of data was done in Chapter
3 for hourly, daily, weekly and monthly values irder to determine the factors that
affects the demand of natural gas. Data were apdlyzy “analysis of variance”
(ANOVA) technique to understand the effects of dast

As mentioned in Chapter 2 and 3 outside temperatitbe most important
factor because natural gas is mostly used for igalihere are some other several
factors that effects the consumption like windeshecustomer profile, type of combi
boiler etc., but all of these factors are extrgningrd to predict so including them in the
model would only compromise the accuracy of the eh@hd so results. For hourly
demand forecasting the factors are not only thése mentioned above but also
customers in where they live in a industry regiorawother normal regions effects the

demand of natural gas. Second selected parameteteraperature and hour factors,
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because a significant difference in consumption lsarobserved day hours and night
hours.

An example of natural gas consumption values aogshn the Table 3.1. This
type of data were taken between 2004 and 2007 .yeasder to determine the hour
factor for different seasons, analysis of variafBBIOVA) test was applied on the
values. We have calculated ANOVA test for the mootHdifferent seasons because
consumption values in different hours are not suaiitle the month of different seasons.
As a result of this we have taken a monthly hodues from a winter season and a
month from a summer season. We could take theofetste month results same with
these months’ results because consumption behaviate same with them but they did
not be showed. Analysis of variance test is apptiedconsumption versus hour and
temperature and results are shown in ANOVA in Céiagt When demand of natural
gas is very high between 07 am and 09 pm in wsgason, there is a decreasing trend
in summer season’s daily hours between 09 am amah.8The results were shown in

Figure 3.3 and Figure 3.4 clearly.

For daily, weekly and monthly forecasting modeisilar calculations were
done. As a result of these effective factors festhshould be listed as below:

For daily models; day, month, year, previous dayximam and minimum
temperature, maximum and minimum temperature, tmasumer number and previous

day consumption values (shown in Table 3.2).

For weekly models; week factor, year, weekly averagpnsumer number,

weekly average maximum and minimum temperatureega{shown in Table 3.3).

For monthly values; month factor, average montlolystimer number, minimum
and maximum consumer number and monthly averageeteture values (shown in
Table 3.4),

were taken as an input factor for our ANN models.

After briefly explanation of artificial neural nebsk was defined in Chapter 4,

artificial neural network forecasting calculatiomas done in Chapter 5. For obtaining
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the best ANN forecasting models, Istanbul was eradhiin two different parts
Anatolian and European side and Istanbul completaly

In Chpter 5 founded network types were trained lmyhbMathlab Neural
Network Module (nntool) and Neurolntelligence Nduxeetwork based program. For
all models 60% of the available data is used faining, 20% for validation and 20%

for testing.

In our neural network models only one hidden layers used and for all
applications number of units in each hidden layereased until 50. Each of them
replicated 10 times and all results were savedraeroto find the best model for our

network.

Exhausted search method is used for incrementaluofber of hidden layer
neuron number and inverse test error is selecteditfess criteria. For output layer
logistic activation function is applied. As a rdsubf these calculations, performance of

ANN models in testing values for daily, weeklydamonthly are as below:

For daily values:

Location Best Network __ARE
Istanbul [19-48-1] 7,8 %
Istanbul Anatolian side [19-19-1] 15 %
Istanbul European side [19-24-1] 6,5 %

For weekly values:

Location Best Network __ARE
Istanbul [8-38-1] 6 %
Istanbul Anatolian side [5-23-1] 10,8 %
Istanbul European side [19-31-1] 7,3%

For monthly values:
Location Best Network ARE
Istanbul [20-43-1] 54 %
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Istanbul Anatolian side [20-18-1] 5 9%
Istanbul European side [19-45-1] 7,4 %

In the last part Chapter 5, seven different legratgorithms were used and
comparison of their performance is done accordintpé absolute relative error (ARE).
ARE is error value that indicates the quality otirsé network training. This index is
calculated by dividing the difference between alctua desired values of output values
by the modules of desired output value. After alkikg were done best network models
for each other were found. Comparison of severeudfft training algorithms was done
after best architectures were found for each othRer.daily models best network is
Quick Propagation Algorithm, weekly and monthlydoasting values’ best network is
Conjugate Gradient Descent Algorithm with the tARE results for daily 6,5%, for

weekly 6% and for monthly values 5,4 % .

Although it seems here, the actual cases are anth#a this value since there
are several extreme errors in the data set grelater 15%. These are the ones as
mentioned before in factor analyzing section, beeaof the complexity of Istanbul
natural gas distribution system there are somer athdefined reasons that effects the
consumption of natural gas. After these extremeseacluded the ARE value is less
than sequentially 5.5%, %5 and %4. The comparlsetween target and estimated
consumption values for daily, weekly and monthlydels are shown in Table 5.46,
Table 5.47 and Table 5.48.
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