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OZET

KLASIK VE BAYESCI YAPISAL ESITLIK MODELLERINDE
PARAMETRE TAHMINLERININ KARSILASTIRILMASI: SIRALI
KATEGORIK VERILERLE BIR UYGULAMA

Gizem ERKAN

Yiiksek Lisans, Istatistik Boliimii
Tez Danismani: Prof. Dr. Hiiseyin TATLIDIL
Ocak 2019, 83 Sayfa

Bu ¢aligmada giiniimiizde olduk¢a yaygin kullanimi olan ve nedensel iligkileri inceleyen
Yapisal Esitlik Modellerinde (YEM) parametre tahmin yontemlerinden En Cok
Olabilirlik (ECO) ve Bayesci tahmin yontemleri karsilagtirilmistir. Son yillarda klasik
yaklasim varsaymmlarinin saglanamadigi kayip verili, karmasik, ¢ok diizeyli, yar1
parametrik, dogrusal olmayan ya da sirali kategorik verilerin olusturdugu modeller i¢in
YEM’de Bayes yaklasimi (BYEM) kullanilmaya baslanmistir. Onsel bilgiler ile elde
edilen dagilimlar1 kullanarak sonsal dagilimlar elde etmesi, Markov Zinciri Monte Carlo
(MCMC) yontemlerinden Gibbs Ornekleyicisi ile kiiglik Orneklemlerle ¢alismay1
miimkiin hale getirmesi, farkli veri yapilariyla esnek modellemeye izin vermesi gibi
ozelliklerinden dolay1 Bayesci yaklasim arastirmacilar tarafindan oldukga ilgi goren bir
yontem haline gelmistir. Calismada SERVQUAL (Hizmet Kalite Olgegi) ile
universiteli 0grencilerin bankalarin hizmet kalitesinden duyduklar1 memnuniyetleri,
klasik YEM ve BYEM ile analiz edilmistir. Uygulamada klasik YEM i¢in LISREL,
BYEM i¢in OpenBUGS paket programi tercih edilmistir. Arastirma modelinde



SERVQUAL 6lcegi kullamlmustir. Olgeginin sirali kategorik yapisindan dolay:
BYEM’de 6nsel bilgi kullanim1 i¢in esik deger (threshold) yaklagimi ayrintili bir sekilde
verilmistir. Analiz sonuclarina gore bankacilik hizmet kalitesi i¢in Onerilen modelde,
“Giivence”, “Fiziki Goriinim” ve “Erisilebilirlik” hizmet boyutlar1 klasik yaklasimda
istatistiksel olarak anlamli bulunurken, Bayesci yaklasimda bu hizmet boyutlarma ek
olarak “Giivenilirlik” hizmet boyutunun da istatistiksel olarak anlamli oldugu
gosterilmistir. Caligmada parametre tahminlerinde BYEM’in klasik YEM’e gore daha
iyl sonuclar verdigi gercek verilerle yapilan uygulama ile desteklenerek detayli

anlatilmistir.

Anahtar Kelimeler: Bayesci Yapisal Esitlik Modeli, Esik deger, Eslenik Onsel,
Markov Zinciri Monte Carlo, Gibbs Ornekleyicisi, LISREL, OpenBUGS, SERVQUAL.
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This study compared with the parameter estimation methods of Maximum Likelihood
(ML) and Bayesian approximation as Structural Equation Models (SEM) commonly
used in analyzing the casual link. In the absence of classical assumptions, Bayesian
Structural Equation Models (BSEM) has recently started to be used in SEM for the
models including missing data, complex, multilevel, semi-parametric, non-linear or
ordered categorical data. As Bayesian approach provides to obtain posterior
distributions using the distributions obtained by prior knowledge, to enable working
with small samples via Gibbs sampler by the Monte Carlo Markov Chain (MCMC)
methods and to enable flexible modeling with different data structures, it has become an
attractive method by researchers. What is more, Service Quality Scale (SERVQUAL)
was used to analyse the service quality of the banks in terms of university students
through classical SEM and BSEM. In practice, LISREL and OpenBUGS package
program was adopted for classical SEM and BSEM respectively. As a research model,

the SERVQUAL scale was employed. The threshold value approach for the use of prior



knowledge in BSEM is scrutinized because of the ordered categorical structure of the
scale. According to the analysis results, while “Assurance”, “Physical Appearance” and
”Accessibility” service dimensions were found to be statistically significant through
classical approach in which “Reliability” was also found to be statistically significant in
addition to the mentioned service dimensions through Bayesian approach for the model
that is proposed for service quality of banking. In this study having more accurate
results with BSEM rather than YEM is explained in depth, while instantiated with

actual data.

Keywords: Bayesian Structural Equation Model, Threshold, Conjugate Prior, Monte
Carlo Markov Chain, Gibbs Sampler, LISREL, OpenBUGS, SERVQUAL.
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1.GIRIS

Yapisal esitlik modelleri (YEM), tim diinyada kullanimi hizla artan, gozlenen ve
gozlenemeyen degiskenler arasindaki iliskileri inceleyen oldukga giiclii ¢ok degiskenli

analiz yontemlerinden biridir.

Gizil (Gizli/Ortiik/Saklr) degiskenler bircok bilimsel arastirma alaninda biiyiik dneme
sahip teorik veya varsayimsal yapilardir. Issizlik oranlari, bir markaya ait iiriiniin satis
oranlari, kisi basina diisen hekim sayisi, se¢im sonuglari, gibi bilgiler acgiklayict
(betimsel) istatistiklerle yiizyillardir kolaylikla elde edilebilmektedir. Ancak 21.
ylizyilda agiklayict yaklasimlar yerine istatistik c¢aligmalarinda nedensel iliskileri
kesfedici yaklagimlar daha fazla goriiliir olmustur. Ciinkii pazarlamadan, stratejiye,
davranis bilimlerinden saglik bilimlerine kadar neredeyse her alanda nedenselligi
iliskilendirmek, arastirilan modellerdeki gizil yapilar1 ¢oziimlemek, gelecege dair
atilacak adimlarda oldukca 6nemlidir. Baska bir ifadeyle YEM, dogrudan olciilemeyen
soyut yapilardan zeka, tiikenmislik, mutluluk, moda, miisteri memnuniyeti, seyahat,
alisveris aligkanliklari, obezite, okul performansi, rol ¢atismasi ya da is tatmini gibi gizil
degiskenleri gozlenebilen baska degiskenlerle aciklayabilen bir yontemdir. Son yillarda
biyomedikal arastirmalarda ve tip alaninda da biiyiik ilgi gérmektedir [1].

YEM’in bir¢cok bilimsel alanda yaygin kullanimimin nedeni, arastirmacilara, temel
teorilerin Ol¢lilmesi ve test edilmesi i¢in kapsamli bir yontem saglamasidir. YEM’i

diger analizlerden ayiran en 6nemli 6zelligi de 6l¢lim hatalarmi dikkate almasidir.

YEM olduk¢a ayrintili ve genis bir konudur. YEM, regresyon, path (yol) analizi ve
dogrulayic1 faktor analizini (DFA) iceren ¢ok degiskenli bir yontemdir. YEM’in temel
ozelligi, teoriye dayali olmasi ve gizil degiskenler arasinda nedensellik yapisinin var
oldugunu kabul etmesidir [2]. YEM oncelikli olarak bu teorik modelleri, veri seti ile
dogrulanip dogrulanmadigmi ortaya koymay1 amaclar. Bu dogrulama genel olarak iki
asamada gerceklestirilir. I1lk asamada modeldeki yapilara ait dlgiimlerin ilgili yapalari
dogru Slciip 6lgmedigine bakilir. Yani 6lciim modeli test edilir. ikinci asamada da

yapisal modeller incelenir.



Esas olarak biitiin yapisal denklem modellerinin temel unsurlar1 parametreleridir.
Parametre, belirli bir caligmada ilgili olan, belirli bir degiskenin ortalama veya varyansi
gibi kitlenin karakteristigine atifta bulunan yapilardir. Bu karakteristigin elde edilmesi
zor olmakla birlikte, arastirmaya tabi tutulan olgunun anlasilmasini kolaylastirir ve
bunun i¢in uygun Ornek istatistikler kullanilir. YEM'de parametreler genellikle klasik
yontemlerle (frequentist, siklik¢1) 6rnek kovaryans matrisinden ve 6zel olarak gdzlenen

degiskenlerle ilgili paket programlar kullanilarak tahmin edilir [1].

Klasik yaklagimlarda analizler asimptotik olarak normal dagilim varsayimi altinda
gerceklestirilir. Bu varsayima gore kovaryans matrisinin dagilimi ilgili 6rneklem boyutu
biliylikse normal dagilima yaklasir. Ancak arastirmacilar icin bu varsayimlarin
saglanmas1 pek miimkiin olmayabilir. Ozellikle tip ve psikoloji gibi alanlarda yiiriitiilen
calismalarda biiylik 6rneklem yapisini olusturmak ya da davranis ve sosyal bilimler gibi
eksik gozlemlerin oldugu, kategorik veri yapisinin kullanildigi arastirmalarda cok
degiskenli normallikleri saglamak pek miimkiin olmayabilir. Bu durumda parametre ve
standart hata tahminleri yanli sonuclar verme egiliminde olacaktir. Hesaplamalarin
orneklem kovaryans matrisine dayandigi klasik YEM'in aksine 21.yy’da YEM’de Bayes
yaklasimi kullanilmaya baslanmistir. Bayesci Yapisal Esitlik Modelinde (BYEM) ham
veriler ve Onsel bilgiler kullanilarak sonsal dagilimlar elde edilir. Bu sayede klasik
YEM’in yetersiz kaldig1 durumlarda en uygun ¢6ziim saglanmaktadir. Bu yaklasim
cesitli avantajlara sahiptir:

— Bayes yontemleri test edilebilir hipotez araligmi genisletir ve sonuglar sifir
(yokluk) hipotezi 6nemlilik testine dayanmayan sezgisel yorumlanabilir.

— Bayesci tahmin, onceki bulgular1 yeni verilerle birlestirerek, otomatik meta
analizler saglayan sonuglar elde edebilir [3].

— Bayesci yaklasimda istatistiksel yontemlerin gelistirilmesi ampirik degerlerin
(ham verilerin) birinci moment ozelliklerine dayanmaktadir. Birinci moment
ozelliklerini uygulamak, ornek kovaryans matrisinin ikinci moment
ozelliklerinden daha kolaydir. Bu nedenle, karmasik durumlarda uygulama
kolaylig1 saglamaktadir.

— Klasik regresyon yonteminden daha iyi olan gizil degiskenlerin veya Bartlett’in
faktor skoru tahminlerini elde etme yonteminden daha iyi bir sekilde tahmin

edilmesini saglar.



— Gozlenen verilerde mevcut bilgilere ek olarak gercek on bilgi kullanimini
sagladigi i¢in Ozellikle kiiclik veri setleri i¢in sonsal dagilimin ortalama ve
yiizdelik gibi yararh istatistiklerini temin ederek daha giivenilir sonuglar
olugturmaktadir [1, 4].

— Bayesci analizler daha az hesaplama gerektirdigi i¢in daha ¢ok ve yeni model
tipleri analiz edilebilir [5].

Bu tez calismasinin amaci bir¢ok alanda kullanilan YEM analizinde ECO’ya dayal
klasik yaklasim ile Bayesci yaklasimi gercek bir uygulama verisi ile karsilastirmak;

Bayesci yaklasimin klasik yaklasima gore mevcut avantajlarini gdstermektir.

Tezin ikinci boliimiinde ayrintili olarak tarihsel gelisimi, YEM tanimmi, temel
kavramlari, kullanilan yazilimlar ve son yillarda klasik YEM yaklagimmin aksine yeni
YEM yaklasimlar1 ile ilgili yapilan ¢alismalar ve ozellikle BYEM alaninda yapilan
calismalar i¢in detayl literatlir taramasi ile birlikte verilmistir. Yapisal model
tirlerinden DFA ve Path analizinden kisaca bahsedilmistir. EK olarak klasik yaklasimda
parametre tahmin yontemlerinden En Cok Olabilirlik (ECO) tahmin yontemi ile
YEM’de model uyumunda yaygm kullanimi olan uyum olgiitleri verilmistir. Ugiincii
bolimde BYEM i¢in kullanilan terimler ve ayrintili Bayesci yaklagim verilmistir.
Dordiincii boliimde sirali kategorik veriler igin esik deger yaklasimi anlatilarak Besinci
bolimde Bayesci yaklasimim klasik yaklasima gore avantajlar1 karsilastirmali olarak
anlatilmistir. Tezin Altinci bolimiinde yapilan uygulamada SERVQUAL (hizmet
kalitesi 6l¢iim modeli) tizerinden klasik YEM ve BYEM analizleri yapilarak model
parametreleri tahmin edilmis ve karsilastirilmistir. Tezin son bolimiinde elde edilen
sonuc¢lardan bahsedilmis ve tezin 6nemli katkilarina deginilmistir. Ayni1 zamanda klasik
ve Bayesci yaklagimlarin hangi durumlarda kullanmilmas1 gerektigi, BYEM’de
karsilagilabilecek sorunlara deginilmis ve arastirmacilar icin ¢oziim Onerileri

anlatilmistir.



2. GENEL BIiLGILER

2.1.Tarihsel Gelisim

YEM’de genel yapiy1 kimin ya da kimlerin olusturdugunu sdylemek oldukca zordur.
Ciinkii farkli disiplinlerden pek ¢ok bilim adaminin katkisiyla adim adim ilerlemis ve
giinlimiize kadar gelmistir. YEM’deki gelismelerin yonii, farkli alanlardaki disiplinlerin
kars1 karsiya kaldig1 sorunlara gore farklilik gostermistir. Bu kisimda detayli olarak
anlatilacak gelismelerden ornek vermek gerekirse, path analizi; popiilasyon genetiginde
kalitim1 modellemek ve daha sonra sosyolojide statii elde etmeyi modellemek icin
gelistirilmistir. Faktor analizi; psikolojide zekanin yapisini kesfetmek i¢in, esanli (es
zamanli) denklem modelleri ise ekonomide arz ve talebi incelemek icin gelistirilmistir.
Bu disipline 6zgii gelismeler 1970'lerin basinda YEM'e ¢ok disiplinli bir yaklagim
olusturmak icin bir araya getirilmistir. Daha sonra, 1980'ler boyunca ECO tahmininin ve
En Kiigiik Kareler (EKK) yonteminin varsayimlarmi karsilamadigma yonelik YEM
elestirileri giindeme gelmeye baglamistir. YEM destekeileri de klasik YEM’deki
varsayimlar1 karsilayamayan farkli veri setlerine gore yeni tahmin yOntemleri
gelistirmislerdir [6]. Bu yiizden giiniimiizde olduk¢a yaygin olarak kullanilan YEM;
DFA, path analizi ve esanli denklem modellerinin birlesiminden olusan ¢ok degiskenli
istatistiksel analiz yontemi olarak da tanimlanmaktadir. Sekil 2.1°’de YEM’in tarihsel

gelisimi verilmistir [7].
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Sekil 2.1. YEM'in Tarihsel Gelisimi



Sekil 2.1°de verilen tarihsel gelisim kapsaminda YEM’in tarihgesi iki kusaga
boliinebilir. 11k olarak birinci nesil olarak adlandirilan klasik YEM’in tanimlanmasidir.
Klasik YEM aslinda iki ayr1 istatistiksel gelenegin sentezi olarak ortaya cikmuistir. Ilk

gelenek psikoloji ve psikometri disiplini ile gelistirilmis faktor analizidir.

Ozellikle sosyal bilimlerde yiizyildan fazla bir siiredir kullanilan faktdr analizi 1896°da
Karl Pearson’un iki degisken arasindaki iligki i¢in korelasyon katsayisini bulmasindan
sonra ortaya ¢ikmistir. 1904’de Charles Spearman’m korelasyon katsaymi kullanarak
zihinsel yeteneklerin alt yapisi iizerine yaptig1 calisma ile literatiirde genel faktor

olusumu olarak yer almistir.

Ikinci gelenek ise temel olarak ekonometri alaninda gelistirilmis, son ddnemde genetik

alaninda da uygulanmaya baslanan esanli denklem modelleri olarak tanimlanmustir.

Gilinltimiizde kullanilan Modern YEM’in tarihine bakilacak olursa ilk adimin 20.yy’mn en
etkili evrim biyologlarindan biri olan biyometrisyen Sewall Wright ile atildig1 goriiliir.
Wright’m 1918 yilinda kemik Olgiimiine dayali biiytlikliik bilesenlerini tahmin ettigi
calismasinda ortaya koydugu path analizi olduk¢a sasirtict olmustur. Wright path
diyagraminda model parametreleri ile degiskenler arasi iliskileri gostererek esas katkiy1
saglamistir. Modelin gorsel sunumu olarak da kullanilabilen goérsel path semalar1
Wright’in bulusu olarak literatiire gegmistir. Wright ayn1 zamanda model esitliklerinin

dogrudan, dolayli, toplam etkileri olmak iizere nasil hesaplanacagini da gostermistir [8,

9.

Ancak Wright 6zellikle evrim teorisindeki ¢alismalarinin omurgasi olan path analizini
bulmasina ragmen bu c¢alismasi biyologlar tarafindan uzun siire goéz ardi edilmistir.
Aslinda sadece biyologlar tarafindan degil ekonometristler ve istatistik¢iler tarafindan
da biiyiikk oranda gormezden gelinmistir. Shipley [10], 2000 yilindaki c¢aligmasinda
bunun iki nedenden kaynaklandigini soylemektedir. Birincisi, yirminci yiizyilin baginda
onde gelen iki istatistik okulunun felsefi ve metodolojik temellerine kars1 koymasidir.
Ciinkii Pearson'un Okulu, Wright'n nedenlerini birbiriyle iliskilendirmekten ayirmasi
gerektigini diisiinmekten hoslanmamistir. Ikinci olarak, Fisher'n realist okulu da

Wright'in, korelasyonlara bakarak nedenleri inceleyebilecegi fikrinden hoglanmamustir.



Ayrica path analizi, Fisher'in istatistiksel yontemleri ile karsilastirildiginda metodolojik
olarak eksik kalmig, ayn1 anda goriilen rasgele deneylerle birlikte varyans analizine
dayali gerceklesmistir. Dolayisiyla profesyonel istatistik¢iler Wright’in path analizini
gormezden gelmistir. Biyologlar o donem ¢ikarimsal istatistikleri iceren, deneysel
tasarima dayanan ve anlasilmasi daha kolay olan Fisher'in yontemlerine yonelmistir.
Ayni sekilde klasik istatistik¢iler de 1950’lilere kadar Spearman’in faktér modellerinde
israrct olsalar da 6zellikle psikometri ve sosyoloji alaninda Wright’in path analizi yeni
bir bakis agis1 getirmis; istatistiksel hesaplama kapasitesinin tekrar tanimlanmasi ve
genigletilmesi ile olduk¢a popiilerlik kazanmistir. Wright'in path modelleri, niifus

genetiginin pek ¢ogu i¢in de temel olusturmustur [6].

Anderson ve Rubin sonrasinda Joreskog ve daha bir¢ok arastirmacmnim g¢aligmalari
agirliklandirma oriintiileri ve faktor sayilarina baglh hipotezlerin testine olanak taniyan
DFA metodolojisinin oniinii agmustir. Bugiin kullanilan DFA terimi, 1950’lerde Howe,
Anderson ve Rubin ve Lawley’in c¢aligmalarmma dayanmaktadir. Bu yOntem,
tanimlanmis bir yapinin veri setine uyumlu olup olmadigm test etmek i¢in 1960’
yillarda Joreskog tarafindan gelistirilmistir. Joreskog, 1963 yilinda bilimsel
calismalarini tamamlamis, 1969 yilinda DFA ile ilgili ilk makalesini yayimlamis ve

daha sonra ilk DFA yaziliminin gelistirilmesine katkida bulunmustur.

Bilindigi gibi Agiklayici/Kesfedici (Explaratory) Faktor Analizi (AFA) yiiz yili askin
bir sliredir 6lgme araglar1 olusturmak i¢in kullanilmaktadir, DFA ise teorik yapilarin

varligin1 snamak i¢in kullanilmaktadir [8].

Ozellikle Joreskog, Lawley ve Maxwell, Joreskog ve Lawley’e ait ¢alismalar faktor
analizine ECO temelli yaklasimi kazandirmistr. ECO yaklasimi, arastirmaciya
degiskenler aras1 iligkilerin ac¢iklanmasinda sunulan faktorlerin sayisina gore
tamimlanmis hipotezleri test etme sansi tanimistir. Genellestirilmis En Kiigiik Kareler
(GEKK) yaklagimi sonradan 1972 yilinda Joreskog ve Goldberger tarafindan
gelistirilmistir [11].



Sosyal bilimlerde path analizine bir sonraki Oneri, path sembollerini ve path analizinin
diger 6zelliklerini sunumlarina dahil eden Joreskog, Keesing ve Wiley tarafindan ortaya
atilmistir [12]. Bu nedenle YEM oOnceleri Joreskog, Keesling ve Wiley’m ilk

calismalariyla JKW modeli olarak literatiirde yer almistir.

Joreskog (1970, 1973, 1978), yayinladig1 bir dizi makalesinde, kovaryans analizine
genel bir yaklagimi ve LISREL (Linear Structural Relations) adli bir bilgisayar
programimni tanitmistir ve bu programi, "Dogrusal Yapisal Esitlik Modelleri "olarak
adlandirmistir. Ayn1 zamanda Keesling (1972) doktora tezinde ve Wilber (1973)
Goldberger-Duncan ciltlerinde hemen hemen aynit modelleri sunmustur. Ancak DFA’y1
gelistirmesi ve LISREL yazilimindan dolay1 Joreskog bu konuda daha yonlendirici
olmustur. Ciinkii Yapisal esitlik modelinin uzantilar1 LISREL’in ortaya c¢ikisindan
sonraki yirmi y1l i¢erisinde ¢ok hizli bir gelisme gdstermistir. 1970’lerden sonraki yirmi
yil igerisinde; YEM’e olan ilginin hizla artmasi, YEM ile ilgili konularda yogunlasan
cok popiiler ve etkin bir tartisma listesi olan SEMNET'in* yami sra YEM’e adanmis
bilimsel bir yaymin** (Structural Equation Modeling: A Multidisciplinary Journal )

olusturulmasi ile sonuglanmistir [13].

Bu donemdeki YEM’in kullanilmasiyla ilgili bazi c¢alismalara bakildiginda:
tabakalagsma, sosyal psikoloji, psikoloji, pazarlama, saglik, sosyoloji, kriminoloji,
ergenlik ve popiilasyon genetigini gosterebilir [14-20]. Alwin ve Hauser [21], path
analizi kullanarak toplam, dogrudan ve dolayli etkilere ayrisan etkileri sistematik bir
sekilde ele almislardir. Kenny ve Judd [22], gizil degiskenler arasinda {iriin terimleriyle
LISREL modelinin nasil tahmin edilebilecegini gostermistir. Joreskog ve Yang [23],
Browne’un moment matrisi {izerinde kullanilan DFA tahmincisinin, Kenny-Judd
modelinde parametrelerin tutarli tahminlerinin yan1 sira tutarli standart hatalar ve uyum
istatistikleri sagladigini, Matsueda ve Bielby ile Satorra ve Saris [24, 25], bagimsiz
olarak kovaryans yapist modellerinde olasilik orani testinin giiciinii nasil

hesaplayacaklarin1 gostermislerdir [6].

*SEMNET: 1993 yilinda olusturulmus, 75 iilkeden yaklasik 1500 iiyeden olusan bir platformdur. internet
aracilifi ile elektronik postaya (e-mail) dayali olusturulmus bu platformda YEM alaninda ¢alisan yiizlerce
arastirmacinin yararlanabildigi uluslararasi bir iletisim agi olma 6zelligi tagimaktadir [26].

** Structural Equation Modeling: A Multidisciplinary Journal, Lawrance Erlbaum ve Associates
tarafindan yayimlanan bir dergidir.



20. yiizyilin sonlarina dogru YEM konusundaki ¢aligmalarmin artmasi ve veri setlerinin
farklilagmas1 gibi nedenlerden YEM’de yeni tahminleme yOntemleri gelistirilmistir.
Ikinci nesil YEM olarak da adlandirabilecegimiz bu gelismede farkli YEM modelleri
kullanilmaya baslanmistir. Ikinci nesil YEM genel olarak baska bir birlesme ile
tanimlanabilir. Burada kategorik gizil degiskenler i¢cin modeller birlestirilmistir [27].
Stirekli ve kategorik gizil degiskenlerin genel modellemeye YEM ¢ergevesinde uyumu,
bu alanda gii¢lii bir teori saglamis ve dnemli uygulamalarda belirgin bir artisa neden

olmustur.

Birinci ve ikinci nesil YEM’e paralel bir gelisme de bu tez ¢calismasmin asil konusunu
olusturan karmasik modeller i¢in Bayesci Yapisal Esitlik Modelinin (BYEM)

kullanilmas1 olmustur [28].

Bayes teoremine dayanan BYEM son zamanlarda yeni yeni kullanilmaya baslansa da
Bayesci yaklagimin ortaya ¢ikisi ¢ok daha eski yillarda olmustur. Bayesci (Bayesyen,
Bayesian) yaklasimm, Ingiltere’de yasayan matematik¢i ve ayni zamanda teolog olan
Thomas Bayes tarafindan yazilmis; 6liimiinden (1761) birkag¢ y1l sonra arkadasi Richard
Price (1764) tarafindan bulunarak yaymnlanan bir denemeyle ortaya ¢ikmustir [29]. Sans
Doktrini'nde Bir Sorunun Co6ziilmesine Yo6nelik Bir Deneme (An Essay Towards
Solving a Problem in the Doctrine of Chances) isimli ¢alismasiyla ortaya koydugu
yaklasim bir¢ok istatistik¢i ve matematik¢iyi heyecanlandirmistir. Arastirmacilarin bir
kismi Bayes teoremini devrim olarak ifade etmektedir. Ciinkii mevcut tiim
varsayimlarin degerlendirilip tahminleme yapildig1 bir donemde, inanci, tecriibeyi, yani
onsel bilgiyi de dikkate alip en yiiksek olasiliga ulagsmayr amaglayan bu yaklagim bir
bakima tlimevarim yontemiyle istatistik alanma yeni bir bakis agis1 kazandirmistir
(Ayrmtil1 bilgi icin ‘‘Bayesian Computation: A Statistical Revolution’ c¢aligmasina

bakilabilir.) [30].

Bayes yaklasimi Laplace, Edgeworth, Wald, Galton, Pearson, Jeffreys, Savage, Finetti
,Lindler, Schlaifer gibi bilim adamlarmin katkilariyla gelistirilmistir. (Ayrintil1 bilgi i¢in
Fienberg ¢alismasina bakilabilir [31].)



Analizlerde matematiksel yapilarin karmagsikligi ve integral hesaplamalarindaki
zorluklar nedeniyle N Metropolis BYEM ‘de kullanilan , Markov Zinciri Monte Carlo
(MCMC) tekniginin temellerini olusturan ¢aligmalar1 gergeklestirmis, W.K. Hastings de
teknigin istatistik alanindaki uygulamalarini gelistirmistir. Tiim bu gelismeler bilgisayar
yazilimlar1 ile de desteklenerek 20.yy’dan sonra Bayes yaklagiminin YEM modellerinde
kullanimini1 artirmustir. Boylece uygulamada son derece pratik ¢coziimler saglamasindan
dolayt BYEM arastirmacilar arasinda hizla yayginlasan analiz yontemlerinden biri

olmustur [29].

2.2. Kullanmilan Programlar

Joreskog ve Van Thillo ilk olarak Egitimsel Test Hizmetinde (ETS) LISREL yazilim
programini bir matris komut dili ( Yunanca ve matris gosterimiyle kapsayan) kullanarak
gelistirmiglerdir. Bu programin ilk halka ac¢ik versiyon olan LISREL III 1976'da
piyasaya cikmustir. 1980’lerden sonra Bentler EQS admi verdigi bir yazilim
gelistirmistir [32]. LISREL ve EQS‘den sonra AMOS programi yaygmlagmaya
baslamustir [33]. Kullanici dostu yazilimlarin gelistirilmesiyle YEM ¢aligsmalarmin artigi
LISCOMP, RAMONA, LINCS, SAS PROC CALIS, CALIS, TETRAD, SEPATH,
MECOSA, MPLUS ve WIinBUGS gibi yazilimlarm kullanimmi da artrmustir. Ayrica
YEM modelleri igin SYSTAT/RAMONA, STATA 12, R (Free open source software,
R Team) paket programi da tercih edilmektedir. Paket programlar1 kullanicilarin
ihtiyaglarina gore tercih edilmektedir. Ozellikle Dogrusal Olmayan YEM ve BYEM i¢in
AMOS, WIinBUGS, R, SAS, JAGS ve OPENBUGS paket programlari tercih edilirken
genel anlamda en ¢ok LISREL, AMOS, MPLUS, R, SAS, WinBUGS ve OpenBUGS

paket programlar1 tercih edilmektedir.



2.3. Son Yillarda Gelistirilen Parametre Tahmin Yontemleri

Literatiire bakildiginda YEM ile ilgili ylizlerce c¢aligma bulunabilir. Ancak bu
caligmalarin ve yararlanilan bilgisayar programlarinin ¢ogunun 6nceki boliimlerde de
anlatildig1 iizere normal dagilim varsayimina dayali ve kovaryans yapisina odaklanmig
caligmalardan olustugu goriilmektedir. Ozellikle son yirmi yilda uygulamalarda eksik
olan heterojen, hiyerarsik veya kayip veri olarak adlandirilan veri yapilarina uygun
caligmalarin artmasi ve kullanici dostu paket programlarin da bu anlamda gelistirilmesi
Bayes yaklasiminmn YEM ‘de uygulanabilirligini artrmistir.  Yeni donemdeki
caligmalar Cok Diizeyli YEM, MIMIC (Multiple Indicators and Multiple Causes)
Modeli, Karma (mixture) Modeller, ikinci Dereceden Dogrulayici Faktér Analizi
(Second-order CFA) ,Monte Carlo Simillasyonu, BYEM gibi klasik YEM
varsayimlarini saglamayan modeller {izerine odaklanmistir. Gelistirilen yontemlerden

en onemlileri agagida verilmistir:

i.  Iki degerli degiskenlere ve/ya da sirali kategorik degislere sahip YEM’ler
ii.  Dogrusal Olmayan YEM’ler
iii.  Iki Asamali ya da Cok Diizeyli Karisim (mixtures) YEM’ler
iv.  Kayip verilere sahip YEM’ler
v.  Ustel aile dagilimlarindan gelen degiskenlere sahip YEM’ler
vi.  Boylamsal (longidutual) YEM’ler;
vii.  Yariparametrik (semiparametrik) YEM'ler
viii.  Doniisim YEM'ler
bi¢iminde siralanabilir [34, 35].

Ek olarak Palomo ve digerlerinin 2005 yilindaki BYEM c¢aligmalari, Lee’nin 2007
yilindaki Bayes Yaklasimi ile YEM kitabi, Muthen ve Asparouhuv’un 2010 yilindaki
Mplus ile BYEM caligmalari, Kaplan ve Depoli’nin 2012 yilindaki BYEM calismalari,
Song ve Lee’nin 2012 yilinda tip ve davranis bilimleri uygulamalar: ile basit ve ileri
diizey BYEM kitab1 bu alanda ¢aligmak isteyen arastirmacilar i¢in rehberlik etmis;
yontemin yayginlagmasina biiyiik katki saglamistir. Literatiire bakildiginda:

Demeyer ve digerleri, (2010), ¢alismalarinda Avrupa Miisteri Memnuniyeti Indeks
Modelini (ECSI) baz alarak pazarlama stratejilerinde imaj, tatmin ve sadakat arasindaki

iliskiyi incelemek i¢cin BYEM yontemini kullanmislardir. Uygulamada kullandiklar
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siral1 ve siirekli degiskenlerden olusan veri setinde Gibbs drnekleyicisinin avantajlarmni

gostermislerdir [36].

Song ve digerleri (2011), parametrik ve yar1 parametrik BYEM’leri karsilastirmiglardir.
Yaptiklar1 ¢caligmada adina Lv. 6lciimii olarak tanimladiklar1 yari1 parametrik yapisal
esitlik modellerini igeren modeller i¢in Bayes modelini tanitmislardir. Parametrik
yapisal esitlik modelleri gibi Bayesian Bilgi Kriteri (BIC) ve Deviance Bilgi Kriteri
(DIC) gibt karsilastrma istatistikler1 kullanmiglardir. Calismalarinda diyabet
hastalarinda gelistirilen metodolojiyi gostermek ig¢in bobrek hastaligmi etkileyen
faktorleri incelemislerdir. Uygulamada R2WinBUGS paketini kullanarak sonsal
dagilimdan elde edilen verileri R paket programinda analiz etmislerdir. Yariparametrik
YEM’ler icin, gozlemlenen veri olasiligim1 veya marjinal olasiliklar1 hesaplamak son
derece zor oldugundan, Lv- Olgiisiiniin tek secenek olarak goriindiigiinden
bahsetmislerdir. Olcegin esnek, dogru ve hesaplama agisindan verimli oldugunu

gostermislerdir [37].

Ozechowski (2014), c¢alismasinda deneysel Bayes MCMC modellemesi ile klinik
calismalarda tedavi siire¢lerinin tahmin edilmesini ve kii¢iik Orneklemlerde YEM
kullanarak karmasik degisim mekanizmalarini incelemistir. Caligmasinda uygulama
verisi olarak Islevsel Aile Terapisi alan 23 aileden olusan kiiciik érneklem verisini
kullanmigtir. Analiz sonuglarinda deneysel Bayes MCMC yontemlerinin, 6zellikle
YEM'deki degisim faktdrleri iizerindeki varyanslarla ilgili olarak, klasik yaklasimdan

daha kararli sonuglar verdigini géstermistir [38].

Stenling ve digerleri (2015), calismalarinda ana akim psikolojide BYEM’in artan
kullanimina karsin spor ve egzersiz psikolojisindeki uygulamasmin azligina dikkat
cekmek amaciyla Spor Motivasyon Olgegi II kullanarak spor ve egzersiz yapma
psikolojisini etkileyen faktdrleri incelemislerdir. Calismalarma Isveg’teki bir spor
lisesinden ve spor takimlarindan aliman 380 sporcu katilmistir. Uygulamada Mplus
paket programindan yararlanmislardir. Analiz sonuglarinda model verilerinin BYEM

tahminleri ile ML’ye dayali YEM tahminlerini tartigmislardir [39].
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Yanuar (2014), calismasinda BYEM analizinde tahmin stirecini MCMC simiilasyon
tekniklerinden Gibbs Ornekleme yontemini kullanarak 6zetlemistir. Calismada 2006
yilinda Malezya’da gergeklestirilen Uciincii Ulusal Morbidite Arastirmasmin saglik
indeks modeli veri setini kullanmistir. Analizler igin WinBUGS paket programini
kullanmistir. Klasik YEM’e gore normallik varsayimini saglamayan kategorik veriler

icin BYEM parametre tahminlerinin daha tutarli oldugunu géstermistir [40].

Merkle ve Rosseel (2015), BYEM’i JAGS paket programi ile tahmin etmede ve
sonuglar 6zetlenmesinde kullanilan bir R paketi olan “blavaan™ tanitan bir ¢alisma
yayinlamiglardir. Calismada bu modellerin JAGS'de tahmin edilmesini kolaylastiran,
artiklarin kovaryanslari ile bu modelleri tahmin etmek i¢in yeni bir parametre

genisletme yaklagimimi da agiklamiglardir [41].

Thanoon ve Adnan (2016), calismalarinda karisik kovaryanta ve sirali kategorik verilere
sahip dogrusal olmayan gizil veri modelleri ile dogrusal modellerin Bayes analizi ile
karsilagtirmasimi yapmislardir. Parametre tahminleri ve model karsilastirmasi i¢in Gibbs
ornekleme yontemini uygulamislardir. Onerilen yontem igin ger¢ek bir uygulama ile
Yasam Kalite Olgegini OpenBUGS paket programi yardimi ile analiz etmisler ve Bayes

analizinin avantajlarini tartismislardir [42].

Radzi ve digerleri (2016), c¢ocuklarm yasam tarzi indeksini YEM’de klasik ve Bayes
tahminleme yontemleri ile karsilastirmiglardir. Calismalarinda kullandiklar1 gergek veri
seti 7-12 yas aras1 ¢ocuklu 452 goéniilli Cinli aileden olusmustur. Uygulamada AMOS
ve WinBUGS paket programlarii kullanmislardir. Arastirmada hem klasik YEM’de
hem de BYEM’de ebeveynlerin sosyoekonomik statiisii ve ebeveyn yasam tarzinin
cocuklarm yasam tarzi lizerindeki etkisi Onemli ¢ikmistir. Ancak Bayes tahmin
modelinin, klasik tahmin modelinden farkli olarak verilerle daha iyi uyum sergiledigini

gostermislerdir [43].
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Mwangi ve Wanjoya (2016), Kenya’da ulusal kiiltiire dayali olan Hofstede modelini ve
is performansini Nairobi’de calisanlara uygulamislar ve kiigiik 6rneklemler i¢in hem
klasik YEM hem de BYEM yontemiyle karsilastirmislardir. Calismalarinda ulusal
kiiltiirel degerlerin is performansi lizerindeki etkisini incelemislerdir Uygulamada
OpenBUGS ve R paket programlarindan yararlanmiglardir. En Cok Olabilirlige dayali
YEM ve BYEM i¢in analiz sonuglar1 benzer sonuglar vermis ancak klasik YEM’de hata
tahminlerinin daha yiiksek ¢iktigini gostermislerdir [44].

Dombrowski ve digerleri (2018) 2-17 yas aras1 ¢ocuklar ve ergenler i¢in bireysel olarak
uygulanan diferansiyel yetenek Olceklerinin gizil yapilarini incelemek i¢in BYEM
kullanmislardir.  Uygulamada Mplus paket programimndan yararlanmislardir.
Calismalarnda BYEM yonteminin avantajint sadece yetenek Olgeklerindeki faktor
yapilarmi incelemek i¢in degil ayni zamanda zeka testi yapilarmin psikometrik

incelemelerinde de kolaylik sagladigini belirtmislerdir [45].

Kim ve Park (2017) kiy1 yonetiminde su kalitesi i¢in Kore’nin Saemangeum sahilinin
durumunu okyanus verilerini kullanarak BYEM ile incelemislerdir. Okyanus biliminde
onem arz eden kiyr deniz ortamlarinin modellenmesi i¢in Bayesci yaklagimi
onermiglerdir. Uygulamada WinBUGS paket programindan yararlanmislardir.
Calismalarmda BYEM sonuclarmin klasik yontemlere gore daha gegerli farkliliklar
olusturdugunu ve kiyi seridi kalite yonetiminde siirdiiriilebilir k1y1 gelismesine yardimei

oldugunu géstermislerdir [46].

Shi  ve digerleri (2017), arastrma problemlerinde faktoriyel degismezligin
belirlenmesinde BYEM kullanmiglardir. Degismez parametrelerin  bulunmasi ig¢in
uygulamalarinda bilgi igeren Onsellerden yararlanmiglardir. Uygulamada Mplus paket
programini kullanmislardir. Calismalarinda referans gostergelerin tanimlanmasi ve
degismez parametrelerin yerini bulmada BYEM’in , klasik YEM’e gore daha giiclii

tahminleme sagladigini gostermislerdir [47].
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Jenatabadi ve digerleri (2017), caligmalarinda son donemlerde yaygin Ogrenme
yaklagimi olarak kabul edilen E-6grenme yOntemini Facebook araciligi ile Birlesik
Teknoloji Kabul ve Kullanim Teorisi ile incelemislerdir. Caligmalarinda Malezya’daki
Malaya Universitesi’nde Is Istatistikleri dersine kayitli 170 dgrencinin katilim sagladig
gergek veri setini kullanmislardir. Facebook'un e-6grenmede etkili bir egitim aract olup
olmadigini klasik YEM ve BYEM yontemleri ile test etmiglerdir. Uygulamada AMOS
ve WinBUGS paket programlarindan yararlanmiglardir. Yontemler arasindaki
farkliliklardan kaynaklanan performans beklentisinin ve hedonik motivasyonun, e-
o0grenmeyi Facebook araciligiyla kullanma niyetini etkileyen en gii¢lii faktor oldugunu

gostermislerdir [48].

R M ve Jacob (2018), ¢alismalarinda yonetim arastirmacilari i¢in Bayes yontemlerini
yayginlagtirmay1 amag¢lamiglardir. Calismalarinda Bayesci DFA, BYEM, arabuluculuk
ve moderasyon analizine odaklanmislardir. Uygulamada Miisteri Oryantasyonunu, Is
Memnuniyeti ve Uyarlanabilir Satis Davranisi ile iliskilendirdikleri model igin 172 ilag
satis temsilcisinden toplanan verileri AMOS paket programi yardimiyla BYEM ile
analiz etmiglerdir. Calismada yonetim uzmanlarmnin istatistik¢i olmadiklar1 i¢in genelde
klasik YEM ile modellerini dogruladiklarmi ancak sundugu faydalar sayesinde BYEM

ile daha pratik avantajlar elde edebileceklerini gostermislerdir [49].

Rahmadita ve digerleri (2018), ¢alismalarinda BYEM kullanarak Hasta Sadakat Modeli
olusturmuslardir. Hasta sadakatini, hastane hizmetlerinin kalitesi ve hasta memnuniyeti
ile iliskilendirmislerdir. Saglhk hizmeti kavramlarmin ilgili ¢ok boyutlu ve cok
degiskenli faktor yapilarindan dolay1 kullanilabilecek en uygun yontemlerden birinin
YEM oldugunu savunarak klasik YEM ve BYEM yontemlerini karsilastirmislardir.
Uygulamada Padang sehrindeki seg¢ilmis bir hastanede saglik hizmetini alan 150
katilimciy1 kapsayan anket ¢aligsmasindaki verilerden ve WinBUGS paket programidan
yararlanmiglardir. Analiz sonuglarinda BYEM’e dayali yontem ile hastane hizmet

kalitesinin ve hasta memnuniyetinin hasta sadakati ile 6nemli dl¢iide iligkili oldugunu

bulmuslardir [50].
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YEM konusundaki g¢aligmalara 1990’11 yillarin sonundan itibaren iilkemizde de
baslanmis olup bunlar arasinda BYEM ile ilgili dikkat ¢ekenlerinden bazilar1 asagida

verilmistir.

Sehribanoglu (2012), c¢alismasinda YEM’de MCMC yontemlerinden olan Gibbs
orneklemesi’nin kullanimina ve teorik yaklagimlarina yer vermistir. Ulusal alandaki ilk
olan galismasinda gergek bir veri seti lizerinden YEM’de klasik parametre tahmin
yontemi olan ECO ile Bayes Tahminini karsilastrmistir. Uygulamada LISREL
WinBUGS ve AMOS paket programlarini kullanarak analiz sonuglarmi tartigsmistir
[51].

Murat (2012), calismasinda Dogrusal YEM ve Dogrusal Olmayan YEM’ler i¢in
parametre tahminlerinde Klasik ve Bayesci yaklasimi gercek bir uygulama verisinde
karsilastirmali olarak gostermistir. Uygulamada klasik ¢6ziim icin LISREL ,Bayes
¢oziimii icin WinBUGS paket programimi kullanmistir. Analiz sonuglarinda klasik ve
Bayesci yaklagimlarin farkli sonucglar verdigini; parametre tahmininde Bayesci
yaklasimin ¢alismada kurulan model ile daha uyumlu sonuglar verdigini gostermistir

[52].

Oztaner (2014), ila¢ dozlama tahminleri icin Warfarin Dozlama algoritmalarmin
dogrulugunu degerlendirmistir. Caligmasinda hiyerarsik dogrusal olmayan YEM ve
Warfarin Dozuna etkisini incelemek amaciyla BYEM’in karsilastirmali sonuglarmi
incelemistir. Uygulamada SPSS AMOS paket programi yardimi ile Uluslararasi
Warfarin Farmakogenetik Konsorsiyumu tarafindan saglanan 5700 denekten elde edilen

veri seti kullanilmistir [53].

Altindag (2015), calismasinda Dogrusal Olmayan YEM’lerde model se¢imi i¢in
Bayesci yaklasimi incelenmistir. Calismasida uygulama verisi olarak Tiirkiye Istatistik
Kurumunun (TUIK) 2013 yilina ait Yasam Memnuniyeti Arastirmasindan
yararlanmistir. Uygulamada WinBUGS paket programindan yararlanilarak ikametgah

memnuniyetini agiklayacak en uygun kurumsal modelin belirlenmesi amag¢lanmstir

[54].
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Dogan (2017), ¢alismasinda Teknoloji Kabul Modelini (TKM) kullanarak YEM’de
parametre tahminleri i¢in klasik yaklagimi ve Bayesci yaklagimi karsilastirmistir. Klasik
yaklagimda parametre tahmini i¢in ECO ve Saglam En Cok Olabilirlik (Robust
Maximum Likelihood: SECO) yontemini kullanmistir. Bayesci yaklagimda ise
parametre tahminleri i¢in MCMC simiilasyon tekniklerinden Gibbs Ornekleme
yontemini kullanmistir. Uygulamada Lisrel, R ve OpenBUGS paket programlarini
kullanmistir. Calismada kiiciik 6rneklem boyutunda BYEM’in avantajlarini tartigmistir

[55].

2.4.Yapisal Esitlik Modeli Temel Kavramlar ve Varsayimlar

YEM analizinde temel kavramlardan en ¢ok {istiinde durulan iki 6nemli degisken tiirii
“gozlenen degiskenler” ve “gizil degiskenlerdir”.

Gozlenen (manifest, observed) degiskenler: Anket, test, ,0lcek gibi 6l¢lim araglariyla
gercekte dogrudan dlgiilebilen degiskenlerdir.

Gizil (latent; ortiik) degiskenler: Dogrudan o6lgiilemeyen, gbzlenemeyen ve
arastirmacilari asil olarak ilgilendikleri daha 6nceki béliimde de bahsedilen yetenek,

zeka, motivasyon, moda gibi soyut yapilardir.

YEM’de gizil degiskenler gozlenen degiskenler yardimiyla agiklanmaktadir. YEM’de
degisken tiiri tanimlanirken bagimmli degisken kavrammin yerine “igsel gizil
(endogenous, endojen) degisken”, bagimsiz degisken kavraminin yerine “dissal
(exogenous, exojen) gizil degisken” ifadesi kullanilir. Cilinkii ¢oklu regresyon
analizinin aksine YEM’deki bir degisken, baz1 degiskenler/degisken i¢in bagimsiz iken
diger degiskenler/ degisken i¢in bagimli olabilmektedir [56, 57]. YEM’deki genel yapa,
yapisal katsayilar ile aciklanmaktadir. Yapisal katsayl, dissal gizil degiskendeki bir

birimlik artisin i¢sel gizil degiskende ortaya ¢ikan degisimin miktarini gosterir.

Belirli bir veri setine YEM uygulamadan Once bazi varsayimlarin yerine getirilmesi
gerekir. Bu varsayimlar asagida verilmistir:

i.  Verilerin ¢ok degigkenli normalligi saglamas1
YEM ’de veri kiimesinin normal dagilmis bir ana kiitleden alindig1 varsayilmaktadir. Bu
nedenle, verileri temsil eden degiskenlerin ortak dagilimi c¢ok degiskenli normal
dagilimi takip eder. Bu kosul yerine getirilirse parametreleri ve standart hata degerlerini

tahmin etmek i¢in kullanilmasi tavsiye edilen yontem ECO’dur [40]. Ancak genelde
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sosyal bilimlerde siklikla kullanilan sirali ya da kesikli degiskenlerin olmasi, ¢oklu
normal dagilimin saglanmamasia sebep olur. Bu durum Ki-kare degerinin biiyiik

c¢ikarak sonucun anlamsiz oldugu halde anlamli ¢ikmasina neden olabilir.

ii.  Bilyiik 6rneklem hacmi ile ¢aligilmasi
Cesitli faktorler bu gereksinimi etkiledigi i¢in drneklem hacminin biiylikligliniin ne
kadar olmas1 gerektigi sorusuna verilmis kesin bir cevap yoktur. Karmasik modeller
basit modellerden daha fazla parametre tahmini igerir. Bu nedenle sonuglarin oldukga

kararl olmasi i¢in biiyiik 6rneklem gereklidir [9].

iii.  Coklu dlgtimlerin yapilmasi
Teorik yapilar i¢cin ¢oklu 6lgtimler yapilmast dnemlidir. Yani her gizil degisken birden
cok (yaygin kullanim her bir faktor icin en az li¢ gozlenen degiskenin kullanilmasi)
gbzlenen degisken ile Olclilmelidir. Eger bir faktdr yalnizca bir gozlenen degisken

tarafindan 6lgiiliirse 6lglim hatas1 modellenemez ve tespit edilemez [58].

iv.  Dogrusallik

Gozlenen ve gizil degiskenlerle ilgili tiim iliskilerin dogrusal oldugu varsayailir.

V.  Verilerin siirekli olmas1
Sosyal ve psikolojik veriler genel olarak swrali (ordinal) oldugu i¢in bu varsayimin

saglanmas1 miimkiin olmamaktadir.

vi.  Verilerin homojen olmasi, aykir1 degerler gibi asir1 durumlarin olmamasi [27]

Varsayimlar yerine getirildikten sonra model olusturma siireci baslar. YEM
olusturmada ilk asama konu ile ilgili 6nceki arastirma ve bilgilere dayanarak teorinin
belirlenmesidir. Ikinci asamada teori dogrultusunda model olusturulur. Ugiincii asamada
modelin test edilecegi 6rneklem belirlenerek veriler toplanir. Dérdiincii asamada yapisal
esitliklerle tanimlanan parametre tahminleri yapilir. Elde edilen verilerle kurulan teorik
modelin uyumunu belirlemek i¢in uyum iyiligi indeksleri incelenir. Eger model uyumlu
degilse modelde gerekli diizeltmeler yapilarak test tekrarlanir. Son asamada modelin

dogrulugu teyit edilerek sonuglar yorumlanir [59].
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2.4.1.Dogrulayic1 Faktor Analizi

Aciklayic1 faktor analizi (AFA) dogrudan gozlenebilen degiskenler arasinda var olan
iligkileri inceler ve bunu yaparken de ¢ok sayidaki degiskeni daha kiiciik (az) boyutlara
indirger. Belirli bir model belirlemeden degiskenlerin birbirleri ile olan iligkisinde temel
faktor yapilarini agiklama ve gizil yapilarin sayisini belirleme amaci tasir. DFA,
YEM’in 6zel bir durumudur; 6l¢iim modelini olusturur ve AFA ile olusturulan faktor
yapisina iliskin hipotezlerin dogrulanmasi amaciyla kullanilir. Yani belirlenmis
faktorlere katkida bulunarak degisken gruplarinin bu faktorler ile yeterince agiklanip
aciklanmadigini test eder. Bu nedenle, DFA'da teori dnce gelir, model sonra tiiretilir ve
son olarak model gézlemlenen verilerle tutarlilik agisindan test edilir [60]. DFA’nin

sekilsel gosterimi yani 6l¢iim modeli Sekil 2.2°de verildigi gibidir [12].

Ky Xz

I

Sekil 2.2. DFA’nin Sekilsel Gosterimi
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2.4.2. Path Analizi

Path analizi ile gozlenen degiskenler arasindaki iligskiler modellenir. Path analizinin
diger analizlerden farki degiskenler arasinda bulunan dogrudan ve dolayl: etkileri analiz
edebilmesidir. Aralarinda nedensellik oldugu diisiiniilen degiskenler arasindaki iligkiler
path diyagramlar1 ile gosterilmektedir. Modeldeki hipotezleri gostermek ve analiz
sonuglarini bir biitiin olarak 6zetlemek agisindan path analizinde kullanilan diyagramlar
arastirmacilara kolaylik saglamaktadir [61]. Diyagramda kullanilan sekiller Cizelge
2.1°deki gibidir [8]:

Cizelge 2.1. Path Analizinde Kullanilan Semboller

Q veya © Gizil Degisken
veya Gézlenen Degisken
———= veya — T Tek vinlii iiski
veya Gizil Degiskende Hata
€<— veya «—— | Gozlenen Degiskende Olgiim Hatas:
<> veya T\ Degiskenler arasi korelasyon

2.5. Yapisal Esitlik Modeli

YEM’de amac¢ bir veya daha fazla gozlenen degiskenle gercekte gozlenemeyen ve
dogrudan dlclilemeyen gizil yapilar arasindaki iliskiler sistemini agiklamaktir. Yani
kurulan teorik modelin 6rneklem verileri ile ne Olciide desteklendigini belirlemek ve
modelin temel yapilar1 arasindaki iligkileri tahmin etmektir [8]. Cogu arastirmaci
istatistiksel yontemleri bireysel gdzlemlerin modellenmesi olarak diislinerek model

kurmaktadir.
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Ormnek olarak coklu regresyonda ya da ANOVA'da, regresyon katsayilar1 veya hata
varyansinin tahminleri EKK tahmin yontemiyle hesaplanir. Oysaki YEM’de sadece
bireysel gdzlemlerin incelenmesi yerine kovaryanslar dikkate almir. Orneklem
kovaryans matrisi ile model kovaryans matrisinin esit olmasi beklenir. Baska bir
ifadeyle gozlenen ve tahmin edilen bireysel gozlemlerin fonksiyonlarini en aza
indirgemek yerine 6rneklem kovaryans matrisi ile model kovaryans matrisi arasindaki

fark en aza indirgenir. Bu sebeple YEM i¢in temel hipotez Esitlik 2.1°de verilmistir.

T = 3(0) (2.1)

Esitlik 2.1°de; 2(0), 0 "nin bir fonksiyonu olarak yazilan kovaryans matrisidir. 6, model
parametrelerinden olusan vektor ve X, gozlenen degiskenlerin kovaryans matrisidir.

[12].

Klasik YEM ( LISREL modeli olarak da ifade edilebilir.) [62, 63], iki ana bilesenden
olugmaktadir. Bunlar 6l¢iim modeli (measurement) ve yapisal (gizil,latent) modeldir.
Ol¢iim modelinde gizil degiskenler gézlenen degiskenler yardimiyla tahmin edilir ve bu
degiskenler arasindaki iliskiler gosterilir. Yapisal modelde 6l¢iim modelinde tahmin
edilen gizil degiskenler arasindaki iligkiler degerlendirilir. DFA ile 6l¢iim modeli, path
analizi ile yapisal model olusturulur. YEM’in sekilsel gosterimi Sekil 2.3’teki gibidir
[64]:

Yamsal Model
b, b, b,

by
& S11 2
A fli‘l

Olgiim Modeli

1odd6dddd

Sekil 2.3. YEM’in Path Diyagram
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IIk olarak &l¢iim modelinde, gizil degiskenleri ilgili tiim gdzlenen degiskenlerle
iliskilendiren nedensel iliskiler belirlenir. ikinci olarak gizil yapilar arasindaki yapisal
esitlikleri gosteren teorik model ile yapisal model olusturulur. Yapisal model
aragtirmacinin test etmek istedigi modeldir. Gizil yapilar arasindaki baglantilar 6nerilen
hipotezleri yansitmaktadir [57]. Yapisal modelin DFA’dan farki gizil degiskenler
arasidaki iligkileri de dikkate almasidir [60].

Regresyon analizi, esanli denklem sistemleri, DFA, path analizi, kanonik korelasyon
analizi, panel veri analizi, ANOVA, kovaryans analizi Esitlik 2.1’in 6zel durumlaridir.

Ancak diger yontemlere gére YEM’1 bu ¢ok degiskenli analiz yontemlerinden ayiran
ozelligi 6l¢iim modeli kullanarak, kuramsal yapilardaki 6l¢iim hatalarini ve bu hatalar

arasidaki iligkileri de modele dahil etmesidir [65].

Gozlenen degiskenler ile sirasiyla igsel ve digsal gizil degiskenler arasindaki iliski,

Olciim modelinde Esitlik 2.2 ve Esitlik 2.3‘te tanimlanmustir.

Xx=An+ég (2.2)
(rx1) = (rxa)(q:x1)+(rx1)

X, = A,E+&, (2.3)
(5X1) = (5X0p) (ApX1)+(sx1)

Esitlik 2.2 ve 2.3’ te, Q1 igsel gizil degisken sayisi, gz dissal gizil degisken sayisi, r:
icsel gizil degiskenlere ait toplam gozlenen degisken sayisi, s:digsal gizil degiskenlere
ait toplam gozlenen degisken olmak iizere; X;: rx1 boyutlu ve Xo: sx1 boyutlu n ve & igin
ilgili gozlenen degiskenlerin raslant1 vektdrleri, n: 1 x 1 boyutlu igsel gizil degiskenler
vektorii , & g2 x 1 boyutlu digsal gizil degiskenler vektorii, Ai.r X g1 boyutlu ve Az s x
g2 boyutlu faktor yiiklerinin matrisleri, € 1.r X 1 boyutlu ve €, s x 1 boyutlu 6lgiim

hatalarinin raslant1 vektorleridir.

Gozlenen degiskenlere ait x; Ve X raslanti vektorlerinde gdzlenen veriler géz Oniine
alindigida, Slciim esitlikleri, n ve &de gizil degiskenler olusturmak i¢in birbiri ile
iligkili gozlenen degiskenleri uygun sekilde gruplandirir. Bu iglem sabit parametrelerin

atanmasi ve bilinmeyen parametrelerin A; ve A, tanimlanmasi ile yapilir.
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Tanimlanan gizil degiskenler arasindaki iliskileri gosteren genel YEM tanimi Esitlik

2.4’te verilmistir:

n=In+Té+o (2.4)
(0:1x1) = (9uxd1)(A:x1)+(01X02) (92x1)+(g:x1)

Esitlik 2.4°te; n: g1 x 1 boyutlu igsel gizil degiskenler vektorii , &: q2 x 1 boyutlu digsal
gizil degiskenler vektorii, I1: Qi1 x 01 boyutlu igsel gizil degiskenler arasindaki etkiyi
gosteren yapisal parametre (iliski katsayilar1) matrisi, I': (y1, v2). g1 X g2 boyutlu n ve &
arasindaki nedensellik iligkisini gosteren regresyon katsayilart matrisini, 8: g1 X 1

boyutlu gizil degiskenlere ait hata vektoriidiir.

Olgiim modelinde &; ve &, . n, & ve o 1ile iligkisizdir. Ayrica

E(r7)=0, E(£)=0, E(5)=0, E(¢) =0 oldugu varsayilir [12].
(I —=II), & ve & ile iliskisiz tekil olmayan matristir. @, W5 ¥, ve ¥, sirasiyla
& ,0, &,Ve &, nin kovaryans matrisi olmak {izere (XiT, X, ) ‘nin tahmini kovaryans

matrisi:

A =TT+ W) (1= ) TA + e A(1-TT)'TD A,
3= (2.5)

AT (I -TT) T A/ A,DA, + VYe,

Esitlik 2.5°teki bigimde ifade edilir.

LISREL modelinde gdsterimi basitlestirmek icin Esitlik 2.2 ve 2.3’te gdsterilen
notasyonlar aracilig ile

y= (X1T L Xy )T = (yl,..., yn) gbzlenen veri matrisi, @ = ( n, & )T gizil degisken vektorii

ve ¢=(g',&, )" olmak iizere 6l¢iim modelinin genel ifadesi Esitlik 2.6’daki gibidir:
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L (5w i)
X, 0 A& &,
y=Aw+e (2.6)

2.6. Parametre Tahmin Yontemleri

YEM’de klasik parametre tahmin yontemlerinde genellikle ECO, Genellestirilmis En
Kigik Kareler Yontemi (GEKK), Agrhkli En Kiicik Kareler (AEKK)
kullanilmaktadir. Ancak verinin biytkligiine, degisken tiirlerine ve normallik
varsayimini saglama durumuna gore Saglam En Cok Olabilirlik (SECO) gibi tahmin

yontemleri de gelistirilmistir.

Bu tez calismasinda klasik parametre tahmin yontemi olarak ¢ok degiskenli normallik
varsayimi altinda en 1iyi tahmin sonuclarini veren ve hemen hemen tiim paket

programlarinda tahmin yontemi olarak secilebilen ECO yontemi anlatilacaktur.

2.6.1. En Cok Olabilirlik Tahmin Yontemi

YEM’de test edilmek istenen temel hipotez X =X(0) i¢in pratikte kitle varyans ve
kovaryans yapilar1 bilinmediginden 6rneklem kovaryans matrisi (S) ile bilinmeyen
parametreler tahmin edilir. Orneklem kovaryans matrisinin model kovaryans matrisine
yakin olmas1 gerekir. Bu yakinhigin tespiti i¢in fark fonksiyonunu minimize eden yani

2(0) ve S’ye dayali uyum fonksiyonuna ihtiya¢ vardir. Parametre vektorii 6’nin uyum

fonksiyonu F(S, Z (6)) *dir.

Uyum fonksiyonun 6zellikleri asagidaki gibidir.
1.F(S,Z(0)) >0

2. F(S,2(0)) sabit bir degerdir.

3. Ancak ve ancak S = Z(0) ise F(S,Z(0)) =0 ‘dur.
4. F(S,2(0)), S ve X(0) ’da siireklidir.

Browne'a gore, yukarida verilen kosullar1 saglayan uyum fonksiyonlarr minimum

yapildiginda aza indirgemek, 0 'nin tutarli tahmin edicileri elde edilir [12, 59].
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ECO uyum fonksiyonu Egsitlik 2.7°deki gibi ifade edilir.

F(6)= log [£(0)| + trS =(8) "~ log |S|-p (2.7)

Esitlik 2.7¢ de; X(0) kovaryans matrisini , 6 tahmin edilecek parametre vektoriinii, S
6rneklem kovaryans matrisini , 07 matrisin tersini, p gizil degiskenlere ait gdzlenen

degisken sayisini ifade eder. Ayrica E(8) ve S pozitif tanimli tekil olmayan matrislerdir
[12].

ECO tahmin yontemi i¢cin daha once de bahsedildigi iizere cok degiskenli normallik,
degiskenlerin siirekli Ol¢iilmiis olmasi ve biiyiik O6rneklem genisligi varsayimlarmin
saglanmas1 gereklidir. Eger veri seti bu varsayimlar1 sagliyorsa tahmin sonuglariin

etkinlik, tutarlilik ve asimptotik olarak yansizlik dzelliklerini saglar [4, 51].

2.6.2. Uyum Olgiitleri

Model uyumunun degerlendirilmesinde YEM’de c¢ok sayida uyum 0lgiitii
kullanilmaktadir. Model uyumu i¢in test edilen X = X(0) hipotezinin gecerli olmamasi
durumunda, ¥ ‘ni X(0)’dan farkinin 6l¢iilmesini saglar. Bunlarin hesaplanmasinda kitle
parametreleri yerine sirasiyla drneklemden elde edilen S ve X(0) degerleri kullanilir
[61]. En uygun sonucu veren tek bir uyum 6lgiitli olmasa da en yaygin kullanilan uyum

oOlgtitleri ve kabul edilebilir uyum 6lgiitleri Cizelge 2.2 ‘deki gibidir [55, 66]:

Cizelge 2.2. Uyum Olgiitleri

A . Kabul Edilebilir
Uyum Olgiitii Iyi Uyum Uyum
¥ Isd 0< fsd <2sd 2< y¥fsd <3
RMS!.EA (Yaklasik  hatalarm  ortalama 0< RMSEA < 0,05 0.05< RMSEA < 0,08
karekokii)
Yakin uyum i¢in p degeri (RMSEA<0,05) 0,10< p <1,00 0,05< p <0,08

RMSEA’ya yakin,
Giiven arahig (CI) CI’nin sol sinir1 0 RMSEA’ya yakin
(CI=0)
NFI (Normallestirilmis Uyum lyiligi indeksi) 0,95< NFI < 1,00 0,90 < NFI<0,95
CFI (Artmali Uyum Indeksi) 0,97 < CFI <1,00 0,90 < CFI <0,97
GFI (Uyum lyiligi Indeksi) 0,95 < GFI <1,00 0,90< GFI <0,95
P Co . 0,90 < AGFI <1,00 0,80 < AGFI <0,90

AGFI (Diizeltilmis Uyum Iyiligi Indeksi) GFPya yakin GFPya yakin
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3. BAYESCI YAPISAL ESITLIK MODELLEMESI

YEM basit bir yapiya sahip degildir. Ozellikle siirekli ve kesikli verilerden olusan YEM
karmagik bir yapiya sahiptir. Cilinkii sirali kategorik veriler tarafindan belirlenen hiicre
olasiliklar1 ile iliskilendirilen ¢oklu integral hesaplamalari arastirmacilar i¢in oldukca
zorlayicidir [67]. Hesaplama zorluklarini azaltmak i¢in Lee, Poon, ve Bentler [68]
tarafindan ¢ok diizeyli korelasyonlara (polychoric correlation) dayanan bazi ¢ok
asamali yontemler Onerilmisse de bu ¢ok asamali tahmin edicilerin istatistiksel olarak
uygun (optimal) olmadigi goriilmiistiir. Son zamanlarda, YEM’ler i¢in Shi ve Lee [69],
uygun ECO tahmin yontemini; Lee ve Zhu [70] Bayesci tahmin yontemini

gelistirmislerdir [34, 71]

BYEM’de amag arastirmacinin teorilerini ve dnceki inanglarini daha iyi yansitan bir
analiz yapmasidir. Bu analiz MCMC algoritmalar1 yardimiyla gercgeklestirilir.
Modeldeki parametreler ve gizil degiskenler denklemsel olarak sistematik bir sekilde
karsilik gelen sonsal dagilimdan simiile edilir. MCMC’de bilinmeyen parametreler ve
gizil degiskenler i¢in tam sonsal dagilimlar ¢ikarilabileceginden biiyiikk Ornek

varsayimlarina da ihtiyag duyulmaz [38].

Bayesci tahminlemede sonsal analizde tahminleme yapilirken, yapisal parametrelerin,
gizil degiskenlerin ve esiklerin gézlemlerinin dizilimleri, MCMC yontemleri ile Gibbs
ornekleyici algoritmasi kullanilarak sonsal dagilimdan simiile edilir. Gibbs 6rnekleyici,
bilinmeyen model parametrelerinin tam kosullu sonsal dagilimindan rasgele gézlemler
dizisi tireten bir Markov Zinciri Monte Carlo (MCMC) teknigidir. Arastirmaci,
algoritmayr WinBUGS veya OpenBUGS kullanarak kolayca olusturabilir ve
uygulayabilir [34, 38, 72, 73].

YEM’de Bayesci tahminlemenin kuramsal altyapist sonraki alt boliimlerde detayl

olarak anlatilmistir.

25



3.1. Bayes Teoremi
Bayes teoremi kosullu olasiliklara dayanir. Bir olaymn gerceklesme olasiligmmm ek
bilgilerle degisebilecegini gosterir. Yani bir 6rneklem uzayindaki A ve B gibi iki olayin

marjinal ve kosullu olasiliklar1 arasinda iliski kurar [51, 74].

P(A) ve P(B) sirasiyla A ve B olaymin gergeklesme olasiliklar1 olmak {izere bu iki olaya

ait kosullu olasilik asagida verilmistir.

P(BIA)P(A)

P(AB)= P(B)

(3.1)

Esitlik 3.1°de ifade edilen Bayes teoremi P(B)>0 olma kosulu ile 6zetle B’nin
gerceklestigi durumda A’nin gergeklesme olasiligini agiklamaktadir. Burada;

P(B|A), A’nin gergeklestigi durumda B’nin ger¢eklesme olasiligini, P(A) A’nin
marjinal olasiligin1 (A’nin Onsel olasilig1 olarak da adlandirilir.), P(B) , B’nin marjinal

olasihigimni ve P(A|B), B’nin ger¢eklestigi durumda A’nin gergeklesme olasiligini ifade
eder. Genel olarak P(A|B), B’nin olasiligmni dahil ederek hesaplanan A’nin sonsal
olasilig1 olarak adlandirilir. Burada P(B), P(A|B) olasilik degerinin 0 ile 1 arasinda

olmasi i¢cin normallestirme sabiti olarak islev gortir.

3.2. Bayesci Yaklasim

BYEM’de sonsal dagilimm elde edilme siireci, temeli Bayes teoremine dayanan
Bayesci yaklasimlarla elde edilir. Bayesci yaklagim istatistik literatiiriinde ¢esitli
modelleri analiz etmede ilgi ¢ekici bir yaklasim olarak kabul edilmektedir [34]. Bayesci
yaklagimda bilinmeyen parametre 0 sabit bir parametre degil, bir raslant1 degiskeni
olarak kabul edilir. Bu sayede klasik yaklasimin aksine parametreler hakkinda
olasiliklar dikkate alinarak yorumlanabilir. Bayesci yaklasimin temel amaci, veri elde
edildikten sonra bilinmeyen parametre dagilimlarini elde etmek icin dnceden elde
edilmis bilgilerden yararlanarak (Onsel) yeni bilgilerle (sonsal) parametrelere ait

tahminlerde bulunmaktir [51].

Modellemede Bayes teoremine gore uyarlama yapilacak olursa A’nin yerine veri seti

(y), B’nin yerine 0 bilinmeyen parametresi yazildiginda:
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p(y|6).p(6)

3.2
p(Y) (32

p@ly) =

esitligi elde edilir. Bayesci yaklagimda 0’y1 icermeyen sabitler goz ardi edilerek p(6/y)

model parametrelerinin sonsal dagilimi Esitlik 3.3 teki gibi elde edilir.

p(y|0).p(6)
[ p(ylo).p(0)de

(Sonsal Dagilim « Olabilirlik x Onsel)

pO[y)= < p(y[0).p(0)=L(6).p(9) (3.3)

Esitlik 3.3’te yer alan y gozlenen verileri, ® parametre vektoriinii, L(€) olabilirlik
fonksiyonunu, p(6ly) y gozlem degerleri verildiginde 6’nin sonsal dagilimimni, “oc ”

isareti oransalligi (propto), gosterir [74].

Burada p(y|6), 0 parametre vektorii kosulundaki y;...yn gbzlenen verilerin olasilik

yogunlugu oldugu i¢in olabilirlik fonksiyonu olarak degerlendirilir. Bu nedenle
ozellikle orneklem bilyiikliigli kiiclik veya orta derecede olan Onemli arastirma
problemlerinde, Bayes analizine dahil edilen 6 parametre vektorii hakkindaki 6nsel bilgi
daha iyi sonuglarm elde edilmesi igin faydalidir. Onsel bilgi ve dnsel dagilimlarla ilgili

ayrintili agiklama Boliim 3.3’te verilmistir.

Esitlik 3.3°te p(y|9), 0’nin bir fonksiyonu cinsinden y’nin dagilimimi veya y’nin

olabilirlik fonksiyonunu; p(0), 0 ile ilgili 6nsel dagilimi ifade eder. Bayesci yaklagimda

parametre i¢in 6nsel, olabilirlik ve sonsal dagilim Sekil 3.1°de verilmistir [74].

Olabilirlik

Sekil 3.1. Parametre I¢in Onsel, Olabilirlik ve Sonsal Dagilim
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3.3. Onsel Dagihmlar

Biyomedikal ve davranis bilimlerindeki bir¢ok problem i¢in, arastirmacilar, benzer veya
gecmis verilere ait analizlerden veya diger kaynaklardan iyi bir 6n bilgiye sahip
olabilirler. Bilinmeyen parametreler hakkinda daha onceki ¢alismalardan elde edilen bu
bilgiler 6nsel (prior) olarak adlandirilir. Bayesci yaklasimda sonsal dagilimin (posterior
distribition) elde edilebilmesi i¢in Onsel dagilimm belirtilmesi gerekir. Model
parametreleri i¢in Onsel dagilimin belirtilmesi ve olasiliklar1 hakkinda dogrudan
aciklama yapilmasma izin vermesi, klasik yaklasima gore ayirt edici bir 6zellik olarak
ortaya ¢ikmaktadir. Ancak bunu yapabilmek i¢in arastirmacinin analiz 6ncesinde model
parametreleri i¢in hangi 6nsel dagilimi kullanacagini belirlemesi gerekir. Arastirmaci

icin belki de en zorlayici kismin bu asama oldugu soylenebilir.

Onsel bilginin miktari, sonsal dagilimin {izerinde belirleyici dnemli bir role sahiptir. Bu
ylizden Onsel dagilimin se¢imi arastirmacinin ne kadar bilgi ve tecriibeye sahip
olduguna, bilginin ne kadarmin dogru olduguna veya ne kadarini kullanmasi gerektigine
inanmasina gore degisebilecegi igin p (0) secimi Bayes analizinin temel unsurudur [34,
52]. Bu kapsamda onsel dagilimlar; bilgilendirici olmayan Onseller ve bilgilendirici

Onseller olmak tizere iki kisimda incelenebilir.

Bilgi icermeyen Onsel Dagihmlar

Aciklayict olmayan yani bilgi icermeyen Onsellere “belirsiz” onsel de denir. Model
parametresi 0‘nin tanimli oldugu aralik bilgisi disinda herhangi bir 6n bilginin elde
edilememesi ya da eldeki verilerin disinda baska veriye ihtiyagc duyulmamasi
durumunda bilgi igermeyen Onseller kullanilmaktadir. Calismalarda yaygin olarak
diizglin (uniform) onsel dagilim, Jeffreys‘in 6nsel dagilimi, diiz (flat) 6nsel dagilimi ve
belirsiz (diffuse/vague) oOnsel dagilimi bilgi icermeyen Onsel dagilimlar olarak
kullanilmaktadir. Bayesci tahminlemede agiklayici olmayan Onsel dagilimlar

kullanildiginda sonuglar klasik yaklasimla elde edilen sonuglarla benzerlik gosterebilir.

Bilgi iceren Onsel Dagihmlar
Parametreler hakkinda onsel bilgiye sahip olunmasi durumunda kullanilan baska bir
deyisle olabilirlik fonksiyonu tarafindan baskilanmamis onsel dagilimlar bilgi igeren

onsel dagilimlardir [74].
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Genelde bilgi iceren oOnsel dagilimlarin kendi parametreleri vardir ve bunlara
hiperparametre adi verilir. Bayesci yaklasimda bilgi iceren onsel dagilimlarda yaygin
olarak eslenik (conjugate) onsel dagilimlar kullanilmaktadir. Eslenik onsel dagilimlar 6
parametresine ait sonsal olasilik p(0)’nin ayn1 aileden yani 6nsel ve sonsal dagilimlarin
ayni aileden oldugu dagilimlardir. Eslenik 6nsel dagilimlarda bilinen ya da giivenilen
Onseller varsa oncelikle onlar kullanilir. Eger Onseller kesin olarak bilinmiyorsa,

onseller arasinda kiigiik varyansli olanlar se¢ilir [34, 51].

Bayesci tahminlemede en ¢ok kullanilan Eslenik Onsel Dagilimlar Cizelge 3.1 ‘de
verilmistir [74, 75]:

Cizelge 3.1. Bayesci Tahminlemede Kullanilan Eslenik Onsel Dagilimlar

Bilgi
Icermeyen
.. Eslenik Onsel
Olabl-l Ll Onsel Ortalama Varyans Dagilimlar
Fonksiyonu 3 i
Dagihim fcin
Orneklem
Secimi
Normal Normal
(Varyans N( 1, 6) yZi o N( 0, 10%)
Bilindiginde) H
Ters |G(0,0)
2
(gfima Gamma | b E’— IG(-1,0)
Bilindiginde) | 'C@P) | a-1 (a-1)°(a-2) IG(0.0l(;l,0.00
(gr?m]a Gamma a a G(0.001,
2
Bilindiginde) | C@P) b b 0.001)
Ters Orantisal () N
Cok Degiskenli | Wishart Q 1 IVIVVEIO( : po )1)
Normal IW(@p, | d-p-1 > ,
d) (d-p)(d—p-1) (d—p-3) IW(L, p+l)
. . | Wishart
Cokl\ll)eglskenh W(Qp. 40
ormal d)

Bayesci tahminlemede bilgi iceren oOnsellerin birgok avantaji vardir. Ilk olarak,
aragtirmacilar, belirli bir konu {izerinde yaptiklar1 her caliymada parametreleri sifirdan
tahmin etmek zorunda degildir; daha 6nceden yapilan arastirmalar, bilim insanlarinin
gecmis bulgularmi sentezleme ve bunlar1 yeni verilerle giincelleme istegi ile Ortiisen
mevcut arastirmaya yon verebilirler. Meta analizi buna Ornektir. Ancak burada

karigtirilmamasi gereken 6nemli bir nokta vardir; meta-analiz, varolan bilgiyi yeni bir
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modelin tahminine dahil etmek yerine, sadece mevcut tahminleri sentezlemeyi amaglar
yani model tahmini i¢in kullanilan bir teknik degildir. Gegmiste yapilan
aragtirmalardaki onsel bilgileri kullanan Bayes analizi sayesinde aragtirmacilar yeni bir
meta-analizinin zorlu siirecini yiiritmek i¢in her birka¢ yilda bir beklemek yerine,

aragtirmalardaki bulgulari siirekli olarak giincelleyebilirler.

Ikinci olarak, bilgi iceren onseller, drnekleme hatasi varyansmndan dolay1 ¢ok fazla
belirsizlik igeren kiiciik 6rneklem arastirmasini kolaylastirmaktadir. Hipotez testlerine
yardimci olarak, bilgi i¢eren Onseller, verilerden tiiretilen olasilikla tutarli oldugunda,

¢ikarimlarda kullanilan sonsal dagilimlardaki belirsizlik (yani, varyans) azalir.

Ugiincii olarak sadece gozlenen verilerin olasiliklarmna dayanan klasik yaklasimin aksine
Bayesci yaklasim olasiliklarla birlikte onceden elde edilmis bilgileri de parametre
tahminlemesine dahil ettigi i¢in yeterli bilgi icermeyen onseller kullanildig1r durumlarda

bile parametrelerin tanmin edilmesine izin verir [3, 76].

3.4. MCMC yontemiyle Sonsal Dagilimin Olusturulmasi
Bayes yontemi sonsal dagilimi elde etmek i¢in kullanilir. Parametrelerin ve gizil
degiskenlerin tahmin islemleri, her bir model parametresinin sonsal dagilimlarindan

hesaplanan ortalamalari, tepe degerleri veya ortancalar1 olarak elde edilir [76]. Cogu

BYEM i¢in sonsal dagilim p(6|y)’yi elde etmek oldukc¢a karmasik ve zordur. Bu

nedenle karmasik dagilimlardan tiiretilen gézlemleri simiile eden ve yiiksek boyutlu

modellerle ¢alisilmasina olanak saglayan MCMC yontemleri kullanilir.

MCMC yontemlerinde, bir 6nceki drnek degerleri rasgele olarak bir Markov zinciri
olusturarak iretilir. Olusturulan zincirlerin 6rneklemleri iteratif adimlardan sonra
istenilen dagilimin 6rneklemi olarak kullanilir. Adim sayis1 arttikca 6rneklemin kalitesi

daha iyi olmaktadir.

MCMC uygulamalarinda elde edilmesi zor olan sonsal olasilik p(9|y) yerine, genelde

p (6, Q2]Y) dizerinde c¢alisilir, burada Q modeldeki gizil degiskenler kiimesidir.
p (6, 2]Y) ’den simiile edilmis gozlemler elde etmek icin MCMC yontemleri
uygulanarak p(@|Q,Y)ve p(€2]6,Y) nin tim kosullu yogunluklar1 iteratif olarak

30



kullanilir. MCMC’de en ¢ok kullanilan yontemler Metropolis- Hastings algoritmasi ve
Gibbs orneklemesidir. Bu tez ¢aligmasmda OpenBUGS ve WinBUGS programlarinda
varsayllan ve daha ¢ok tercih edilen yontem olmasindan dolayr Gibbs 6rnekleme

yontemi kullanilmistir.

3.5. Gibbs Orneklemesi

Gibbs Orneklemesi zincir degerleri {iretmede giivenilir ve esnek bir yapiya sahiptir.
Gibbs ornekleme algoritmasi ile sonsal dagilimdan cekilen 0 vektorlerinin bir 6rneklemi
elde edilir. Her bir parametre i¢cin kosullu dagilimlardan yeni bir deger benzeterek

caligir ve bu parametreler i¢in 6rneklemleri birbirinden bagimsiz olarak geker [51].

Her adimda alternatif kosullu 6rneklem olusturan Gibbs 6rneklemesinde, parametre

vektori  €=(6,...,6,), gizil degisken matrisi Q=(,..., Q))olmak iizere
oY) = (91(1)’ ,Ga(j)) ve QU :(Ql(j), .4l Qb(j)) mevecut degerlerle j. iterasyona

kadar yinelenerek sirasiyla simiile edilir.

Simiilasyon siireci asagidaki sekilde gerceklestirilmektedir:

0,9 = p(0.6,7 | ..., 0.0, Q0 Y),

0,0 - p(0,16,9 , ..., 0,9, Q0 ),
0.0  p(0:0:5Y | .., 0,25, QO ),
00— 1690, 0,0, .. 0,9)Y),

Q0 s (1000, 0,01 00Y),

QY p( QoY Q00,0 ). (3.4)
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Gibbs Orneklemesinde j. iterasyona kadar (a+b) tane adim vardwr. Her adimda 6 ve
)’daki her bir bilesen diger bilesenlerin son degerlerine gore kosullu olarak giincellenir.
Esitlik 4.4’teki denklemlerdeki tam kosullu dagilimlarin ¢ogu standart normal, gama
veya Wishart dagilimlaridir. Bu dagilimlardan gézlemleri simiile etmek oldukga basittir.

Standart olmayan kosullu dagilimlar i¢in, Metropolis-Hastings (MH) algoritmasi
kullanilabilir. Esitlik 4.4’te de uygun kosullar altinda, ((9(”, Q(j))'nin ortak dagiliminin,
yeterli sayida iterasyondan sonra istenilen sonsal dagilim [6, Q2|Y]' ye yaklastigi

(yakinsadigi) goriilmektedir [77].

Gibbs ornekleme algoritmasinda eger zincir yeteri kadar uzunsa baglangi¢ degerlerinin
etkisi olmayacagindan baslangi¢c degerlerinin se¢cimi 6nemli degildir. Ancak BYEM gibi
karmagik modellerde uzun iterasyonlar hesaplama siiresinin uzamasima neden oldugu

icin uygun baslangic degerlerinin (initial values) se¢ilmesi 6nemlidir.

3.6. Yakma Periyodu

Gibbs Orneklemesinde olusturulan Orneklemin belirlenmesi i¢in yakimsamanin
gerceklesmesi ve duraganligl saglamak adina zincirin baginda bir miktar 6rneklemin
atilmasi gerekir. Atilan bu 6rneklem ‘yakma periyodu (burn-in)’ olarak isimlendirilir.
Yakma periyodunda baslangi¢c degerinin etkisinde olan bdliimiin zincirden ¢ikartilarak

sonsal degerler lizerindeki etkisini azaltmak amaglanir [78].

3.7. Yakinsama ve Bayesci Tahminler

BYEM’de yakmsama (convergence) parametre tahminlerinin tutarliligi agisindan
olduk¢a donemlidir. Bayes tabanli simiilasyon ¢alismalarimda Markov zincirinin istenen
duranliga (belli bir degere yakinsama) yani sonsal dagilima ulasip ulasmadigin tespit
edebilmek icin cesitli yakinsama tam1 yontemleri gelistirilmistir. Bu yOntemlere;
Geweke (z test istatistigine dayali) , Heidelberger-Welch(duraganlik testi ve yari
genislik testti), Raftery- Lewis (ylizdeliklere dayali), Markov Zinciri (MC) hata

yaklasimi 6rnek verilebilir.
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Gelman ve Rubin tarafindan oransal dlgek azaltma faktorii (PSR) de parametrelerin
yakmsamasini belirlemek i¢in kullanilmistir. PSR diger yakinsama testlerindeki zincir
ici yakinsamaya degil zincirler arasmdaki yakinsamayi inceleyen bir orandir ve

asagidaki gibi hesaplanir:

é:mi_i(é.j— 9.) (3.5)
j=1

N 1 1 — = \2
W:_ZHZ( ij 70.1-) (36)

PSR = [~ 3.7)

Esitlik 3.5‘te ve 3.6°da; B zincirler aras varyans, W zincirler icl varyans, m zincir
sayisl, n iterasyon sayist , 0j I. iterasyon ve j. zincirde tahmin edilen parametre
degeridir. PSR oram1 1’e yaklastiginda parametre tahminlerinde yakinsama

goriilmektedir. PSR oranmin 1’e esit olmas1 ise miikkemmel model yakinsamasi olarak

kabul edilir [44, 45, 79].

Gibbs O6rneklemesinde istenilen degerlere yaklagsmak icin gerekli iterasyon sayisi birbiri
ardina gelen bagimsiz parametrelerin otokorelasyon, iz (trace) grafikleri ve sonsal
yogunluk fonksiyon grafiklerine bakilarak da belirlenebilir. Asagida Sekil 3.2°de
yakinsamanin saglandigi (a) ve yakinsamanin saglanamadigi (b) ornek iz (trace) grafigi

verilmistir.
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Sekil 3.2. Ornek iz Grafigi

Modelin  istatistiksel ~ tahminlemesi  daha  sonra, p(6,QlY)’den  yani

{(O(t),Q(t)):tzl,....T} ’den simiile edilen gozlemlerden elde edilen Srneklere dayal

gerceklestirilir. 8’nin Bayes tahmini ve standart hatasi sirasiyla Esitlik 3.8 ve Esitlik
3.9°daki gibi elde edilir.

n T
O=T">6", (3.8)
t=1
T ~ ~
Var (61Y)=(T-1)"> 0" -)@" -9y". (3.9)
t=1
0 iizerinden diger istatistiksel tahminler {8¥ : t = 1, ..., T}’den simiile edilen

orneklemlerden elde edilebilir. Ornegin her bir parametre igin sonsal dagilimdan %2.5,
%50 ve %97.5 yiizdelikleri %95lik sonsal giiven arahigmi verebilir. Istatistiksel analiz
icin gerekli olan iiretilecek toplam gozlem sayisi (T) sonsal dagilim sekline baghdir ve

¢ogu YEM i¢in iiretilecek 3000 gozlem sayis1 yakinsama i¢in yeterli olmaktadir [35].
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Herhangi bagimsiz Y; i¢in @; gizil degisken vektorii ve E(a)|| yi)sonsal dagilim
ortalamas1 olsun. Var(a,|y;) sonsal kovaryans matrisi ve {Q©,t =1, ..., T} olmak

lizere @, ’nin Bayes tahmini:

.
=T o (3.10)
=1

t

olarak elde edilir. Esitlik 3.10°da a),(t) , QW nm i. siitun degeridir ve @ yapisal

parametre tahminlerinde aciklanamayan degiskenler i¢in Bayes tahmini verir. Bu
nedenle klasik yaklagimdan farkli olarak Bayesci yaklasimda tahminlerin 6rnekleme

hatalar1 da hesaba katilmaktadir.
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4. SIRALI KATEGORIK VERILER ICIN ESiK DEGER
YAKLASIMI

Sosyal, egitim, tip ve davranig bilimlerinde problemlerin dogasi geregi, veriler
genellikle sirali formdaki gozlemlerle sirali kategorik degiskenlerden gelmektedir. Bu
degiskenlerin Ornekleri: likert dlgekler, tutum Glgekleri, derecelendirme Olgekleri ve

benzerleridir.

Bazi tutumlarla ilgili degerlendirme yapilmasi istenildiginde 6lgek “onaylamiyorum”,
“fikrim yok”, “onayliyorum” seklinde iken medikal bir arastirmada bir ilacin etkisine
yonelik degerlendirmede , “’kétiilesti, “ bir degisme olmadi” , “iyilesti” seklinde ya da
politik  bir arastrmada katilimcilara  diisiinceleri  soruldugunda  “kesinlikle
katilmiyorum” , “katilmiyorum” , “fikrim yok™ , “katiliyorum”, “kesinlikle katiliyorum”
seklindedir. Swrali kategorik verilerin analizinde yaygin bir yaklagim, 6lgekteki bahsi
gecen tam sayr degerlerinin normal dagilimdan c¢ekilmis siirekli veri gibi
degerlendirmeye alinmasidir. Bu yaklasimda eger gozlem degerlerine ait histogramlar
simetrik ve merkez degerlerinin frekanslar: yiiksek ise ciddi problemlere yol agmaz. Bu
da ancak 6lgeklerde genelde ortada yer alan “fikrim yok” veya “bir degisme olmadi”
seceneginin tercih edilmesi ile miimkiin olacaktir. Pek ¢cok durumda likert dlgeklerde
her iki ugta yi1gilmalar olabilir. Ornegin “kesinlikle katiliyorum (katilmiyorum)” veya
“kesinlikle katilmiyorum (katilmiyorum)” gibi. Bundan dolayi, ilgili degiskenlere ait

histogramlar ya carpiktir ya da iki tepelidir. Bu tiir sirali kategorik degiskenler icin

sanki normal dagilmis gibi davranmak hatali sonuglara yol agabilir [80].

Sirali kategorik verilerin degerlendirilmesi i¢in daha uygun sonuglar1 veren yaklagim ise
bu verileri, normal dagilimdan gelen gizil siirekli degiskenler olarak kabul etmek icin
bir esik deger tanimlanmasidir [73]. Ornegin; 4°lii likert 6lgegin (1-4) kullamldig: bir
veri setinde 1,2,3 ve 4 degerlerine karsilik gelen oranlar sirasiyla .05, .15, .30 ve .50’
olsun. Bu ornege ait kesikli verilerin sola ¢arpik oldugu Sekil 5.1 ‘de goriilmektedir.
Carpik olan bu verinin analizi i¢in esik deger yaklasimi kesikli kategorik veriyi y
normal degisken gibi diisiinmektir. y ‘nin kesin siirekli 6l¢iimleri yoktur. Fakat bunlar
gozlemlenmis sirali kategorik degisken z ile iliskilidirler. Bu iliski asagidaki gibi ifade
edilir:

o <a<a ise 2=k, k=1,2,34 (4.1)
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Sekil.4.1. Sirali Kategorik Verileler I¢in Ornek Histogram Grafigi

Esitlik 4.1°de k, z ile iliskili kategori sayismi; &, ; ve «,, vy ile iliskili esik degerlerini
gosterir. Burada; a,, &, ve a; esik degerler olmak lizere o<, <, <oy <o dir.

a,— a, farki @;— @, farkindan farkli olabilirken esit olmayan dlgeklere izin verilir.

Bundan dolayi, esik deger yaklasimi esnek modellemeye izin verir. Boylece Sekil
4.1°deki histogram uygun esik degerleri ile Sekil.4.2’deki gibi normal N(0,1) dagilabilir
[71].

0,30

|
@=1,65 0,=0,84 a3=00 o, =0

_oo:aO

Sekil.4.2. Esik Deger Yaklagimi1 Altindaki Normal Dagilim Grafigi

Istatistiksel sonuglarin daha iyi yorumlanmasi i¢in her bir degiskenin derecesi ayni
olacak sekilde sabit esiklerin degerlerini belirlemek avantajlidir. Ortak bir yontem,

gozlenen frekanslar1 ve standart normal dagilimi kullanmaktir [67, 69, 73].
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Swrali kategorik veri Z i¢in esik deger belirleme gosterimi Esitlik 5.2° de verilmistir
s Nr
a =D (ZW) k = dizey sayisi 4.2)
=1

Esitlik 4.2’de @ ifadesi standart normal dagilim fonksiyonunun N[0,1] tersi, Nr,

r’inci kategorisindeki vaka (durum) sayist ve N, toplam vakalarin sayisidir. Burada,
y'nin normal dagildigi varsayilmaktadir. Dolayisiyla Y =(yl,y2,..yn)<;ok degiskenli

normal dagilimi elde edilmis olur. Bayes yOntemi sonsal dagilim tiiretmek icin

kullanilmaktadir.

Bayesci yaklagim altinda, sirasiyla siirekli ve sirali kategorik matrisler X = (Xl, X, .. .Xn)
ve Z=(2,2,.2,); gizil siirekli olgiimlerin matrisi Y =(Y,, ¥,...Y,) Ve gizil
degiskenlerin matrisi Q= (@, ®, ®,)olsun. Bayesci yaklasimda sirali kategorik

degiskenlerin ele alinmasindaki temel amag calismada daha 6nce de vurgulandigi lizere
gizil siirekli olgtimleri (Y,Q) kayip veri gibi ele almak ve bunlar1 sonsal analizde

gozlenen verilerle [X,Z] giiglendirmektir. Bu veri biiyiitme stratejisini kullanarak, tam
veri kiimesine dayanan model, sirali kategorik degiskenler icin de siirekli degiskenlere
sahip olmus olur [73]. Esik deger yaklasimi1 parametrelerin kolayca yorumlanmasini da
saglayarak onlar1 ortak bir normal dagilimla iliskilendirir. Burada unutulmamalidir ki
gecici tamsayr degerleri (k=1,2,3,4) sadece kategoriyi temsil etmek i¢in kullanilir.

Istatistiksel analizde asil bu degerlerin frekanslarinmn énemli olmasidir [67].

Q‘nin  ortak Bayesci tahminleri, bilinmeyen esik degerler o =a,...,q, ve
DO,A Ao, W,0 ve YW Slerdeki bilinmeyen parametre vektorlerini igeren 6 Yyapisal
parametre vektorii, Boliim 3.5’te anlatildigi gibi Gibbs Ornekleme yontemi ile elde
edilecektir. Baslangic degerleri a?, 09, Q9 ve YO ile baslayip yine j. iterasyona
kadar devam eder. Déngiiniin sonunda ortak sonsal dagilimdan &, 699, QU™ ve

Y U jiretilerek orneklemler elde edilir.
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5. YAPISAL ESIiTLiK MODELINDE BAYESCi YAKLASIMIN
KLASIK YAKLASIMA GORE AVANTAJLARI

a) Olasihk ve Onsel Bilgi Kullanimi
Klasik yaklagim varsayimlara dayali gergeklesir ve miimkiin tim rassal Orneklere

uygulanir. Bayesci yaklasim ise olasiliklara dayalidir. Bayesci yaklasim baslangig
varsayimlar1 yerine gerekli bilgiyi onsel bilgiler yardimiyla saglayarak daha iyi model
uyumu elde eder [29]. Ciinkii 6nsel bilgilerin kullanilmasi hem model hatalarini azaltir
hem de onceki bulgular1 yeni verilerle birlestirdigi i¢in bilginin giincellenmesini de

saglamis olur [5, 81].

b) Asimptotik Ozellikler
Bayes Devrimi’ne [82] kadar tiim tahmin teknikleri asimptotik 6zellige dayali normallik

varsayimi altinda ve biiyiik 6rneklem calismalarinda gegerli olan ¢aligmalar i¢in uygun
bulunmustur. Yapilan c¢alismalar istatistiksel Ozelliklerin daha kiigiik Orneklem
biiyiikliikleri igin uygun olmadigini gostermistir [49]. BYEM asimptotik ¢ikarima
dayal1 olmadigindan sonsal dagilimm normal yaklasimlar1 yoktur. Bu nedenle

parametre tahminleri ve model uyumu hakkinda daha fazla sey 6grenilebilir [39].

c) Parametrelerin Ortak Dagilimi
Klasik yaklasimda bilinmeyen parametrelerin sabit olarak kabul edilmesine karsin

Bayesci yaklasim bilinmeyen parametreleri rasgele degisken olarak tanimlar.
Dolayisiyla Bayesci yaklasim, gergekte gdzlemlenen veriler goz Oniine alindiginda,
parametre degerleri hakkinda neyin elde edilebilecegini belirler. Bayes analizi, yeni
veriler geldikge, parametre degerleri arasinda gilivenilirligi yeniden saglamanin

matematiksel olarak normatif yoludur.

d) Karmasik Modelleri Test Etme Yetenegi
Klasik yaklasimda, karmasik modellerde ¢ogu zaman yeni verilerin parametre

tahminleri ve parametrelerdeki giiven araliklar1 igin p degeri elde etmek zordur. Bayesci
yaklagim ise bir modeli farkli veri yapilarma uyarlama esnekligi sayesinde ¢ikarim

yonteminde degisiklik olmadan dagilimlar.
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e) Kiiciik Ornek Boyutlarinda Uygulanabilirligi

Klasik yaklasimda olasiliklar veriye degil parametrelere verildiginden Ornek
tahminlerindeki belirsizlik, artan 6rnek biiyiikliiklerinin bir fonksiyonu olarak azaltilir.
Kiigiik 6rneklemlerde sifir hipotezini reddetmek igin ¢ok biiyiikk olan p degerleri ve
giiven araliklar1 belirsizlik yaratir. Bu durum, arastirmacilar tam olarak tahmin ettigi
seyl bulmus olsalar bile hipotezlerini desteklemedikleri anlamina gelir. Buna karsin
Bayesci yaklasimda MCMC’nin normallik varsayimi gerektirmemesi ve tahminlemede
tam sonsal dagilimlarin bilinmeyen model parametrelerinin herhangi bir
fonksiyonundan elde edilebilmesi kiigiik 6rneklemlerle ¢alisiimasimi mimkiin kilmistir.

Lee ve Song [4], ECO tahminiyle 6rneklem biiyiikliigiiniin parametre sayisinin en az
dort veya bes kat1 olmasi gerektigini, ancak Bayesci yaklagim kullanildigi zaman bu
oranin parametre sayisiin iki veya li¢ katma diistiigii bir simiilasyon c¢alismasinda
gosterilmistir. Ayrica Hox ve arkadaslar1 [56], ¢ok boyutlu tasarimlarda ECO tahmini
kullanildiginda en az elli kiimenin olmas1 gerektigini Bayes tahmini i¢in bu sayimin
yirmi oldugunu gostermistir. Bu iki ¢alisma i¢in de siibjektif onseller belirtildiginde

orneklem azaltmadaki avantajlar belirtilmistir [80].

f) Coklu Karsilastirmalarin Yapilabilmesi
Klasik yaklagimla yapilan analizlerde temel karar kriteri I.tip hata oramidir. Yani sifir

hipotezinin dogruyken yanliglikla reddedilme olasilig1 %5 veya %1 gibi bir deger olarak
belirlenir. Bu karar kriteri birden fazla testin oldugu durumlar i¢in uygulanirken yeni bir
problem ortaya ¢ikarir. Cilinkii her karsilastirma I.tip hata i¢in firsat yaratmaktadir. Bu
durumda her bir karsilastirma icin istatistiksel olarak anlamli kabul edilen farkliliklar
icin gozlenen degerlere bagl olarak daha kiiciik p degerleri elde edilerek diizeltilir.
Ancak bu durum bilimsel anlamda siipheli bir uygulamadir. iki grubun
karsilastirmasindaki farki ele alacak olursak arastrmacmin bu konuda ilgisiz olup
sadece birka¢ karsilagtrma yapmasmna ya da konuyla fazlaca ilgili olup pek cok

karsilastirma yapmasina dayanarak hipotezini kabul ya da reddedebilir.

Bayesci yaklasimda p degerlerine bagli karar verilmedigi i¢in arastirmacmin yapmak
isteyebilecegi veya yapamayacagi kiyaslamalarin ve bunlarin kagmdan etkilenecegi
durumlarin olugsmas1 s6z konusu degildir. Bunun yerine, giivenilir parametre

degerlerinin dagilimi, sadece veri ve modelin yapisi tarafindan belirlenir.
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Bayes yontemleri bir modelin yapisinda rasyonel kisitlamalar icerebilir, boylece farkl
gruplardan gelen veriler birbirlerinin tahminlerini karsilikli olarak bilgilendirir ve

disarida kalan tahminlerin sinirlarini daraltir [75].

g) Giiven Arahklarinin Olusturulmasi
Klasik yaklasim belirli bir parametre ile ilgili bir 6zelligi belirtmez; bunun yerine sifir

hipotezi altindaki olgularin kitleden ¢ok sayida tekrarlanan Ornekler boyunca dogru
parametrenin %95 giiven araliginda kalacagi varsayimma dayanir [39]. Bayesci
yaklagim, klasik yaklasimin “gliven aralig1i” (confidence interval) tanimlamas yerine,
“giivenilir aralik” (credible interval) , “Bayesci aralik” (Bayesian interval) veya “inang
aralig1”’(persuation/assurance) tanimlamalarmni kullanir. Clinkii klasik yaklagimda aralik
tahminleri 1lgili parametreyi icerme olasilig1 iizerinden yorumlanirken Bayesci
yaklagimda, ilgili parametrenin belirli degerler arasinda yer alma olasilig1 ilizerinden
yorumlanir. Bu sayede Bayesci yaklagimda ilgili her bir parametrenin kendi dagilimi ve

giiven aralig1 olusturulabilir [30].

h) Model Tanimlama Esnekligi
Modelin eksik tanimlanmasi veya baslangic varsayimlarmi yerine getirmemesi
durumunda ECO yontemi ile ¢oziim elde edilemez. Bayesci yaklasim, onsel bilgi
kullanim1 sayesinde kayip degerlerin tahmin edilmesi ya da tamamlanmamis modellerin
tahmin edilmesini saglar. Ek olarak karisimli kesikli ve siirekli degiskenlere sahip
modellerde, dogrusal olmayan degiskenlerde, boylamsal verilerde, sirali kategorik
verilerde ve karmasik modellerin analizi gibi 6zel durumlarda kullanilarak giivenilir

sonugclar verir.
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6. UYGULAMA

Tez c¢aligmasinin bu bolimiinde 6grencilerin ideal bankacilik hizmetlerine iliskin
memnuniyetleri* klasik YEM ve BYEM ile analiz edilmistir. Literatiirde bankacilik
hizmet kalitesine yonelik klasik YEM analizinin uygulandigi daha dnce bir¢ok ¢alisma
yapilmistir. BYEM ile klasik YEM’i karsilastirarak Onceki c¢alismalara da katki
saglamak amaciyla SERVQUAL (Hizmet Kalite Olgiim) modeli tercih edilmistir. Tez
calismasmin diger bir amaci da sirali kategorik verilerde BYEM kullanimini géstermek
oldugundan SERVQUAL modelinde kullanilan likert o6lcek ile BYEM analizi
yapilmistir. Uygulama iki kisimdan olugmaktadir. Birinci kisimda LISREL paket
programi kullanilarak klasik YEM analizi, ikinci kistmda OpenBUGS paket programi
kullanilarak BYEM analizi yapilmis ve her iki yonteme gore modeldeki parametre

tahminleri karsilastirilmstir.

Hizmet Kalitesinin Ol¢iimii

Hizmet sektoriinde yer alan isletmeler i¢in hizmet kalitesinin gegerli ve giivenilir
Olciimii hayati 6nem arz etmektedir. SERVQUAL modeli algilanan hizmet kalitesini

Olcmek i¢in hizmetin kapsamli bir sekilde kavramsallagsmasini saglayan bir 6l¢iim
modelidir [83].

Giiniimiizde hizmet sektoriindeki en 6nemli kurumlardan olan bankalarmn bu rekabet
ortaminda uzun siire var olabilmeleri i¢cin sunduklar1 hizmet kalitesi ¢ok onemlidir ve

hizmet kalitesi bankacilik sektoriinde miisteri memnuniyeti ile iliskilendirilmistir [84].

Hizmet kalitesinin Ol¢iimii ilk olarak 1985 yilinda Parasuman, Zeithaml ve Berry
tarafindan ABD’de gelistirilmistir ve arastirmacilar tarafindan 6l¢egin her sektorde
hizmet kalitesinin boyutlar1 ile uygulanabilir oldugu yaptiklar1 ¢alismalarla
gosterilmistir [85]. Yapilan ilk ¢aligmalarda on alt boyuttan olusan 6lgiim modeli
sonrasinda arastirmacilar tarafindan bes alt boyuta indirgenerek SERVQUAL adini

verdikleri hizmet kalitesini 6lcen bir 6l¢ciim yontemi olmustur.

*Cahigmada kullanilan veriler Prof.Dr.Veysel Yilmaz’in (Eskisehir Osmangazi Universitesi, Istatistik
Anabilim Dal1) izni ile alinmustir.
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Olg¢iim modelinde yer alan hizmet kalitesine ait bu bes boyut soyledir:

1-Fiziki Goriiniim (A): Hizmet alinan isletmeye dair fiziki 6zelliklerdir (Binanin
yapisi, konumu, arag-gereg, personelin gériiniimii vs).

2-Giivenilirlik (B): Sunulan hizmetlerin dogrulugu ve séz verilen zamanda hizmeti
gerceklestirme yetenegidir.

3-Heveslilik (C): Misterilere hizli yardim etme istekliligidir.

4-Giivence (D): isletme ¢alisanlarmm bilgili ve nazik olmalari, miisterinin ¢alisanlara
giiven duymasinin saglanmasidir.

5-Erisilebilirlik (F): Miisterilerin isletmeye hem konum olarak hem de telefon, internet

ve e-posta yoluyla kolayca ulasabilmesidir.

Bankacilik sektoriinde giiniimiizde subesiz bankacilik hizmeti de 6nemli hale gelmistir.
Orneklem grubunu olusturan 6grencilerin genelde iiniversite yerleskesindeki ATM
(Automated Teller Machine, bankomat) hizmetlerini kullanmalarindan dolay1 ¢alismaya
ATM (E) hizmet boyutu (ATM sayisinin yeterliligi ve ATM’ye ulasim kolayligi) da
eklenmistir [85].

6.1. Arastirma Modeli ve Hipotezler

Calismadaki arastirma modeli, bankalarin sundugu hizmetler ile 6grencilerin bu
bankalara olan memnuniyetleri arasindaki iliskiyi gostermek amaciyla SERVQUAL’de
hizmet boyutlarina goére olusturulmus bir modeldir. Sekil 6.1 ‘de arastirma modeli

verilmistir.

Sekil 6.1. Arastirma Modeli
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M-Memnuniyet olmak iizere ¢aligmada yer alan alternatif hipotezler asagida verilmistir:

Hj: Bankaya duyulan giivence arttik¢a, miisterilerin bankadan duyduklart memnuniyet
artar.

Hp: Bankanin miisteriler i¢in sundugu hizmetlerindeki hevesliligi arttik¢a miisterilerin
bankadan duyduklart memnuniyet artar.

H.: Bankanin miisteriler i¢in sundugu hizmetlerindeki giivenirlilik arttik¢a miisterilerin
bankadan duyduklart memnuniyet artar.

Hp: Bankanin fiziki goriinlimdeki Ozellikleri arttikga miisterilerin bankaya duyduklari
memnuniyet artar.

HEg: Bankanmm miisteriye sundugu ATM hizmetleri arttikga miisterilerin bankadan
duyduklart memnuniyet artar.

Hr: Bankaya olan erisilebilirlik arttikga miisterilerin bankadan duyduklari memnuniyet

artar.

6.2. Modelin Matematiksel Ifadesi

Bu tez caligmasinda 6nerilen SERVQUAL Modeli bir i¢sel gizil degisken (M ve q1=1)
ve li¢ digsal gizil degiskenden (A,D,F ve q2=3) olusmaktadir. Modelde igsel gizil
degiskenler icin toplam gozlenen degisken sayist (M1,M2,M3) r=3, dissal gizil
degiskenler i¢in toplam go6zlenen degisken sayist1 (Al1,A2,A3,D1,D2,D3,F1,F2,F3)

s=9’dur.

Calismada onerilen YEM’e iligkin yapisal modelin matris gosterimi ve yapisal modele

iligkin esitlikler sirasiyla Esitlik 6.1 ve Esitli 6.2 ‘de verilmistir.

Sa

[UM]: [O] [UM]"' [7MA 7 mp VMF] o +[5M] 6.1)
e

MM =YMA* Ear YMD * Ep+ YMF+EF + Om (6.2)
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Arastirma modeline ait yapisal model Esitlik 2.4 teki gosterime gore ifade edildiginde,
n: 1x1 boyutlu icsel gizil degisken vektorii, IT: 1x1 boyutlu igsel gizil degiskenler
arasindaki etkiyi gosteren yapisal parametre (iliski katsayilar1) matrisi, I': 1x3 boyutlu
icsel ve digsal gizil degiskenler arasindaki nedensellik iligkisini gosteren regresyon
katsayilar1 matrisi, & 3x1 boyutlu digsal gizil degisken vektorii ve 6: 1x1 boyutlu gizil

degiskenlere ait hata vektoriidiir.

YEM’de igsel gizil degiskenlere ait 6lciim modeli Esitlik 2.2‘deki gdsterime gore ifade
edildiginde X1:3x1 boyutlu igsel gizil degiskenlerin vektorii, Aj- 3x1 boyutlu igsel gizil
degiskenlerin faktor yiikleri matrisi, & : 3X1 boyutlu gozlenen degiskenlerin Slgiim

hatalarinin rasgele vektorleridir.

Calismada onerilen YEM’e iligskin i¢sel gizil degiskenlerin 6lgtim modeline ait matris

gosterimi Esitlik 6.3°te verilmistir.

Xim1 A Eu1
Ximaz |= | Amz [77w|]+ VP!
Xim3 A Ems (6.3)

YEM’de digsal gizil degiskenlere ait 6l¢iim modeli Esitlik 2.3‘e gore ifade edildiginde
X2:9x1 boyutlu digsal gizil degiskenlerin vektori, A, 9x3 boyutlu igsel gizil
degiskenlerin faktor yiikleri matrisi, £:3x1 boyutlu dissal gizil degiskenler vektorti,

& 2 :3x1 boyutlu gézlenen degiskenlerin 6l¢iim hatalarinin raslant1 vektorleridir.

Calismada onerilen YEM’e iligkin digsal gizil degiskenlerin 6l¢iim modeline ait matris

gosterimi Esitlik 6.4’te verilmistir.
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Xom A O 0 NI
Xon2 Ao 0 0 €n2
Xon3 Apg 0 0 Ens
Xop1 0 4y O Sa €p1
Xp2 |=| 0 Ap, 0 $o | T €2
X2p3 0 Ay O e €p3
Xor1 0 0 4y €r1
XoF2 0 0 A, €k
| Xrs] L O 0 Ay L €F3 ] (6.4)

ECO tahmin yontemi ile yapilan analizde LISREL paket programi kullanilarak
oncelikle DFA ile 6l¢iim modelinin uyumu degerlendirilmis sonrasinda yapisal model

olusturularak YEM analizi yapilmistir.

6.3. Orneklem

Calismanin &rneklemini Eskisehir Osmangazi Universitesi Iktisadi ve idari Bilimler
Fakiiltesi (IIBF) 6grencilerinden rassal olarak secilen anket calismasina katilan 441 kisi
olusturmustur. Veri toplama araci olarak {iniversite 6grencilerinin miisterisi oldugu
bankalar hakkinda memnuniyetlerini arastrmak icin kullanilan “Banka Miisteri
Memnuniyeti” anket formu kullanilmistir. Hizmet boyutlarina ait tutum ifadeleri Ek
1’de verilmistir. Anket formunda 5°1i likert tipi 6lgek (1-Kesinlikle Katilmiyorum, 2-
Katilmiyorum, 3- Kismen Katiliyorum/Katilmiyorum, 4-Katiliyorum, 5-Kesinlikle
Katiliyorum) kullanilmistir.  Ornekleme ait betimsel istatistikler Cizelge 6.1°de

verilmistir.
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Cizelge 6.1. Ornekleme Ait Betimsel Istatistikler

Demografik Bilgiler Siklik(n) Yiizde(%)
Cinsiyet

Kadm 254 57,6
Erkek 187 42,4
Stif

1 94 21,3
2 79 17,9
3 89 20,2
4 179 40,6
Béliim

Tktisat 85 19,3
Isletme 134 30,4
Maliye 96 21,8
Uluslararas: iliskiler 71 16,1
Siyaset Bilimi ve Kamu Y&netimi 55 12,5

Aylik Ortalama Harcama Miktar

500 TL’den az 50 11,3
500-750 TL 109 24,7
750-1000 TL 134 30,4
1000 TL’den fazla 148 33,6
Ailenin Ekonomik Durumu

Cok kotii 5 1,1
Koti 10 2,3
Orta 210 47,6
fyi 174 39,5
Cok iyi 42 9,5
En ¢ok tercih edilen bankalar

Ziraat Bankasi 149 33,8
Is Bankasi 93 21,1
Yap1 Kredi 40 9,1
Garanti 39 8,8
Vakifbank 17 3,9
Akbank 36 8,2
Halk Bankasi 12 2,7
Diger 55 12,5
TOPLAM 441 100

Cizelge 6.1°de goriildiigii gibi Ogrencilerin  %57,6’s1 kadin  %42,4°i  erkektir.
Ogrencilerin %21,3%ii 1. smif, %17,9’u 2. smuf, %20,2’si 3. smif ve %40,6’s1 4. siif
olmak iizere %19,3’1 iktisat boliimiinde, %30,4°1 isletme boliimiinde, %21,8’1 maliye
boliimiinde, %16,1°1 uluslararasi iligkiler boliimiinde, %12,5’1 de siyaset bilimi ve kamu
yonetimi boliimiinde okumaktadir. Ogrencilerin bankacilik hizmetlerinden en gok
yararlandiklar1 bankalar ise sirasiyla %33,8 Ziraat Bankasi, %21,1 Is Bankasi, %9,1
Yap1 Kredi Bankasi, %8,8 Garanti Bankasi, %3,9 Vakifbank, %8,2 Akbank ve %2,7 ile
Halk Bankasidir. Ogrencilerin %12,5i diger bankalar1 tercih etmektedirler.
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6.4. Klasik Yapisal Esitlik Model Analizi

6.4.1. Olciim Modeli

Calismanm bu boliimiinde LISREL paket programi kullanilarak ECO tahmin yontemi
ile oncelikle 6lgiim modeli belirlenmistir. DFA ile ¢ikan sonuglarda 6lgiim modeli
uyumunun saglandigi goriilmiis ve sonrasinda yapisal model incelenmistir. Caligmada
kullanilan klasik yontemlerden ECO tahmin yonteminin hizmet kalitesi 6l¢iim modeli

(uyum Glgititleri) Cizelge 6.2’te verilmistir.

Cizelge 6.2. Model Uyum Olgiitleri

X2 NFI CFI
321,53 0,98 0,99

X?/sd
1,92

GFI
0,93

AGFI
0,91

RMSEA
0,046

Cizelge 6.2’deki 6lgiim modeline ait uyum Olgiitleri, Cizelge 2.2‘de verilen kabul
edilebilir uyum 6l¢iitlerine gore karsilastirildiginda;

0,95<NFI:0,98 (iyi uyum), 0,97<CFI:0,99 (iyi uyum), 0,90<GFI:0,93 (kabul edilebilir
uyum) 0,90<AGFI:0,91 (iyi uyum), RMSEA:0,046<0,05 (iyi uyum), X%sd:1,92<2,00
(iyt uyum) oldugundan hizmet kalitesi 6l¢iim modeline ait uyum olgiitlerinin yeterli

diizeyde oldugunu ve boyutlara ait yap1 gecerliligini sagladigini sdyleyebiliriz.

Olgiim modelinin ayirt edici gecerliligi icin hesaplanan ayirt edici gegerlilik (AVE)

degerleri Cizelge 6.3’te verilmistir.

Cizelge 6.3. Ayt Edici Gegerlilik

Yapilar 1 2 3 4 5 6 7
1. A 0,74
2.B 0,77 0,71
3.C 0,68 0,79 0,70
4.D 0,58 0,64 0,75 0,71
5 E 0,51 0,55 0,63 0,76 0,76
6. F 0,63 0,70 0,73 0,70 0,85 0,75
7. M 0,60 0,60 0,66 0,63 0,53 0,64 0,81
AVE 0,54 0,51 0,49 0,50 0,57 0,56 0,65
(p<0,01)

Cizelge 6.3’te korelasyonlar arasindaki kosegen elemanlar AVE’nin karekokiidiir.
Olgiim modelindeki aymt edici gegerlilik her bir yapiya ait AVE’nin karekokii

degerlerinin diger yapilarla olan korelasyonlarina bakilarak degerlendirilir. Eger
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karsilastirmada AVE karekok degerleri biiyilik ise ayirt edici gegerlilik saglanmig olur.
Cizelge 6.3’te goriildiigii tizere, AVE’nin karekokii tiim yapilar i¢in korelasyonlarina

oldukg¢a yakindir ve ayirt edici gecerlilik saglanmistir.[86, 87].

6.4.2. Yapisal Model

Olgiim modeli icin ayirt edici gegerliligin saglanmasindan sonra ECO tahmin ydntemi
ile parametre tahminleri i¢in yapisal model degerlendirilmistir. Yapisal modelin uyum
oOlgtitler: 0,95<NFI:0,98 (iyt uyum), 0,97<CFI:0,99 (iyi uyum), 0,90<GFI:0,93 (kabul
edilebilir uyum), 0,90<AGFI:0,91 (iyi uyum), RMSEA:0,046<0,05 (iyi uyum),
X?/5d:1,92<2,00 (iy1 uyum) oldugundan kurulan modelin oldukga gii¢lii oldugunu ve

model uyumunun saglandigini s6yleyebiliriz.
Arastirma modelindeki parametrelerin anlamliligr i¢in klasik YEM sonuglar1 Cizelge

6.4‘te, yapisal modelin path diyagramlar1 Sekil 6.2 ve Sekil 6.3°te, hipotez testi

sonuglar1 ve modele ait yapisal denklem Cizelge 6.5’te verilmistir.
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Cizelge 6.4. Arastirma Modeli Icin YEM Sonuglari

Faktorler/Maddeler Psatl%nrg:t'::e t-degeri Stagc::rt R?
Tahminleri (A
Faktor A: GUVENCE (CA:0,78; YG:0,78; Aciklanan Varyans:0,54)
Al 0,75 16,78* 0,44 0,56
A2 0,77 17,45* 0,41 0,59
A3 0,69 15,21* 0,52 0,48
Faktor B: HEVESLILIK (CA:0,76; YG:0,76; Aciklanan Varyans:0,51)
Bl 0,7 15,37* 0,51 0,49
B2 0,72 15,94* 0,48 0,52
B3 0,72 16,02* 0,48 0,52
Faktor C: GUVENILIRLIK (CA: 0,73; YG:0,74; Aciklanan Varyans:0,49)
C1 0,66 14,16* 0,56 0,44
C2 0,74 16,35* 0,45 0,55
C3 0,69 15,01* 0,52 0,48
Faktor D: FIZIKI GORUNUM (CA:0,75; YG:0,75; Aciklanan Varyans:0,50)
D1 0,68 14,74* 0,54 0,46
D2 0,71 15,54* 0,5 0,5
D3 0,73 16,28* 0,47 0,53
Faktor E: ATM (CA:0,80; YG:0,80; Aciklanan Varyans:0,57 )
El 0,69 15,44* 0,52 0,48
E2 0,79 18,62* 0,38 0,62
E3 0,79 18,51* 0,38 0,62

Faktor F: ERISILEBILIRLIK (CA: 0,79; YG:0,79; Aciklanan Varyans:0,56 )

F1 0,76 17,81* 0,42 0,58

F2 0,76 17,66* 0,42 0,58

F3 0,73 16,62* 0,47 0,53
Faktor M: Memnuniyet (CA:0,85; YG:0,85; Aciklanan Varyans:0,65)

M1 0,82 - 0,33 0,67

M2 0,78 17,16* 0,39 0,61

M3 0,82 18,00* 0,33 0,67

CA: Cronbach Alpha, YG: Yap1 Gegerliligi , *p<0,01
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d£=168

Chi-Squaze=3

21.53,

¢ P-wvalue=0_00000,

Ml [=o0_32
M2 —-0.z8
M3 -—0_3z

RHM3ER=0.046

Sekil 6.2. Yapisal Modelin Standartlastirilmig Parametre Tahmin Degerleri Path
Diyagrami (LISREL Ciktis1)

78
~
7,435
2L
15.37
15.84
0z—— 2.

Chi-Squaze=3

21.53, d£=le€8,

M1 [*10_12
1€

M2 1108

M3 o =1

P-valu==0.00000, RM3EA=D.04€

Sekil 6.3. Yapisal Modele Ait Standartlagtirilmig t Degerlerinin Path Diyagrami
(LISREL Ciktis1)

51



Sekil 6.3’te LISREL ciktisinda standartlagtirilmis parametre tahminlerine ait path
katsayilarmin t degerleri verilmistir. Anlamsiz olan t degerleri kirmizi renkte

belirtilmistir.

Cizelge 6.5. Hipotezler ve Sonuclari

Standartlastirilns
Hipotezler Parametre t-degeri Sonu¢
Tahminleri
Ha- Giivence(4) 2 Memnuniyet 0.20 2.16 Desteklendi
Hg: Heveslilik(B) 2 Memnuniyet -0,06 -0.42 Desteklenmedi
Hc: Giivenilirlik(C) 2 Memnuniyet 0.21 1.52 Desteklenmedi
Hp: Fiziki Goriintim(D) 2 Memnuniyet 0.31 241 Desteklendi
He : ATM (E) - Memnuniyet -0,25 -1.41 Desteklenmedi
He: Erisilebilirlik (F) 2 Memnuniyet 0.40 2.20 Desteklendi
M= 0.20&a + 0.31&p + 0.40E- + 0.46 (R°=0.54)

*p<0.01

Cizelge 6.5 ve Sekil 6.3 incelendiginde Hg, Hc ve He hipotezlerinin desteklenmedigi
Ha, Hpo ve He hipotezlerinin %1 anlamlilik diizeyinde istatistiksel olarak desteklendigi
goriilmektedir. Diger bir ifade ile Giivence, Fiziki Goriiniim, Erisilebilirlik gizil
degiskenlerinin, Memnuniyet gizil degiskenini pozitif yonde etkiledigi goriilmektedir.
Bankalarin Giivence (A) hizmet boyutundaki bir birimlik artis bankadan duyulan
memnuniyeti 0,20 birim, Fiziki Goriiniim (D) hizmet boyutundaki bir birimlik artig
bankadan duyulan memnuniyeti 0,31 birim, Erisilebilirlik (F) hizmet boyutundaki bir

birimlik artis ise bankadan duyulan memnuniyeti 0,40 birim artrmaktadir.
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6.5.Bayesci Yapisal Esitlik Model Analizi

Calismanin bu bolimiinde sirali kategorik veriler icin BYEM analizi ayrintili bir sekilde
verilmistir. Bayesci yOntemlerde hesaplama acisindan karsilasilan  giicliiklerin
iistesinden gelerek hem zaman hem de maliyet agisindan fayda saglayan OpenBUGS
paket programi lizerinden uygulama adimlari anlatilarak SERVQUAL arastirma

modelimiz yeniden tanimlanmaistir.

Literatiirdeki BYEM ¢alismalarmin ¢ogu WinBUGS paket programi yardimiyla
uygulanmis olsa da son yillarda WinBUGS’in gelistirilmis versiyonu olan ve
kullaniciya daha fazla esneklik saglayan OpenBUGS paket programi Bayesci

tahminlemede arastirmacilar tarafindan daha fazla tercih edilmeye baslanmistir.

BUGS (Bayesian inference Using Gibbs Sampling, Gibbs 6rnekleyici kullanarak Bayes
Cikarimi) projesi 1990’larm basnda Cambridge Universitesi MRC Biyoistatistik
Boliimiinde yapay zeka c¢alismalarindan dogmustur. BUGS i iki ana siiriimii
bulunmaktadir; WinBUGS ve OpenBUGS. 1990’larin ortalarinda Windows isletim
sisteminde calisgan WinBUGS tanitilmis ve Bayesci modelleme i¢in yaygm olarak
benimsenen bir yazilim olmustur. 2004 yilinda hesaplama kapasitesinin gelistirilmesi ile
WinBUGS’da  olmayan baz1  Ozellikler eklenerek  OpenBUGS  versiyonu
olusturulmustur. OpenBUGS, hem Windows hem de Linux isletim sisteminde
calismakla birlikte programlama adimlarinin daha kolay yiiriitiilmesini saglamstir.
Aralarmda ¢ok biiyiik farkliliklar olmamakla birlikte OpenBUGS’ 1n agik erigimli olmasi
ve R programina entegre ¢alisabilmesi WinBUGS’a gore arastirmacilara daha fazla

esneklik saglamaktadir [88].

6.5.1. Esik Degerlerin Hesaplanmasi

Calismanin bu boliimiinde, Boliim 5’te ayrintili olarak anlatilmis olan sirali kategorik
veriler i¢in esik deger yaklagimi ile Onsel bilgi elde edilmistir. Bu yontemin tercih
edilmesindeki amag gizil siirekli dl¢climleri gozlenen verilerle giiclendirmektir. Boylece
sirali kategorik veriler i¢cin hesaplanan esik degerleri ile Bayesci yontemde tam veri
kiimesine dayanan, ortak normal dagilimla iliskilendirilmis model elde edilecektir. Bu
sebeple BYEM analizine baslamadan 6nce ¢alismadaki SERVQUAL’de yer alan 21
soruya iliskin esik degerleri olusturulmustur. Esik degerlerinin hesaplanmasi ti¢ adimda

gerceklesmistir. Birinci adimda sorulara verilen yanitlarn siklik  dagilimlar:
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olusturulmus, ikinci adimda 6lgek kategorilerinin ylizde oranlari hesaplanmistir. Son
adimda ise yiizdelik oranlar iizerinden kiimiilatif normal dagilimin tersinden ¢aligmada
kullanilan 5°li likert Olgekteki kategori sayisinin bir eksigi kadar esik degerleri
hesaplanmistir. Esik degerlerinin hesaplama adimlar1 Cizelge 6.6, Cizelge 6.7 ve
Cizelge 6.8’de verilmistir.

Cizelge 6.6. Verilerin Siklik Dagilimlar1

VERILERIN FREKANS DAGILIMLARI
SERVQUAL
Anket 1 2 3 4 5
Sorular
M1 4 29 167 175 66
M2 5 38 183 156 59
M3 5 23 157 175 81
Al 3 24 192 186 36
A2 1 39 175 198 28
A3 2 27 151 224 37
B1 2 42 159 196 42
B2 5 23 165 186 62
B3 4 29 168 189 51
C1 7 25 144 195 70
C2 5 23 168 190 55
C3 6 19 156 210 50
D1 5 20 148 204 64
D2 5 23 151 207 55
D3 2 26 167 181 65
El 7 24 164 186 60
E2 6 21 145 207 62
E3 7 27 140 204 63
F1 6 22 147 210 56
F2 2 26 156 204 53
F3 3 26 176 182 54
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Cizelge 6.7. Verilerin Yiizdelik Dagilimlar1

VERILERIN YUZDELIK DAGILIMLARI
SERVQUAL
Anket 1 2 3 4 5
Sorulari

M1 0,00907 | 0,06576 | 0,378685 | 0,396825 | 0,14966
M2 0,011338 | 0,086168 | 0,414966 | 0,353741 | 0,133787
M3 0,011338 | 0,052154 | 0,356009 | 0,396825 | 0,183673
AL 0,006803 | 0,054422 | 0,435374 | 0,421769 | 0,081633
A2 0,002268 | 0,088435 | 0,396825 | 0,44898 | 0,063492
A3 0,004535 | 0,061224 | 0,342404 | 0507937 | 0,0839

B1 0,004535 | 0,095238 | 0,360544 | 0,444444 | 0,095238
B2 0,011338 | 0,052154 | 0,37415 | 0,421769 | 0,14059
B3 0,00907 | 0,06576 | 0,380952 | 0,428571 | 0,115646
ci 0,015873 | 0,056689 | 0,326531 | 0,442177 | 0,15873
o 0,011338 | 0,052154 | 0,380952 | 0,430839 | 0,124717
c3 0,013605 | 0,043084 | 0,353741 | 0,47619 | 0,113379
- 0,011338 | 0,045351 | 0,335601 | 0,462585 | 0,145125
D2 0,011338 | 0,052154 | 0,342404 | 0,469388 | 0,124717
- 0,004535 | 0,058957 | 0,378685 | 0,410431 | 0,147392
1l 0,015873 | 0,054422 | 0,371882 | 0,421769 | 0,136054
£ 0,013605 | 0,047619 | 0,328798 | 0,469388 | 0,14059
E3 0,015873 | 0,061224 | 0,31746 | 0,462585 | 0,142857
1 0,013605 | 0,049887 | 0,333333 | 0,47619 | 0,126984
> 0,004535 | 0,058957 | 0,353741 | 0,462585 | 0,120181
F3 0,006803 | 0,058957 | 0,399093 | 0,412698 | 0,122449

Son adima gegerken esik degerler, Microsoft Excel yardimi ile NORMTERS

fonksiyonu kullanilarak yilizdelik oranlar {izerinden kiimiilatif normal dagilimmn

. A NP
tersiile (o, =@ 1(ZW) ,k = diizey sayis1 ) elde edilmistir.

r=1
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Cizelge 6.8. Verilerin Esik Degerleri

VERILERIN ESiK(THRESHOLD) DEGERLERI
thl th2 th3 th4
M1 -2,3627 | -1,4407 | -0,1168 | 1,03789
M2 -2,2789 | -1,2959 | 0,03127 | 1,10867
M3 -2,2789 | -1,5261 | -0,2032 | 0,90145
Al -2,4675 | -1,5446 | -0,0085 | 1,39417
A2 -2,8383 | -1,3364 | -0,0313 | 1,5261
A3 -2,6094 | -1,5081 | -0,2323 | 1,37931
B1 -2,6094 | -1,2828 | -0,0996 | 1,30917
B2 -2,2789 | -15261 | -0,157 | 1,07767
B3 -2,3627 | -1,4407 | -0,1111 | 1,19704
C1 -2,1476 | -1,457 | -0,2557 | 0,99969
C2 -2,2789 | -15261 | -0,1397 | 1,15173
C3 -2,2085 | -1,5832 | -0,2264 | 1,20875
D1 -2,2789 | -15832 | -0,2734 | 1,05757
D2 -2,2789 | -15261 | -0,2381 | 1,15173
D3 -2,6094 | -15261 | -0,1455 | 1,04768
E1 -2,1476 | -1,4736 | -0,1455 | 1,09822
E2 -2,2085 | -15446 | -0,2793 | 1,07767
E3 -2,1476 | -1,4249 | -0,2675 | 1,06757
F1 -2,2085 | -1,5261 | -0,2616 | 1,14076
F2 -2,6094 | -15261 | -0,209 | 1,17408
F3 -2,4675 | -1,5081 | -0,0882 | 1,16283

6.5.2. Arastirma Modelinin OpenBUGS’da Ifadesi

OpenBUGS paket programinin ayr1 bir yazim dili vardir. Programda ifade edilen model
ve komutlar bu yazim dilindeki s6zdizimine gore yapilmalidir. Calismanin bu kisminda
Lee’nin ¢alismasinda [35] yer alan WinBUGS’da olusturdugu kodlardan yararlanilarak
ve arastrma modeline uygun diizenlemeler eklenerek modele ait kodlar
olugturulmustur. Programda kullanilan ifadelerin simgesel gosterimleri ve model

diyagrami Sekil 6.4’te verilmistir.

56



Sekil 6.4. OpenBUGS’da Tanimlanan Modelin Simgesel Gosterim Diyagrami

OpenBUGS’da modelin ¢alistirilmast i¢in tanitilan 6lgiim esitligi, yapisal esitlik,
modelin 6nsel dagilimlari, modele ait veri dosyasindan olusturulan esik degerler Ek-

2’de verilmistir.

6.5.3. OpenBUGS Sonug¢larinin Yorumlanmasi

Model tanitilip veri dosyasi yliklendikten sonra Gibbs 6rnekleyici ile Markov zincirleri
iiretilir. Ancak bu zincirleri elde etmek ic¢in ifadelerin dogru yazilmasi ¢ok 6nemlidir.
Herhangi bir yazim hatasinda program hata vermektedir. Ek 2’de belirtildigi gibi model
ifadesi ve verilerin tanitimi saglandiktan sonra analiz i¢in en dnemli ve belki de en
zorlayic1 adima, yani Gibbs Ornekleyici ile elde edilecek Markov Zincirinin sayisina ve
orneklem yineleme sayisina karar verilmesine geg¢ilir. Zincir sayis1 ve yineleme sayist
icin net bir ifade yoktur. Literatiirdeki caliymalar incelendiginde yakinsamanin
gerceklesmesi i¢cin ¢ok sayida olusturulmus kisa zincirler yerine uzun tek bir zincirle
yineleme yapilmasi ya da farkli baslangi¢ degerleri ile birden fazla zincir kullanilmasi

onerilmektedir [34, 35, 51, 52, 55].
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Parametre tahmini yapabilmek i¢in 6nemli olan zincirin bagladiktan bir siire sonra belli
bir degere yakinsamasidir. Boylece yakma periyodu belirlenerek yakinsamanin
saglandig1 degere kadar olan tahminler dikkate alinmaz ve parametre tahminleri
baslangi¢ degerlerinin (initial values) etkisinden kurtarilmis olur. Teoride gegerli olan
yineleme sayisinin sonsuza yakin secilmesi pratikte pek miimkiin olmadigindan
yakinsama i¢in yineleme sayisini olabildigince biiyiik tutulmasi tahminleme yapabilmek

icin daha iyi sonuglar vermektedir.

Calismada yakinsama degerleri i¢in uzun tek bir zincir yerine {i¢ zincir kullanim tercih
edilmistir. Cizelge ve sekillerde kullanilan ii¢ zincirin tahmin degerleri ayr1 ayr1 degil
ortalama deger olarak verilmistir. 100000 yineleme yapilarak ii¢ zincir {izerinden
iretilen 300000 6rnekleme iliskin program ¢iktis1 Sekil 6.5’te ve tahmin degerleri

Cizelge 6.9’ da verilmistir.

'._i'_:_ = = 3

model iz syntacticaly correct

data loaded

model compiled

initial values generated, model initialized
model is updating

100000 updates took 1359459 =

Sekil 6.5. Ornekleme Iliskin OpenBUGS Ciktisi
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Sekil 6.5°te verilen program c¢iktis1 ¢alismadaki modelin dogru yazildigini, verilerin
OpenBUGS’a yiiklendigini, zincir sayismin belirlenerek baslangic degerlerinin
iretildigini gostermektedir. Ayrica analize baglanarak modelin giincellendigini; 100000

orneklem iiretmek igin gegen silirenin yaklagik 233 dakika (13949 s) siirdiiglini

gostermektedir.

Cizelge 6.9. Ornekleme Iliskin Tahmin Degerleri

mean sd MC_error val2.5pc median val97.5pc start  sample
gam[1] 0,2246 0,1012 6,57E-04 0,02758 0,2239 0,4256 1 300000
gam[2] 0,05482  0,1201 g 72E-04 0,1821 0,05511 0,2894 1 300000
gam[3] 0,2464 0,1253  8,85E-04 0,002661  0,2459 0,4933 1 300000
gam[4] 0,415 0,1165 7,93E-04 0,01411 0,2406 0,4733 1 300000
gam[5] -0,06126  0,1198 9 16E-04 -0,2954  -0,06165  0,1744 1 300000
gam[6] 0,2611 0,1222  9,28E-04 0,02227 0,2611 0,5009 1 300000
lam[1] 0,9141  0,05524 2 73E-01 0,809 0,9129 1,026 1 300000
lam[2] 0,9544  0,05592 2 94E-04 0,848 0,9533 1,068 1 300000
lam[3] 1,026 0,07086 4,35E-04 0,893 1,024 1,171 1 300000
lam[4] 0,9482  0,07288 4,24E-04 0,8114 0,9459 1,097 1 300000
lam[5] 0,9869  0,07535 4,37E-04 0,8459 0,9846 1,141 1 300000
lam[6] 0,994 0,07502 4,57E-04 0,8531 0,9917 1,147 1 300000
lam[7] 1,054 0,07987 5 21E-04 0,9045 1,051 1,217 1 300000
lam[8] 0,9788 0,0796  4,96E-04 0,8291 0,9766 1,141 1 300000
lam[9] 1,008 0,07781 4,62E-04 0,8618 1,006 1,167 1 300000
lam[10] 1,039 0,08027 4,95E-04 0,8884 1,037 1,203 1 300000
lam[11] 1,092 0,07183 4,63E-04 0,9569 1,09 1,239 1 300000
lam[12] 1,063 0,07231 4,64E-04 0,9269 1,061 1,21 1 300000
lam[13] 0,9616  0,06512 3 82E-04 0,8389 0,9599 1,094 1 300000
lam[14] 0,9403 0,0655 3,61E-04 0,8164 0,9386 1,074 1 300000

Cizelge 6.9 incelendiginde 6l¢iim modeli ile YEM’e iligkin tiim parametre tahmin
degerlerinde parametrelerin MC hata degeri standart sapma degerlerinden daha
kiiclikttir. Thumb kuralina gére Bayesci yaklasimda Markov zincirinden elde edilen MC
hata degerine ait standart sapma degerinin %S5 inden kii¢iik olmasi, yakinsama
degerlerinin daha yiiksek duyarlilikta tahmin edildiginin gostergesidir [89]. Ayrica MC
hata degerleri yakinsamanin saglandigi degerleri, iz grafiklerine ya da yogunluk
grafiklerine gore daha belirgin bir sekilde belirtir. Yine de yakinsamay1
degerlendirmede tek bir belirleme yontemi olmadigindan parametrelerin iz grafiklerine

ve yogunluklarma da bakilmstir.
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Bu tez ¢alismasinda 18 faktor yiikii, 18 hata terimi ve 6 gizil degiskenler arasi iliskiler
olmak iizere toplamda 42 parametre vardir. Parametrelere ait kullanilan 3 zincirin

birlikte verildigi iz grafikleri ile yogunluk grafikleri Sekil 6.6 ve Sekil 6.7°de

verilmistir.
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Sekil 6.6. Parametrelere Ait 1z Grafikleri Ve Yogunluk Grafikleri
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Sekil 6.7. Parametrelere Ait iz Grafikleri Ve Yogunluk Grafikleri (Devam)
Yakinsamay1 tespit etmedeki temel amag¢ yakma periyodunu belirlemektir. Sekil 6.6 ve

Sekil 6.7 incelendiginde tiim parametrelerin belirli bir degerde yakinsadigi ve olasilik

yogunluk grafiklerinde normal dagilimim saglandig1 goriilmektedir.
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Sekil 6.8 Parametrelere Ait Otokorelasyon Grafikleri

Parametre tahminlemesi yapabilmek icin gozlemlerin bagimsiz olma varsayiminin
saglanmas1 gerekir. Ancak MCMC ile pes pese iiretilen drneklemlerde goézlemlerin
birbirinden bagimsiz olarak elde edilmesi genelde zordur. Bu sorunun iistesinden
gelebilmek icin Orneklemlere belirli sartlarda inceltme (thin) uygulanmasi
gerekmektedir. Inceltme sayis1 drneklemin kag gecikmeden sonra otokorelasyondan
kurtuldugu ile tespit edilebilir [55]. Sekil 6.8 incelendiginde 40. gecikmede

otokorelasyonun giderildigini soylenebilir.
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Parametrelerin hata degerlerine, yogunluklarina, iz grafiklerine ve otokorelasyon
grafiklerine bakilarak yapilan degerlendirmede; inceltme degeri (thin) 40, yakma
periyodu (beg) 5000 alinarak toplamda 3 zincirden elde edilen 7125 6rneklem tizerinden
elde edilen parametrelere ait iz grafikleri Sekil 6.9°da, parametre tahmin degerleri

Cizelge 6.10° da verilmistir.
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Sekil 6.9 Yakma Periyodu Sonrasi Parametrelere Ait iz Grafikleri
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Cizelge 6.10. Parametrelerin Tahmin Degerleri

gam[1]
gam[2]
gam[3]
gam[4]
gam[5]
gam[6]
lam[1]
lam[2]
lam[3]
lam[4]
lam[5]
lam[6]
lam[7]
lam[8]
lam[9]
lam[10]
lam[11]
lam[12]
lam[13]
lam[14]

mean sd MC_error val2.5pc median val97.5pc start  sample
0,2253 0,1017  1,12E-03 0,02901 0,2246 0,4229 5000 7125
0,05494  0,1214 1 40E-03 -0,1812  0,05313 0,2913 5000 7125
0,2467 0,1256  1,45E-03 0,001588  0,2455 0,4959 5000 7125
0,2412  0,1171 1 40E-03 0,01141  0,2396 0,4751 5000 7125
-0,06063  0,1209  1,29E-03 -0,2971  -0,06116 0,175 5000 7125
0,2598 0,1234  1,39E-03 0,01858 0,2606 0,5032 5000 7125
0,9138  0,05511 6,52E-04 0,8088 0,913 1,024 5000 7125
0,9546  0,05629 6,65E-04 0,8488 0,953 1,068 5000 7125
1,026 0,07046 8 ,69E-04 0,8956 1,024 1,169 5000 7125
0,9482  0,07313 g 58E-04 0,8101 0,9462 1,098 5000 7125
0,9869  0,07641 9 57E-04 0,8461 0,9853 1,144 5000 7125
0,9934  0,07421 8,63E-04 0,8558 0,9914 1,144 5000 7125
1,054 0,07892 1,01E-03 0,9069 1,052 1,217 5000 7125
0,979 0,0795 1,03E-03 0,831 0,9766 1,144 5000 7125
1,008 0,07776 8,48E-04 0,8651 1,006 1,168 5000 7125
1,039 0,07995 9 48E-04 0,8899 1,036 1,208 5000 7125
1,094 0,07205 g8 19E-04 0,9563 1,091 1,24 5000 7125
1,065 0,07267 g8,85E-04 0,9258 1,064 1,211 5000 7125
0,9621  0,06542 7 75E-04 0,8406 0,9599 1,098 5000 7125
0,9406  0,06541 8 21E-04 0,8169 0,9389 1,073 5000 7125

Ozet istatistikleri verilen Cizelge 6.10 incelendiginde

gam[1], gam[3],gam[4] ve

gam[6] degerlerinin yani Giivence (A), Giivenilirlik (C), Fiziki Goriiniim (D) ve

Erisilebilirlik  (F) gizil

degiskenlerinin

istatistiksel

olarak anlaml

oldugu

goriilmektedir. Asagida verilen Sekil 6.10 ile gozlemlerin birbirinden bagimsiz olma

varsayiminin saglanarak otokorelasyonun giderildigi de gosterilmistir.
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Sekil 6.10.Yakma Periyodu Sonras1 Parametrelere Ait Otokorelasyon Grafikleri
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Cizelge 6.11. Parametre Tahmin Sonuglarinin Karsilastiriimasi

Parametre ECO Tahmini (YEM) | Bayesci Tahmin (BYEM)
M1 0,82 1
M2 0,78 0,91
M3 0,82 0,95
Al 0,75 1
A2 0,77 1,02
A3 0,69 0,94
Bl 0,70 1
B2 0,72 0,98
B3 0,72 0,99
Cl 0,66 1
C2 0,74 1,05
C3 0,69 0,97
D1 0,68 1
D2 0,71 1,00
D3 0,73 1,03
El 0,69 1
E2 0,79 1,09
E3 0,79 1,06
F1 0,76 1
F2 0,76 0,96
F3 0,73 0,94
Giivence(A)=> Memnuniyet 0.20 0,22
Heveslilik(B)=> Memnuniyet -0,06 0,05
Giivenilirlik(C)> Memnuniyet 0,21 0,25
Fiziki Goriiniim(D)-> Memnuniyet 0,31 0,24
ATM (E) = Memnuniyet -0,25 -0,06
Erisilebilirlik (F) 2> Memnuniyet 0,40 0,26

Parametre tahmin sonuclarmin karsilastirildigi Cizelge 6.11 incelendiginde, ECO
tahmin yoOntemiyle yapilan klasik YEM sonuglarinda 06grencilerin bankacilik

hizmetlerinden duyduklar1 memnuniyeti etkileyen hizmet boyutlar1 Giivence (A) , Fiziki
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Goriiniim (D) ve Erisilebilirlik (F) iken Bayesci tahmin yontemiyle yapilan BYEM’de
Gilivence (A), Fiziki Goriinim (D) ve Erisilebilirligin (F) yanisira Giivenilirlik (C)
hizmet boyutunun da istatistiksel olarak anlamli oldugu bulunmustur. Parametre
tahminlerine bakildiginda her iki yontemde de anlamli bulunan hizmet boyutlarmin
memnuniyeti farkli miktarlarda etkiledigi goriilmiistiir. Ornegin Erisilebilirlik (F)
hizmet boyutu klasik YEM analizinde memnuniyeti 0.40 birim etkilerken BYEM

analizinde 0.26 birim etkilemektedir.
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7. SONUC VE ONERILER

Bu tez calismasi ulusal literatiirde BYEM alanindaki az sayidaki calismadan biri
olmakla birlikte yiiksek lisans diizeyinde parametre tahmin kargilagtirmasi yapilan ilk
BYEM c¢alismasidir. Calismada YEM’de klasik ve Bayesci yaklasimi parametre
tahminleri tizerinden karsilagtirmak, Bayes yonteminin avantajlarin1 gostermek ve bu
alanda ¢aligmak isteyen arastirmacilar i¢in Ozellikle sirali kategorik veriler icin BYEM

analizinin uygulamasini detayli olarak anlatmak amag¢lanmstir.

Calismada YEM’in dogasina uygun olarak daha 6nce de birgok kez calisilmis olan
SERVQUAL hizmet kalite oOlcegi klasik yontem ile analiz edilmis ve 6 gizil
degiskenden memnuniyeti etkileyen 3 gizil degiskenin oldugu bulunmustur. Calismada
aynt zamanda SERVQUAL o6lcegi kullanilarak daha onceden klasik yaklagimla
yapilmis ¢aligmalara da katki sunmak amaglanmistir ve Bayesci yaklasimda 6 gizil
degiskenden memnuniyeti etkileyen 4 gizil degiskenin oldugu bulunmustur. BYEM ile
ogrencilerin bankacilik hizmetlerinden memnuniyetlerini esas olarak etkileyen gizil
degiskenlerin Glivence (A) , Giivenilirlik (C) , Fiziki Gortiniim (D) ve Erisilebilirlik (F)
oldugu gosterilmistir. Her iki parametre tahmin ydnteminde de model uyumlu
bulunmustur. Ancak yapilan analizlerde BYEM’de parametrelerin hata degerleri klasik
YEM’e gore daha diisiik ¢iktigindan verilerin model uyumu Bayesci tahminlemede

daha iyi saglanmaistir.

Literatiirdeki cogu SERVQUAL c¢alismasinda hizmet boyutlarinin farkli sayida
faktorden olusmasi nedeniyle 6nceki ¢alismalarda bulunan sonuglar 6nsel bilgi olarak
kullanilamamugtir. Orneklem biiyiikliigiiniin yiiksek olmasi nedeniyle sonuglarim ECO
tahmin yontemi ile benzer sonuglar verebilecegi diisiincesi ile bilgi icermeyen Onsel
yerine eslenik Onsel kullanimi tercih edilmistir. Caligmada kullanilan anketin Slcek
yapist likert oldugundan dolay1 sirali kategorik veriler igin esik degerler hesaplanarak
onsel bilgi olarak kullamlnustir. Onsel bilgi olarak veri setinden elde edilen esik
degerlerin kullanilmasi ile de parametrelerin daha hizli yakinsamasi saglanmistir.
Gelecekteki calismalarda daha onceki ¢alismalardan elde edilen sonuglarin 6nsel bilgi

olarak kullanilmasi veya daha kiiciik orneklem biiyiikliikleri ile esik degerlerin
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hesaplanmas1t BYEM’de ayirt edici farklar1 gostermek ve karsilastirma yapmak admna

faydali olacaktir.

Calismada kullanilan Bankacilik Hizmet Kalitesi modeli 6 digsal, 1 igsel gizil
degiskenden olusmustur. BYEM analizini yaparken kullanilan kodlar tek igsel gizil
degisken icin uygulanmistir. Gelecekte yapilacak calismalarda daha karmasik modeller
icin birden fazla igsel gizil degiskenin bulundugu modellerde BYEM’in uygulanmasi

yontemler arasi farkliliklarinin olup olmadigini ortaya ¢ikaracaktir.

BYEM uygularken kodlarin yazimi hususunda olduk¢a dikkatli olmak gerekmektedir.
Modelin tanimlanmasi ve verilerin yiliklenmesi, olusturulan veri dosyalarinda yapilacak
en ufak yazim yanlis1 veya fazladan bosluk birakilmasi gibi durumlar kullanilan paket

programlarinda modelin ¢alismamasina neden olacaktir.

BYEM uygulamasinda dikkat edilecek diger bir nokta yakinsamanin ve yakma
periyodunun belirlenmesi durumudur. Bu konuda kesin bir kuralin olmamasi klasik
YEM analizine gore BYEM’de dezavantaj olusturan bir konudur. Ozellikle kiigiik
orneklemlerle calismast ve karmasik modellerde coklu hesaplamalarin {istesinden
gelmesiyle arastirmacilara zaman ve maliyet acisindan avantaj saglayan BYEM,
yakinsamanin belirlenmesi i¢in arastirmacmin uygun tahmin degerlerine ulasabilmesi

icin ¢ok fazla deneme yapmasini gerektirebilir.

BYEM kesikli ya da siirekli, nitel ya da nicel veri tiirlerinin analizini miimkiin
kilmaktadir. Klasik YEM’de, modelin ¢oziimii ic¢in, esitliklerin sayisi bilinmeyen
parametre sayisina esit ya da daha fazla olmasi gerekmektedir. Bu nedenle bazi
parametrelerin sabitlenmesi gerekir. Bu tiir kisitlamalar BYEM’de gerekli degildir.
Ancak parametrelerin sabitlenmesi, simiilasyon isleminde eger varsa yavas yakinsama

sorununun giderilmesi i¢in uygulanabilir [1, 51].

Bu tez calismasinin son bdliimiinde parametre tahmininde BYEM’in klasik YEM’e gore
avantajlar1 bir uygulama ile desteklenmistir. BYEM hem zaman hem de maliyet olarak
aragtirmacilara ¢esitli avantajlar saglamaktadir. Esnek yapist ve arastirmacinin
konusunda uzman oldugu kendi deneyimleri ile sonsal dagilimlar elde edebilmesi, hata

degerlerinin MCMC yontemleri sayesinde daha diisiik ¢ikmasi, kiigiik drneklemlerle
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caligilabilmesi gibi avantajlar1 sayesinde giliniimiizde pek ¢ok alanda kullanimi hizla
artan bir yontemdir. Ancak her ne kadar Bayesci tahminleme i¢in kullanic1 dostu paket
programlari olsa da BYEM uygulamak ciddi anlamda istatistik yontemlerine hakim
olmay1 ve teorik altyapiyr ¢ok iyi anlamay1 gerektirir. Ozellikle biiyiik rneklemlerde
tahmin degerlerinin ¢oklu normaliteyi saglamasi1 durumunda ECO yontemi ile benzer
sonuglar verme egiliminde olacagindan klasik YEM varsayimlarini karsilamayan

durumlarda BYEM analizinin tercih edilmemesi gerektigi unutulmamalidir.
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EKLER

EK 1- Hizmet Boyutlarina Ait Tutum ifadeleri

GUVENCE (A)

Al. Ideal bankalar, miisteriden kaynakl hatalar, miisteriye uygun sekilde diizeltir.
A2. Ideal bankalar, bankadan kaynakl bir hatay1, banka miisteriye uygun sekilde ¢dzer.
A3. Ideal bankalar, islemlerin takibini titizlikle siirdiiriir.

HEVESLILIK (B)

B1. ideal bankalarin ¢alisanlari, her zaman miisteriye yardim etmeye isteklidir.
B2. Ideal bankalarin galisanlari, miisterilerin sorununu ¢dzmek igin ilgi yakin gosterir.
B3.1deal bankalarm ¢alisanlari, miisterinin isteklerini her zaman dikkate alir.

GUVENILIRLIK (C)

C1.Ideal bankalar, bor¢ veya hesaptan fazla para ¢ekme gibi konularda hata yapmaz
C2. Ideal bankalarda miisteriler kendilerini daima giivende hisseder.
C3.Ideal bankalar, verdigi sdzii zamanimnda yerine getirir.

FiZiKi GORUNUM (D)
D1. Ideal bankalar modern teknolojiye sahip cihazlar kullanr.

D2.Ideal banka ¢alisanlarinin giyimi gdze hos goriiniir.
D3. ideal bankalarmn ¢alisma salonlar1 i¢ mimari olarak goze hos goriiniir.

ATM (E)

E1.Ideal bankalarin ATM leri yeterli sayidadir.
E2.1deal bankalarin ATM lerinde tiim islemler kalaylikla yapilabilmektedir.
E3.Ideal bankalarin ATM leri, ulasilabilecek en uygun yerlere konumlandirilmustir.

ERISILEBILIRLIK (F)

F1.Ideal bankalarda, bir problemle karsilasildiginda bankaya kolaylikla telefon veya
internet ile ulasilabilir.

F2.Ideal bankalar, kolayca erisilebilecek en uygun cografi konumdadir.

F3.Ideal bankalarda, bir problem bankaya telefon ile iletildiginde (veya internetten, e-
posta) banka sorunu kolayca ¢ozer.

MEMNUNIYET

M1.Bankamla ¢alismaktan memnunum.
M2.Bankamin bankacilik hizmetlerini kullanirken kendimi mutlu hissediyorum.
M3.Bankama iliskin iyi ve olumlu bir izlenimim var.
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EK 2- Kodlar

Olgiim Esitligi ve Yapisal Esitlik I¢in OpenBUGS’da Model ifadesi

Olciim Esitligi
model{
for(i in 1:N){
#measurement equation model
for(j in 1:P){

yli,jl~dnorm(muli,j],psi[j])1(thd[j,z[i,j1],thd[j,z[i,j]+1])

ephat[i,j]<-y[i,j]-mufij]

mul[i,1]<-eta[i]
mu[i,2]<-lam[1]*eta[i]
mu[i,3]<-lam[2]*eta[i]
mul[i,4]<-xi[i,1]
muli,5]<-lam[3]*xi[i,1]
muli,6]<-lam[4]*xi[i,1]
mul[i,7]<-xi[i,2]
muli,8]<-lam[5]*xi[i,2]
muli,9]<-lam[6]*xi[i,2]
mul[i,10]<-xi[i,3]
mul[i,11]<-lam[7]*xi[i,3]
mul[i,12]<-lam[8]*xi[i,3]
mul[i,13]<-xi[i,4]
mul[i,14]<-lam[9]*xi[i,4]
mul[i,15]<-lam[10]*xi[i,4]
mul[i,16]<-xi[i,5]
mu[i,17]<-lam[11]*xi[i,5]
mul[i,18]<-lam[12]*xi[i,5]
mu[i,19]<-xi[i,6]
mul[i,20]<-lam[13]*xi[i,6]
mul[i,21]<-lam[14]*xi[i,6]

Yapisal Esitlik

#structural equation model
xi[i,1:6]~dmnorm(u[1:6],phi[1:6,1:6])
eta[i]~dnorm(nu[i],psd)
nufi]<-

gam[1]*xi[i,1]+gam[2]*xi[i,2]+gam[3]*xi[i,3]+gam[4]*xi[i,4]+gam[5]*xi[i,5]+gam[6]*xi[i,6]

dhat[i]<-eta[i]-nuli]
} #end of i

Onsel Dagilimlarin OpenBUGS da Ifadesi

for(i in 1:6){u[i]<-0.0}
#prior on loadings and coefficients

var.lam[1]<-4.0*psi[2]
var.lam[2]<-4.0*psi[3]
var.lam[3]<-4.0*psi[5]
var.lam[4]<-4.0*psi[6]
var.lam[5]<-4.0*psi[8]
var.lam[6]<-4.0*psi[9]
var.lam[7]<-4.0*psi[11]
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var.lam[8]<-4.0*psi[12]
var.lam[9]<-4.0*psi[14]
var.lam[10]<-4.0*psi[15]
var.lam[11]<-4.0*psi[17]
var.lam[12]<-4.0*psi[18]
var.lam[13]<-4.0*psi[20]
var.lam[14]<-4.0*psi[21]

for(i in 1:14){lam[i]~dnorm(0.8, var.lam[i])}

var.gam<-4.0*psd

gam[1]~dnorm(0.6,var.gam)
gam[2]~dnorm(0.6,var.gam)
gam[3]~dnorm(0.6,var.gam)
gam[4]~dnorm(0.4,var.gam)
gam[5]~dnorm(0.4,var.gam)
gam[6]~dnorm(0.4,var.gam)

#prior on precisions

for(j in 1:P) {
psi[j]~dgamma(10,8)
sgm[jl<-1/psi[j]

psd~dgamma(10,8)

sgd<-1/psd
phi[1:6,1:6]~dwish(R[1:6,1:6],30)
phx[1:6,1:6]<-inverse(phi[1:6,1:6])

Esik Degerleri ve Veri Dosyasmin OpenBUGS da Ifadesi

list(N=441, P=21,
R=structure(
.Data=c(8.0, 0.0, 0.0, 0.0, 0.0, 0.0,
0.0, 8.0, 0.0, 0.0, 0.0, 0.0,
0.0, 0.0, 8.0, 0.0, 0.0, 0.0,
0.0,0.0,0.0, 8.0, 0.0, 0.0,
0.0,0.0,0.0, 0.0, 8.0, 0.0,
0.0,0.0,0.0, 0.0, 0.0, 8.0),
.Dim=c(6,6)),
thd=structure(
.Data=c(-200.000, -2.36274, -1.44073, -0.11679, 1.03789, 200.000,
-200.000, -2.27885, -1.29590, 0.03127, 1.10867, 200.000,
-200.000, -2.27885, -1.52610, -0.20317, 0.90145, 200.000,
-200.000, -2.46752, -1.54458, -0.00853, 1.39417, 200.000,
-200.000, -2.83832, -1.33644, -0.03127, 1.52610, 200.000,
-200.000, -2.60939, -1.50814, -0.23227, 1.37931, 200.000,
-200.000, -2.60939, -1.28284, -0.09963, 1.30917, 200.000,
-200.000, -2.27885, -1.52610, -0.15695, 1.07767, 200.000,
-200.000, -2.36274, -1.44073, -0.11107, 1.19704, 200.000,
-200.000, -2.14759, -1.45697, -0.25570, 0.99969, 200.000,
-200.000, -2.27885, -1.52610, -0.13971, 1.15173, 200.000,
-200.000, -2.20848, -1.58319, -0.22644, 1.20875, 200.000,
-200.000, -2.27885, -1.58319, -0.27335, 1.05757, 200.000,
-200.000, -2.27885, -1.52610, -0.23812, 1.15173, 200.000,
-200.000, -2.60939, -1.52610, -0.14545, 1.04768, 200.000,
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-200.000, -2.14759, -1.47360, -0.14545, 1.09822, 200.000,
-200.000, -2.20848, -1.54458, -0.27926, 1.07767, 200.000,
-200.000, -2.14759, -1.42487, -0.26746, 1.06757, 200.000,
-200.000, -2.20848, -1.52610, -0.26157, 1.14076, 200.000,
-200.000, -2.60939, -1.52610, -0.20898, 1.17408, 200.000,
-200.000, -2.46752, -1.50814, -0.08822, 1.16283, 200.000),
.Dim=c(21,6)),
z=structure(.Data=c(1,1,1,1,3,2,2,2,3,2,1,2,1,1,1,1,1,1,1,2,1,
3,3,3,3,3,3,3,3,3,3,3,4,4,4,4,4,3,3,3,3,3,
3,4,3,3,3,3,3,3,3,3,3,4,4,4,4,5,3,3,3,3,3,
3,3,3,3,3,3,3,4,4,4,3,3,3,4,4,4,3,3,3,3,4,
3,3,3,5,3,4,3,3,3,3,3,4,4,4,4,3,4,4,4,4,4,
3,3,3,3,3,4,3,3,3,4,3,4,4,3,3,3,3,4,3,4,3,
4,3,4,4,3,3,3,4,5,3,4,4,4,3,3,5,5,5,4,4,3,
4,4,4,43,3,3,4,4,3,3,4,4,5,4,3,5,4,4,3,4,
4,3,4,4,3,4,45,4,4,3,3,4,4,3,3,3,3,4,4,5,
4,455,4,3,3,3,4,3,3,4,5,4,3,5,5,4,4,4,5,
3,3,3,2,3,4,4,5,4,4,3,4,54,454..........

......................... 4,5,54,52,4,43.4.4,

44,455555555555555555,5,

4,4,4,4,0,0,0,4,34,44343 444434,

54,4,34,35,5,5,5,5,5,5,5,5,5,5,5,5,5,4),
.Dim=c(441,21)))
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FEN BiLIMLERI ENSTITUSU

HACETTEPE UNiVERSITESI
(7 YUKSEK LiSANS /POKFORA-TEZ CALISMASI ORJiNALLiK RAPORU

HACETTEPE UNIVERSITESI
FEN BiLIMLER ENSTITUSU
ISTATiSTiK ANABILiM DALI BASKANLIGI'NA

Tarih:1%02/2019

Tez Baghg1 / Konusu: Klasik ve Bayesci Yapisal Esitlik Modellerinde Parametre Tahminlerinin Karsilastirilmasi:
Sirali Kategorik Verilerle Bir Uygulama

Yukarida bagligi/konusu gosterilen tez ¢alismamin a) Kapak sayfasi, b) Giris, ¢) Ana béliimler d) Sonug¢ kisimlarindan
olugan toplam ...35..3. sayfalik kismina iliskin, \%../.%../ 2oXtarihinde sahsunftez danismanim tarafindan Turnitin adl
intihal tespit programindan asagida belirtilen filtrelemeler uygulanarak alinmis olan orijinallik raporuna gore, tezimin
benzerlik oran % 4. ‘tiir.

Uygulanan filtrelemeler:
1- Kaynakga harig
2- Almular haric/déhi—
3- 5 kelimeden daha az 6rtiisme iceren metin kisimlar: harig

Hacettepe Universitesi Fen Bilimleri Enstitiisii Tez Calismasi Orjinallik Raporu Alinmasi ve Kullanilmasi Uygulama
Esaslari’'ni inceledim ve bu Uygulama Esaslari'nda belirtilen azami benzerlik oranlarina gore tez ¢alismamin herhangi
bir intihal icermedigini; aksinin tespit edilecegi muhtemel durumda dogabilecek her tiirlii hukuki sorumlulugu kabul

ettigimi ve yukarida vermis oldugum bilgilerin dogru oldugunu beyan ederim.

Geregini saygilarimla arz ederim.

Tarih ve Imza _

Adi Soyadi: Gizem ERKAN /r/ .71'\
Ogrenci No: N14320611 Dy
: s . ARG
Anabilim Dal: Istatistik \§. 0% 2013

Programn: istatistik

Statiisii: Y.Lisans [] Doktora [ Biitiinlesik Dr.
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UYGUNDUR.
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: Bekar
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: gizem.erkan@gsb.gov.tr

gizzemerkan@gmail.com

: Ingilizce

: Ondokuz Mayis Universitesi Istatistik Boliimii

. Istatistikci

Saglik Bakanlig1

. Genglik ve Spor Uzman Yardimcisi
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