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OZET

KREDI TAHSIS SURECINDE MAKINE OGRENMESi YONTEMLERININ
TAHMIN PERFORMANSLARININ KARSILASTIRILMASINA YONELIK
BiR UYGULAMA

ISBILIR, Hakan
Veri Analitigi Yiiksek Lisans

Danisman: Prof. Dr. Nihat SOLAKOGLU
Eyliil 2023, 76 sayfa

Teknolojik olanaklarin gelismesi, kayda deger oranda artan verinin
depolanmast ve s6z konusu veriden stratejik analizler yapilabilmesi imkanini
beraberinde getirmistir. Veri analizi, rekabet¢i piyasalarda faaliyet gosteren
tiizel/gercek kisilere karar alma asamalarinda yol gosterici degerlendirmeler
yapabilme olanagi saglamaktadir. Basta bankalar olmak {izere miisteri sayilar1 son
yillar igerisinde onemli Olciide artan finansal kuruluslarin, gerek mali biinyelerini
saglamlagtirabilmeleri gerekse yasal diizenlemelere uygun olarak faaliyetlerini
stirdiirebilmeleri amaciyla kredi tahsis kararlarinda her gegen donem daha isabetli
kararlar almalar1 gerekmektedir. Veri madenciligi ve makine 6grenmesi yontemleri,
bankalara ve diger finansal kuruluslara, maruz kalabilecekleri risklere kars1 ihtiyatli
hareket etme ve tedbir alma firsat1 sunmaktadir.

Calismamiz kapsaminda Lending Club isimli finans kurulusu tarafindan 2007-
2020 yillar1 arasinda tahsis edilen kredilere iliskin bilgileri igeren veri seti lizerinde
Lojistik Regresyon, Karar Agaclari, K-En Yakin Komsu, Yapay Sinir Aglar1 ve
LightGBM algoritmalar1 kullanilarak, veri setinde yer alan kredilerin tahsisi
asamasinda s6z konusu makine Ogrenmesi yoOntemlerine bagvurulmus olmasi
durumunda ilgili kredilerden hangilerinin temerriide diisecegine iliskin olarak en

basarili tahmin oranina ulasacak algoritmanin tespit edilmesi hedeflenmistir.



Calismamiz sonucunda, kullanilan algoritmalarin genel olarak birbirine yakin tahmin
performans: gosterdigi  belirlenmekle birlikte, LightGBM algoritmast %81,04
dogruluk orani elde ederek en basarili tahmine ulagmustir.

Ozet olarak, makine ogrenmesi uygulamalar1 kullanilarak elde edilecek
sonuglarin, finansal kuruluslar tarafindan karar alma asamasinda destekleyici birer

parametre olarak dikkate alinabilecegi kanaatine ulagilmustir.

Anahtar Kelimeler: Veri madenciligi, Makine 06grenmesi, Denetimli

Ogrenme, Bankacilik, Kredi tahsisi



ABSTRACT

AN APPLICATION TO COMPARE THE PREDICTION PERFORMANCES
OF MACHINE LEARNING METHODS IN THE LOAN ALLOCATION
PROCESS

ISBILIR, Hakan
M.Sc. in Data Analytics

Supervisor: Prof. Dr. M. Nihat SOLAKOGLU
September 2023, 76 pages

The development of technological possibilities has brought the opportunity to
store data that has increased significantly and to make strategic analyzes from that
data. Data analysis provides firms/individuals, whom operating in competitive
markets, the opportunity to make strategic evaluations during the decision-making
phase. Financial institutions, especially banks, whose number of customers have
increased significantly in recent years, need to make more accurate decisions in loan
allocation process in order to strengthen their financial structure and maintain their
activities in accordance with legal regulations. Data mining and machine learning
methods offer banks and other financial institutions the opportunity to act prudently
and take precautions against the risks they may be exposed to.

Within the scope of our study Logistic Regression, Decision Trees, K-Nearest
Neighbor, Artificial Neural Networks and LightGBM algorithms were used on the data
set containing information about the loans allocated by the financial institution called
Lending Club, between 2007 and 2020. It is aimed to determine the algorithm that will
reach the most accurate prediction rate regarding which of the loans will default if
these machine learning methods are used. As a result of this study, the algorithms
performed close to each other and the LightGBM algorithm was the method that

reached the most successful prediction rate with an accuracy rate of 81.04%.

Vi



In summary, the results that obtained by using machine learning applications
can be used by financial institutions as a parameter in the decision-making process.

Keywords: Data mining, Machine learning, Supervised learning, Banking,

Credit allocation
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GIRIS

1950’li yillarda bilgi teknolojilerinin  kullanilmaya baslanmasi bilgi
toplumunun baslangici olarak disiiniilebilir. Belirtilen doneme kadar sayim ve benzeri
basit islemler i¢in kullanilan bilgisayarlar, veri tabani sistemlerinin gelisimiyle birlikte
veriye anlik ulagilabilmesi, verinin islenmesi ve stratejik karar alma asamalarinda etkin
analizler yapilmasi amaciyla kullanilmaya baslanmistir. Bu dogrultuda teknolojik
olanaklar ekonometri, matematik ve istatistik gibi bilim dallar1 ile birlestirilerek veri
madenciligi uygulamalar1 gelistirilmistir.

Gilinlimiiziin hizla dijitallesen diinyasinda, bilim, saglik, finans ve diger birgok
sektorde veri miktarinin ve birikiminin dnceki dénemlerle kiyaslanamayacak 6lgiide
artmasi nedeniyle veri ilizerinde yapilan calismalarda izlenen geleneksel yontemler
yetersiz kalabilmektedir. Bu nedenle veri madenciligi ve makine Ogrenmesi
yontemleri, veri kaynaklarindan saglikli ve stratejik verinin temini ve analizi
asamalarinda 6nemli birer arag¢ haline gelmistir.

Tez calismamizda bir veri madenciligi yontemi olarak makine Ogrenmesi
kavrami ve makine 6grenmesi metotlar1 {lizerinde durulmustur. Arastirmamizda
oncelikle veri, veri madenciligi ve makine 6grenmesi kavramlar1 agiklanmais, akabinde
makine Ogrenmesi yontemleri detaylandirilmistir. Takip eden bdliimlerde ise
bankacilikla ilgili temel kavramlar, bankacilikta veri madenciligi ve makine 6grenmesi
yontemlerinin uygulanmasi konular1 izah edilmistir. Son olarak, ¢alismamizda yer
verilen bilgiler 1518inda 6rnek bir uygulama yapilmistir. Calismamizda yer verilen
uygulama  kapsaminda, siniflandirma  algoritmalarinin  performanslarinin
karsilagtirilmast amaciyla “Lending Club” isimli finansman kurulusu tarafindan 2007-

2020 yillar1 arasinda kredi tahsis edilen kisilere ait veriler kullanilmistir.



BOLUM |
VERI MADENCILIGi

1.1 VERI TANIMI

Calismanin temel kavrami olmasi nedeniyle verinin literatiirde yer alan bazi

tanimlarmin belirtilmesi gerekli goriilmiistiir. Veri;

tek basina anlam tagimayan veya kullanilamayan, ayrica enformasyona ve
bilgiye  temel  olusturan iligkilendirilmeye,  gruplandiriimaya,
yorumlanmaya, anlamlandirilmaya ve analiz edilmeye gereksinim duyulan
ham bilgidir [1].

nesneler ve nesnelerin niteliklerinden olusan bir kiimedir. Nesne i¢in 6rnek
olarak kayit, varlik ve 6rnek kullanilabilir [2].

isleme siirecine dahil edilmeden, gbzlem veya Olglim yontemleri ile
ortamdan elde edilen degerlerdir [3].

ozellikle veri tabaninda bulunanlar olmak iizere, enformasyon i¢in genel
bir kavramdir [4].

yorumsuz ve igeriksiz sekiller ve/veya olgulardir. Veri; 6lgiim, deney,
gozlem, sayim veyahut arastirma ile elde edilebilmekte olup, tek basina bir
anlam tagitmamaktadir. Bu nedenle verinin bilgiye doniistiiriilebilmesi ve
anlam kazanabilmesi i¢in bir dizi islem sonucunda doniistiiriilmesi

gerekmektedir [5].

Genel bir tanim yapilmasi gerekirse veri; islenmemis durumda olan, raporlama,

hesaplama ve planlamanin yani sira analiz yapmak amaciyla kullanilabilecek olgu

olarak ifade edilebilir.

Veri madenciliginde karsilasilan veri tiirleri asagidaki sekilde siralanabilir.

Nominal (Nominal) : Nominal veri, isimlendirme amaciyla kullanilan veri
tiirtidiir. Bu nedenle veri kiimesinde yer alan kisi, nesne ve kurum adlari ile

kategorik veriler nominal veri olarak adlandirilir. Ornek: I adi, plaka il
kodu, vb.,



Kategorik (Categorical): Kategorik veri, nominal veri tiiriiniin 6zel bir
seklidir. Degerler diiz metin seklinde olmasina karsin, az sayida ve kisitl
bir segenek kiimesi icerisinden segim yapilarak olusturulur. Ornek:
Cinsiyet vb.

Sirali (Ordinal): Verinin sirasi, pozisyonu vb. bilgileri ifade etmek icin
kullanilan veri tiiriidiir. Ornek: Sira numarasi, kayit numarasi, vb.

Aralikli (Interval): Sayisal bir deger olmakla birlikte belirli bir aralikta
olmasi beklenen degerlerdir. Ornek: Yas, boy, kilo, vb.

Oran (Ratio): Sayisal ve siirekli veri tiiriiniin 6zel bir halidir ve bir degerin
bagka bir degere oran1 seklindedir. Ornek: Viicut kitle endeksi, yogunluk,
ivme, vb.

Siirekli (Contiuous): Genellikle bir 6l¢limle saglanan ve ardisik degerlerin
elde edilebildigi saysal verilerdir. Ornek: Sicaklik, boy, vb.

Ayrik (Discrete): Genellikle bir durumun sayisini ifade eden, sayisal
olmakla birlikte, ardisik olmas1 gerekmeyen verilerdir. Ornek: Hasta sayisi,
ameliyat sayist, vb.

Nitel (Quality): Veriye ait kategorik ve tanimlayici niteliklerdir. Ornek:
G0z rengi, cinsiyet, vb.

Nicel (Quantity): Veriye ait Olgiilebilir ve sayisal olarak ifade edilebilen
niteliklerdir. Ornek: Boy, agirlik, vb.

Yukarida tanimlar1 verilen ¢ok sayida veri tiirii olsa da, veri madenciligi

yontemleri agisindan temelde sayisal ve nominal olmak iizere iki veri tiirii yaygin

olarak kullanilmaktadir [6].

1.2 VERI MADENCILIGi

Veri madenciligi, veri yigimi igerisinden 6nemli olan boliimiin belirlenmesi

veyahut analiz yapmak igin spesifik olarak arastirilan verinin ¢ok miktardaki veri

igerisinden temin edilmesi siireci olarak tanimlanabilir. Bilgi teknolojilerinde meydana

gelen gelismelere bagli olarak veri miktarinda yasanan kayda deger artis nedeniyle

veri madenciliginin énemi her gecen gilin artmaktadir. Literatiirde yer alan bazi

tanimlarina yer vermek gerekirse, veri madenciligi;

genis Olgekli veri tabanlarinda sakli bulunan egilim ve iliskileri tespit etme
ve bunlardan ilerleyen donemdeki gidisi belirleyecek islem dizilerini

¢ikarma metodudur. Diger bir deyisle, veri madenciliginin amact gegmis

3



gozlem orneklerinden baglayarak bazi sonuglar ortaya ¢ikarmak ve tiim ana
kiitleye yonelik olarak bu sonuglari miimkiin oldugu kadar dogru bir
sekilde genellestirmektir [2].

muhtelif sekillerde ve farkli bir¢ok kaynaktan elde edilen veriler tizerinde
islem yapilarak anlamli bilgilere ulasilmasidir [3].

biiylik veri tabanlarindan bilgi kesfi olarak da bilinen ve biiyiik veriler
icerisinde bulunan ilging, faydali ve kesfedilmemis oriintiiler ve iligkilerin
tespit edilmesi siirecidir [6].

biiyiik veri tabanlarinda yer alan ortilii bilginin, tahmin edilemeyen
ortintiilerin ve yeni kurallarin kesfedilmesi olarak ifade edilebilir [8].
veriden bilgi kesfi siirecinin bir adimidir; veriden Oriintiiler iiretecek
algoritmalardan ve veri analizi uygulamalarindan olusur [9].

ambarda depolanmis biilyilk miktardaki veriyi eleyerek anlamli yeni
korelasyonlar, oriintiiler ve trendler kesfetme siirecidir [10].

teknolojik olanaklarin ve farkli disiplinlerin katkisiyla, biiylik hacimlerdeki
veri igerisinden klasik metotlarla ortaya g¢ikarilmasi gii¢ olan verinin
anlagilabilir nitelikte iliskiler, oriintiiler ve bagintilar seklinde otomatik bir
bi¢imde ortaya ¢ikarilmasidir[11].

verilerin farkli bir acidan analiz edilerek ise yarar bilgi seklinde
ozetlenmesi siirecidir [13].

veri tabanlarinda bulunan ortilii bilgiyi ve yapiyr kesfetmek amaciyla
basvurulan bir siirectir. Veri madenciligi cogu kisilerce 6z bilgi kesfi ile
ayni anlamda kullanilmaktadir [14].

biiyiik miktarda veriden anlamli bilgi ¢ikarma sanatidir [15].

anlam tasimayan verileri, muhtelif tekniklerle isleyerek ve analiz ederek

anlagilabilir kilan iglemlerin biitiinii olarak ifade edilebilir [16].

Ote yandan, veri madenciliginin sadece tanim olarak dikkate alinmas1 bu alanin

oneminin tam olarak anlasilamamasina sebebiyet verebilir. Yalin bir tanimda veri

madenciligine bir tahmin araci gibi yaklasilabilir veya veri madenciligi siradan bir

bilgisayar programi gibi algilanabilir. Stiphesiz veri madenciligi siireci bir bilgisayar

yazilimi tizerinden yiiriitiilecektir fakat veri madenciligini sadece bir program olarak

dikkate almak bu bilim alanina haksizlik olacaktir. Esasen, veri madenciliginin

kullanim alanlari irdelendiginde durumun ¢ok daha farkli oldugu anlagilmaktadir. Bu

ilk olarak veri madenciliginin kullanim alanlarinin ve amaglariin
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Ogrenilmesi, akabinde bu amaglar dogrultusunda gelistirilmis algoritmalart ve

yazilimlari kullanmak yerinde olacaktir [7].

1.3 VERI MADENCILiGi TARIHCESI VE LITERATUR TARAMASI
Veri madenciligi, bilgi teknolojisi siirecinin bir neticesi olarak dikkate
alinabilir. Verinin ve veri madenciliginin tarihsel gelisimindeki asamalarin1 asagidaki

sekilde ele alabiliriz.

Veri Toplama ve Veri Tabani Olusgturma
(1960714 wllar ve éncest)
- Ilkel dosyaigleme

Veri Taban ¥ dnetim Sistemleri
(1970 er ile 198071 wllarin bagt)

- Hiyerarsik we networl venl tabani sistemlen

- Tligkisel wen taban sisternlen

- Ven modelleme; varlik4lizlks modellen, wb.

- Eawnit ve engim metodlan

- Borgu dilleri; SQL, vh

- Eullanict arayizlen ve rapotlan

- Sorgu igleme ve ophmizasyonu

- Iglemler, eszamanlilk keontrollen we kurtarma

-  OQLTFE

Gelismig Veri Tabani Sistemleri
(198071 wllarin ortasindan giniimilze)

Gelismis Veri Analizi
(12807 willann senundan ginimize)

Earmagik wvenl vénetimi,
mithendislik, wh.
Ven alust ve siberfizmlksel vent sistemleri

multimedya,

Web  tabanli  weritabanlan, AT,
semmantik ag, vb.

EBelirsiz  datanin  yénetilmesi ve werl
temizligi

Heterojen werinin entegrasyonu
hietin weritabam sistemlen
Ven yifin vénetimi
Ventabani sisteminin
uyarlanabilir sistemler
Geligmiz sorgular, skotlama wh.

Bulut sistemlen ve paralel ven i1glenmesi
Ven gizliligi ve givenligi

ayatlanmasn  ve

- Geligmis verl modellen -

WVern ambatlan ve OLAP (online
transaction processing)

Wernn madencilifi ve hilgi kegfi;
smiflandirma, kimeleme, trend
analizi, vh.

Earmagik werilenn madenciligi;
metin, multimedya, web, vh.
Weri madencilifi  uygulamalari;

bankarcilik, telekomitnilasyon,
mihendislik, vb.

Ve madencilifi  we  toplum;
garinmeyen  wern  madenciligi
gizlilik saflanaralk werl
madencilii, sosyal aglar

venlennin madenciligi, vb.

Gelecek Nesil Bilgi Sistemleri

(Gunimuzden gelecege)

Sekil 1: Verinin ve Veri Madenciliginin Tarihsel Gelisimi [17]




Bilgisayarlar 1950°1i yillarda sayim amaciyla kullanilmaya baslanmistir.
1960’lara gelindiginde ise veri tabani ve verilerin depolanmasi kavramlari bilisim
diinyasina dahil olmustur. 1960’larin sonuna dogru ise basit 6grenmeli bilgisayarlar
gelistirilmis  olup, 1970’lerde “Iliskisel Veri Taban1 Yonetim Sistemleri”
uygulamalari kullanilmaya baglanmistir. Deginilen alanda gérev yapan uzmanlar basit
kurallar iizerine insa edilen sistemler kurmus ve bu sayede makine &greniminin
temelleri atilmistir. 1980’11 yillarda veri taban1 yonetim sistemlerinin kullanim alanlari
genislemis ve bircok sektorde kullanilmaya baslanmistir. S6z konusu donemde
isletmeler, misterilerine, rakiplerine ve iriinlerine iligskin bilgilerden meydana gelen
veri tabanlari olusturmuslardir. Deginilen veri tabanlart kayda deger olciide veri
icermekte olup, bu verilere SQL veri tabani sorgulama dili ya da benzer diller
araciligiyla erisilebilir. 1990’lh yillara gelindiginde, barindirdigi veri miktar
katlanarak artan veri tabanlarindan ige yarayacak bilginin bulunmasina iliskin
yontemler arastirilmaya baslanmig ve 1992 wyilinda veri madenciliginde
kullanilabilecek ilk yazilim gelistirilmistir. 2000°li y1llarda veri madenciligi gelismeye
devam etmis ve birgok sektorde kullanilir hale gelmistir. Elde edilen neticelerin
faydalar1 anlasildik¢a veri madenciligine yonelik ilgi artmistir [12].

Yukarida yer verilen asamalardan da goriilecegi {izere, veri tabani ve bilgi
teknolojileri 1950°1i yillardan itibaren kayda deger dlgiide gelisim saglamistir. Ayrica,
veri tabani yonetimi sistemlerindeki olumlu gelismeler veri madenciligine 6nemli

katkida bulunmustur.

1.4 VERI MADENCILIiGINIiN iLiSKiLi OLDUGU DiGER ALANLAR
Uygulama agirlikli bir alan olan veri madenciligi; istatistik, makine 6grenimi,
oriintli tanima, veri tabani, veri tabani sistemleri, bilgi alma, gorsellestirme,
algoritmalar, yiiksek performanshi bilgi islem ve birgok uygulama teknigini
biinyesinde barindirmaktadir (Sekil-2). Disiplinler aras1 arastirma ve gelistirme niteligi
veri madenciliginin basarisina ve genis uygulama alanina kayda deger oranda katki

saglamaktadir [17].
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Sekil 2: Veri Madenciliginin iliskili Oldugu Alanlar [17]

1.4.1 Makine Ogrenmesi

Makine Ogrenmesi, hesaplama yontemleri araciligiyla deneyimlerden
ogrenerek sistem performansini artiran bir tekniktir. Bilgisayar sistemlerinde deneyim
veri bigimindedir ve makine 6greniminin temel amaci, verilerden modeller meydana
getiren ogrenme algoritmalar1 gelistirmektir. Bu sayede O6grenme algoritmalarini
deneyim verileriyle besleyerek, yeni gozlemler {lizerinde tahmin yapabilen modeller
elde edilebilmektedir [18].

Makine Ogrenimi, bilgisayarlarin net bi¢cimde programlanmadan 6grenme
kabiliyeti kazanmalarin1 saglayan bir alan olarak tanimlanir. Makine 6grenimi
yontemlerine, makinelere verileri daha etkin bigimde kullanabilmelerini 6gretmek
amaciyla basvurulur. Inceleme asamasi sonrasinda verilerin yorumlanmasida
giicliiklerle karsilagildigi durumlarda makine 6grenimi uygulanabilmektedir. Mevcut
veri setlerinin sayisinin artmasma bagl olarak makine 6grenimine ydnelik talep
artmaktadir. Makine 0Ogreniminin amaci verilerden Ogrenmektir. Acikca
programlanmaksizin makinelerin kendi kendine 6grenmesinin nasil saglanabilecegi
konusunda bir¢ok calisma yapilmistir. Ayrica, birgok matematik¢i ve programeci,
biiyiik veri setlerine sahip olan bu sorunun ¢6ziimiinii bulmak i¢in ¢esitli yaklagimlar

uygulamaktadir [19].



1.4.2 Istatistik

Veri madenciliginin, temin edilen verinin analizi, yorumlanmasi ve
aciklanmasi ile ilgilenen istatistik bilimi ile yogun ve dogal bir baglantis1 vardir.

Istatiksel model, hedef sinifindaki nesnelerin davranisini rastgele degiskenler
ve bunlarla iliskili olasilik dagilimlari yoniinden agiklayan ifade eden matematiksel
fonksiyonlardir. Verileri ve veri siniflarint modellemek amaciyla istatistiksel
modellerden siklikla faydalanilir. Ornegin, istatistik kullanilarak eksik veri degerleri
modellenebilir ve akabinde veri havuzundaki kaliplari incelerken veri madenciligi
asamalar1 guriltilii veya eksik degerleri tanimlamak ve islemek igin s6z konusu

modeli kullanabilir [17].

1.4.3 Veri Tabam Sistemleri ve Veri Ambarlari

Veri tabanlariin olusturulmasi, bakimi ve kullanimi alanlarina odaklanan veri
taban1  sistemleri  genellikle biiyiik veri kiimelerini islemedeki yiiksek
Olgeklenebilirlikleri ile bilinir.

Veri madenciligi islemlerinin kayda deger boliimiiniin biiyiik veri kiimelerini
ve hatta gergek zamanli, hizli akis verilerini isleyecek sekilde tasarlanmasi gerekir. Bu
sebeple veri madenciligi, biliylik veri kiimelerinde yiikksek verimlilige ve
olgeklenebilirlige erisebilmek i¢in veri tabani teknolojilerinden faydalanilabilir.

Giincel veri tabani sistemleri, veri ambar1 ve veri madencili§i imkanlar
sayesinde veri tabani iizerinde sistematik veri analizi yetenekleri olusturmustur. Bir
veri ambari, birden fazla kaynaktan ve ¢esitli zaman dilimlerinden gelen verileri

entegre eder [17].

1.4.4 Diger Alanlar

Bilgi alma, belgeleri ve belgelerdeki bilgileri arama bilimdir. Belgeler metin
veya medya olarak internet ortaminda yer alabilir.

Oriintii tanima, devamli olarak yinelenen sekiller olan oriintiileri tanima
amactyla kullanilan bir teknoloji tiiriidiir. Ornegin, insan yiizii taninmas1, parmak izi,
vb. yontemler gosterilebilir.

Gorsellestirme, isletmelerin verilerden grafik form, ¢izim ve diger gorsel
sunum tiirleriyle anlam ¢ikarmalarini saglayan bir tekniktir. Gorsellestirme sayesinde

verinin daha kolay anlasilmasi ve analiz edilmesi olanagi elde edilir.



Algoritma, belirlenen problemi ¢6zebilmek veyahut bir amaca erisebilmek icin
tasarlanan siire¢ seklinde ifade edilebilir.

Bir biitiin olarak degerlendirildiginde veri madenciligi, yukarida deginilen
alanlar ile etkilesimli bi¢imde yiiriitiilerek hedeflenen sonuglara ulasilmasina katki

saglamaktadir.

1.5 VERI MADENCILiGI SURECI

1996 yilina kadar veri madenciligi siirecine yonelik genel kabul gormiis bir
model bulunmamaktaydi. Bu nedenle, veri madenciligi siireci modelinin standardize
edilebilmesi ve kuruluglara kendi veri madenciligi projelerini yapabilmelerini
saglayabilmeleri amaciyla bir veri madenciligi siireci modeli ihtiyac1 bulunmaktayda.
Tescil zorunlulugu bulunmayan, yazili hale getirilmis ve iicretsiz bir modelin,
kullanicilarin veri madenciligi siirecinden elde ettigi fayday: artirmaya, sektordeki en
Iyi uygulamalara yonlendirmesine ve pazarin olgunlagsmasina olanak saglama imkani
bulunmaktaydi. 1996 yilinin sonunda veri madenciligi sektoriinde yer alan 4 lider
kurulus (Daimler-Benz, Integral Solutions Ltd., NCR ve OHRA), CRISP-DM (Cross-
Industry Standard Process for Data Mining) modelini gelistirdi.

Basit bir sekilde tanimlamak gerekirse CRISP-DM, veri madenciligi alanindaki
uzmanlhigina bakilmaksizin herkes tarafindan kullanilabilen, veri madenciligi
projesinin bir biitiin olarak yonetimini saglamaya olanak taniyan bir veri madenciligi
metodolojisi ve siire¢ modeli olarak ifade edilebilir [20].

CRISP-DM modeline gore veri madenciligi siirecinde takip edilen agamalar
genellikle asagida belirtildigi sekilde siralanabilir:

i. Calismanin Tamimlanmasi

Veri madenciligi siirecinin muhtemelen en kritik asamasi olan g¢aligmanin
tanimlanmasi1 (Business Understanding), isletme agisindan g¢alismanin hedeflerinin
anlasilmasi, bu hedefin bir veri madenciligi problemine doniistiiriilmesi ve belirlenen
hedefe ulasilabilmesi igin bir taslak plan hazirlanmasi olarak ifade edilebilir.

Bu asamada 6zetle, bir problemin neden kaynaklandigi, problemin ¢éziimiine
iligkin beklentiler ile problemin iligkili oldugu veri kaynaklari belirlenir ve problemin
¢dziilmesi sonrasinda elde edilecek ciktilar tanimlanir. Ornegin, kuraklik yasanmasi
durumunda iilkenin tarim tiretimindeki azalmanin tarim iiriinii satan bir firmay1 hangi

olgtide etkileyecegi, vb.



ii. Verinin Tanimlanmasi

Verinin toplanmasi ile baslayan bu siireg, verinin anlasilmasi ve veri kalitesinin
degerlendirilmesi asamalarimi kapsar. Bu asamada veri tipi belirlenerek, verinin
guiriiltiilii veya kirli olmasi, eksik veri barindirmasi ve benzeri problemler tespit edilir.

iii. Verinin Hazirlanmas:

Verilerin hazirlanmasi siireci ham veriden, nihai veri setinin veya modelleme
asamasinda kullanilacak arag¢larin olusturulmasi asamasini ifade etmektedir. Verilerin
hazirlanmasi verinin seg¢ilmesi, temizlenmesi, insa edilmesi, birlestirilmesi ve
doniistiirmesi asamalarini kapsamaktadir.

iv. Modelleme

Tanimlanan problem i¢in en uygun modelin bulunabilmesi amaciyla bir¢cok
model kurulur ve optimal degerlere ulasilana kadar parametreler iizerinde degisikler
yapilir.

V. Degerlendirme

Bu siireg, modelin nihai halinin verilmesi 0Oncesinde, modelin
degerlendirilmesinin ve inga asamasinin isletme amacina uygun olup olmadiginin
gozden gegirilmesi asamasidir.

Vi. Dagitim

Dagitim asamasinda, siire¢ boyunca elde edilen verinin diizenlenmesi ve talep
eden kisinin kullanabilecegi bi¢imde sunulmasi gerekmektedir.

CRISP-DM modeline iliskin asamalar asagidaki semada ayrica belirtilmistir.
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Calismanin Verinin
Tanumlanmasi Tanimlanmas:

Verinin
Dagitim Hazirlanmasi

+ Modelleme

Degerlendirme

Sekil 3: CRISP-DM Modeli [20]

Veri madenciligi siirecindeki asamalarda yasanacak olumsuzluklarin, takip
eden adimlarda zaman ve kaynak kaybina yol agma ihtimali yiiksektir. Bu nedenle, her
asamada takip edilmesi gereken siirece uyulmasi siirecin basarili sonuglanmasi

agisindan elzemdir.

1.6. VERI MADENCILIGININ KULLANIM ALANLARI

Giintimiizde veri madenciligi isletmeler tarafindan agirlikli olarak pazarlama,
iletisim ve benzeri alanlarda miisteri odaklilig1 artirmak amaciyla kullanilmaktadir.
Veri madenciligi isletmelere fiyat, tretim seviyelerinin belirlenmesi, personel
yetkinlikleri ve benzeri kurum igi faktorleri tespit edebilmelerine imkan saglamaktadir.
Ilaveten, ekonomik veriler, rekabet ve faaliyette bulunulan piyasanin yapisi gibi dis
unsurlarin belirlenmesine olanak tanimaktadir. Bu sayede, isletmelerin satis miktarlari,
misterilerinin memnuniyeti ve sirketin elde ettigi sonuglar {izerindeki olumlu veya
olumsuz etkiler tespit edilebilmektedir. Netice itibartyla veri madenciligi siireci, ham
bilgiyi edinme ve veriler icerisindeki detaylar1 fark etme imkan: saglamaktadir.
Deginilen avantajlar1 sayesinde, veri madenciligi giiniimiizde hemen her alanda
kullanim alan1 bulabilmektedir. Veri madenciligine siklikla bagvurulan sektorler;

- saglik,

- biyoloji ve tip,

- telekomiinikasyon,
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- bankacilik ve finans,

- sigorta,

- pazarlama,

- egitim,

- astronomi
olarak 6zetlenebilir [13].

Her gegen giin daha yaygin kullanilan veri madenciligi, uygulanabilirliginin
kolay olmasi ve etkili sonuglar vermesi sayesinde isletmeler tarafindan siklikla

bagvurulan yontemlerden bir tanesi haline gelmistir [12].
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BOLUM I1
MAKINE OGRENMESIi VE MAKINE OGRENMESI YONTEMLERI

Bir veri madenciligi yontemi olarak makine &grenmesi, kullanilan veriler
tizerinden 6grenebilen veya performansi gelistiren sistemler insa etmeye yogunlasan
bir yapay zeka dalidir. Yapay zeka, insan zekasini taklit eden sistemler veya makineler
biitiinii anlami tasiyan bir kavramdir. Makine 6grenimi ve yapay zeka genellikle bir
arada degerlendirilir. Bu iki kavram zaman zaman birbirinin yerine kullanilsa da ayni
anlami1 tagimamaktadirlar. Makine 6grenmesi ¢oziimlerinin tamami yapay zeka
olmasina karsin, tiim yapay zeka ¢6ziimleri makine 6grenimi degildir. Gelinen noktada
makine 6grenmesi bir¢ok yerde uygulanmaktadir. Bankalarla irtibat kuruldugunda,
internet tizerinden aligveris yapildiginda veya sosyal medya kullanildiginda makine

Ogrenimi algoritmalari devreye girmektedir [21].

2.1 MAKINE OGRENMESI TURLERI
Hizli gelisen bir disiplin olan makine 6grenmesi tiirleri asagidaki baslhklar

altinda siniflandirilabilir.

2.1.1 Denetimli Ogrenme (Supervised Learning)

Denetimli 6grenme siniflandirma ile esanlamlidir. Ogrenme, egitim veri seti
icerisinde yer alan etiketli 6rneklerden saglanir. Ornek vermek gerekirse, onceki
donemde kredi kullandirilan miisterilerin verileri {izerinden Ogrenme asamasi
tamamlandiktan sonra, yeni basvuruda bulunan kisilerin kredilerini 6deyememe

ihtimalinin hesaplanmasi denetimli 6grenme 6rnegi olarak gosterilebilir.

2.1.2 Denetimsiz Ogrenme (Unsupervised Learning)

Denetimsiz dgrenme esasen kiimeleme ile ayni anlami tagimaktadir. Girdi
ornekleri sinif etiketi icermez ve bu sebeple 6grenme siireci denetimsizdir. Genel
olarak verilerde yer alan siniflar1 ortaya ¢gikarmak amaciyla kiimeleme kullanilabilir.

Bir 6rnekle izah etmek gerekirse denetimsiz bir 6grenme metodu girdi olarak el yazisi
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rakamlarindan olusan bir takim goriintii kullanabilir. 5 veri kiimesinin bulundugu
senaryoda kiimeler, sirasiyla 0 ile 4 arasindaki 5 farkli basamaga denk gelebilir. Diger
taraftan, egitim verilerinin etiketlenmemesi nedeniyle, 6grenilen model bulunan

kiimelerin anlamsal karsiligini ifade edemeyecektir.

2.1.3 Yar1 Denetimli Ogrenme (Semi-supervised Learning)

Ogrenme asamasinda etiketli ve etiketsiz 6rnekleri kullanan makine 6grenimi
tekniklerine yar1 denetimli 6grenme adi verilir. Bu yaklasimda sinif modellerini
ogrenmek icin etiketli 6rneklerden faydalanilir ve siniflar arasindaki sinirlari belirgin

hale getirmek amaciyla etiketsiz 6rneklere basvurulur.

2.1.4 Aktif Ogrenme (Active Learning)

Kullanicilarin  6grenme siirecinde aktif rol oynadigi makine O6grenmesi
yontemlerine aktif O6grenme metotlar1 adi verilir. Aktif 6grenme yaklasimi
kullanicilardan, etiketlenmemis Orneklerden veya Ogrenme programindan analizi
tamamlanmis bir 6rnegi etiketlemesini talep edebilir. Anilan uygulamadaki amag,
etiketlemelerinin  istenebilecegi ornek sayisina iligkin - kisitlama bulundugu
durumlarda, kullanicilardan aktif bi¢cimde bilgi alarak model kalitesini optimize

etmektir.

2.2 MAKINE OGRENMESI METOTLARI

Makine o6grenmesinde kullanilan yontemler ve algoritmalar giin gectikge
artmaktadir. Makine 6grenmesi modelleri esasen;

- Simiflandirma (Classification),

- Kiimeleme (Clustering),

- Baglant1 Analizi Modeli (Birliktelik Kurallari, Association Rules)
olmak tizere 3 grupta toplanabilir. Siiflandirma metodu tahmin edici, kiimeleme ve
baglant1 analizi modeli ise tanimlayic1 metotlar olarak tanimlanabilir.

Calismamizin uygulama boliimiinde smiflandirma yontemleri kullanilmig
olmasi nedeniyle s6z konusu 6grenme metoduna asagida detayli olarak yer verilmekle

birlikte, diger makine 6grenmesi metotlarina yalnizca basliklar halinde deginilmistir.
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2.2.1 Simiflandirma

Veri siniflandirmasi, 6grenme asamasi ve siniflandirma asamasi olmak iizere 2
asamal1 bir siirectir. ilk olarak, belirlenen veri kiimesini tanimlayan bir siiflandiric1
olusturulur. Ogrenme asamasi (egitim asamasi) olarak adlandirilan bu siiregte
simiflandirma algoritmasi, veri tabani demetlerinden olusan bir egitim setini analiz
ederek veya 6grenerek siniflandirict olusturur. Siiflandirma asamasinda ise ilk olarak
siniflandiricinin basar1 oran1 tahmin edilir. Basar1 oraninin kabul edilebilir seviyede
olmasi durumunda ise, siniflandirici verinin diger boliimii igin kullanilabilir [17].

Smiflandirma, bir veri kiimesi tizerinde tanimli olan muhtelif siniflar arasinda
veriyi dagitmak olarak tanimlanabilir. Bu yontem igin kullanilan algoritmalar,
belirlenen egitim kiimesi igerisinde yer alan dagilim seklini 6grenirler ve akabinde
smifinin belirsiz oldugu test verileri iletildiginde uygun bigimde siniflandirmayi
hedefler [3].

Denetimli (supervised, gozetimli) bir 6grenme teknigi olan siniflandirma
metodunun temel 6zellikleri;

- verilerin etiketlerinin bulunmasi,

- verileri bir gruba dahil etmek i¢in kural olusturulmasi gerekliligi,

- veri setinin egitim ve test olarak ayrilmasi gerekliligi
olarak belirtilebilir. Ornek vermek gerekirse, bir banka tarafindan kullandirilan
kredileri 6demeyen bir grup miisterinin verilerinden hareket ederek, yeni kredi
talebinde bulunan miisterilerin kullanmak istedikleri krediyi 6deyip 6demeyeceklerini
tahmin etmek i¢in siiflandirma metodu kullanilabilir.

Yaygin olarak kullanilan siniflandirma modelleri;

- Lojistik Regresyon (Logistic Regression),

- Karar Agaclar1 (Decision Trees),

- K-En Yakin Komsu (K-Nearest Neighboor),

- Yapay Sinir Aglan (Artificial Neural Networks),

- LightGBM

olarak siralanabilir.

2.2.1.1 Lojistik Regresyon
Bir veya birden ¢ok degiskenin diger degiskenler cinsinden tahminini
saglayacak iligkileri belirleme ve tanimlama islemine regresyon analizi ad1 verilir. Bu

analizde, gozlenen olayin degerlendirilmesi asamasinda bu olayin hangi olaylardan
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etkilendiginin tespit edilmesi 6nem tagimaktadir. S6z konusu olaylar bir veya birden
cok olabilecegi gibi etkileri farkli diizeylerde olabilir. Regresyon analizinde veriler
arasindaki iliski matematiksel bir fonksiyon olarak tanimlanir. Belirlenen
matematiksel fonksiyon tek bagimli degisken ve bir veya daha g¢ok bagimsiz
degiskenden meydana gelebilir. Tek degiskenli modellere basit dogrusal regresyon,
birden fazla bagimsiz degiskenli modellere ise ¢oklu regresyon modelleri ad1 verilir
[22].

“Y” bagiml degiskeni ile yalnizca bir “X” bagimsiz degiskeni arasindaki
iliskiyi dogrusal fonksiyonla ifade eden “basit regresyon modeli” asagidaki denklem

ile ifade edilebilir.
Y=a+pBX+e (2.1)

Basit regresyon denkleminde yer alan;

I. “a” katsayis1 dogrusal fonksiyonun sabitini ifade eder. Bu katsay,
bagimsiz degisken “X”in “0” degeri aldiginda, bagimli degisken
“Y”’nin regresyon dogrusundaki konumunu gosterir.

ii. “B” katsayis1 dogrusal fonksiyonun egimini belirtir. Fonksiyonun
egimi, “X” bagimsiz degiskeninde meydana gelen bir birimlik
degismenin, “Y” bagimli degiskeni lizerinde yaratacagi degisimi
gosteren regresyon katsayisidir.

iii. “e” degeri ise fonksiyonun hata terimini ifade eder. Bu hata degeri,
regresyon modeline net olarak dahil edilemeyen diger degiskenleri
ve durumlart kapsamak iizere modele eklenen bir degerdir.

Bu durumda tahmini model;
Y=a+ BX+e (2.2)

sekline doniisiir. “ o "nin ve “ B nin tahminleri olan “ & ” ve “ B ” degerleri genelde
hata teriminin normal dagilim gostermesi durumunda en kiiciik kareler tekniginden
(EKK) veya hata teriminin dagilim1 hakkinda herhangi bir varsayim séz konusu
degilse en biiyiik olabilirlik tekniklerinden yararlanilarak bulunulur. Uygulamada
genelde EKK yontemine bagvurulur. EKK yonteminde amag regresyon denkleminin
hata degerini minimum kilacak parametre degerlerini belirlemektir. Regresyon

fonksiyonunun hata degerinin minimum olmasi saglamak i¢in “ a > ve “ 7
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degerlerine gore “ e ” hata degerinin kismi tiirevlerinin alinarak “0”a esitlenmesi
gerekir. Bu islem sonucunda elde edilen formiiller kullanilarak « & ” ve “ B katsay1
degerleri bulunabilir. Daha sonra regresyon modeli kullanilarak aciklayici degiskenin
cesitli degerlerine karsilik gelen bagimli degiskenin alacagi deger tahmin edilebilir [2].

Cok degiskenli regresyon modelinde ise, bir bagimli degiskenin yani sira
birden fazla bagimsiz degisken bulunmaktadir. Bu modelde bagimsiz degiskenlerin
bagimli degiskendeki farkliliklar1 es zamanli olarak agiklamasi hedeflenmektedir. Cok

degiskenli regresyon modelinin denklemi ise asagidaki sekilde ifade edilebilir.
Yi=PBo+ Pr.Xe+P2.Xo+.... t+¢ (2.3)

Lojistik regresyon modelinin temel amaci da, diger regresyon modellerine
benzer sekilde, bir veya birkag bagimsiz degisken ile bagimli degisken arasindaki
iligkiyi ifade etmektir. Lojistik regresyon yontemi, diskriminant analizinde oldugu
gibi dogrusallik ve siirekli veri zorunlulugu gibi kisitlamalar igermediginden kategorik
degisken tahmini ve siiflandirmasinda tercih edilen bir yontemdir. Ancak lojistik
regresyon analizi neticesinde ulagilan model temelde dogrusal olmayan bir logaritmik
fonksiyondur ve ulasilan katsayilar logaritmik degerleri gosterir. S6z konusu
katsayilarin anlamli bir sekilde yorumlanmasi i¢in odds oranindan ve buna bagl lojit
degerlerinden faydalanilir. Odds orani, (olabilirlik veya olasilik orani) bir olayin
gerceklesme ihtimalinin p(X), bu olaym gerceklesmeme olasiligina “1-p(x)” bolimii

olarak tanimlanip asagidaki sekilde gosterilir;
Odds=p(x)/1-p(x) (2.4)

Odds orami1 olasilik kestiriminin 0-1 arasinda deger almasini saglamakla
birlikte, odds’un sifirn altinda bir deger almamasmin da temin edilmesi
gerekmektedir. Bunun i¢in odds’un logaritmas1 alinip lojit degeri elde edilir. Lojit

degeri asagidaki denklem kullanilarak hesaplanabilir;
Ln P(y=1)/P(y=0) = Ln (p/1-p)=ePy" Bx}) (2.5)

Ulagilan lojit degerler ise {istel lojistik katsayilar1 verir. Bu katsayilar
belirlendikten sonra asagidaki olasilik fonksiyonu kullanilarak yeni “x” gdzleminin

hangi sinifa ait olacagi olasilik degeri olarak bulunabilir.
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P:1/1+e—(bo+b1+b2+'"'+bpxp) (2.6)

Boylece lojistik regresyon, kategorik bagimli degisken ile bagimsiz
degiskenler arasinda iliskiyi logaritmik doniisiimler yaparak dogrusal bir yapiya
dontstiiriir ve her bir gozlem i¢in belli sonuglarin ger¢eklesme olasiligini belirler.

Asagidaki grafikte bu dontisiim gosterilmistir.

v=b0 +blx Lineer Model
¥
1 /

P Lojistik Model

p=1/1+c-00b1)

/

Sekil 4: Lojistik Regresyon Fonksiyonu [2]

Gerek akademik arastirmalarda gerekse is analizlerinde elde edilen verilerin
onemli boliimii kategorik verilerdir. Ornek vermek gerekirse, bir kisi bir akademik
programi ya tamamlamistir ya da tamamlamistir, benzer sekilde bir kisinin arag stirme
ehliyeti vardir ya da yoktur. Bu nedenle, kategorik verilerin ¢cok degiskenli analizi
bircok sektoriin ilgi alanma girmektedir. Dolayisiyla lojistik regresyon analizi,
regresyon analizi temeliyle ve diger analizlere gore daha yaygin bir kullanim alani

saglamasinin avantajiyla, kategorik verilere iligskin ¢alismalarda biiyiik 6neme sahiptir.

2.2.1.2 Karar Agaclari

Karar agaglari, siniflar1 belli olan 6rnek veriden tiimevarim yoluyla 6grenilen
agac seklinde bir karar yapis1 tiiridiir. Bir karar agaci, basit karar verme adimlari
izlenerek, biiyiik miktarlardaki kayitlart kiigiik kayit gruplarina ayirarak kullanilan bir
yapidir. Her basarili ayirma islemi sonrasinda, sonug¢ gruplarinda yer alan iiyelerin

diger tliyelere benzerligi artmaktadir [23].
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Karar agaclart yonteminde Oncelikle siniflandirma amaciyla bir agag
olusturularak, veri tabaninda yer alan kayitlar bu agaca uygulanir ve elde edilen sonuca
gore kayit simiflandirilir. Uygulamanin yani sira, sonuglarin anlasilmasit ve
yorumlanmasi asamalarinin daha kolay olmasi nedeniyle karar agaglar1 diger
yontemlere kiyasla yaygin olarak kullanilmaktadir. Genellikle kategorik niteliklerin
kullanildig1 siniflandirmada, siirekli sayisal degisken varsa bu veriler kategorik sekle
dontstiiriilerek karar agacinda kullanilabilir. Karar agaci algoritmasinin agacin
Ogrenilmesi asamasinda egitim amagli kullanilan kiime, ¢esitli niteliklere gore alt
kiimelere ayrilir. S6z konusu islem, 6z yineli olarak tekrarlanir ve tekrarlama isleminin
tahmin tizerinde etkisi kalmayana kadar devam eder [3].

Karar agaglar1 kurulum maliyetinin diisiik olmasi, kolay yorumlanabilmesi,
veri tabani sistemleri ile rahatlikla biitiinlestirilebilmelerinin yani sira, tatmin edici
seviyede giivenilirlikleri bulunmasi nedenleriyle yaygin kullanima sahiptir [24].

Karar agaglar1 olusturulurken kullanilan algoritma se¢imi son derece Onem
tasimaktadir. Tercih edilen algoritmaya gore karar agacinin sekli degisiklik
gosterebilir. Degisik agac yapilar1 farkli siniflandirma sonuglar1 verecektir. Kok adi
verilen ilk diigtimiin farkli olmasi, ugtaki yapraga ulasilirken takip edilecek yolu ve bu
sebeple smiflandirmay1 degistirecektir. Karar agaci algoritmasinda amag, en kisa
yoldan istenen yanita ya da sinifa ulagmaktir [7].

Farkl1 yaklagimlar ile olusturulan karar agaci uygulamalarindan yaygin olarak
kullanilanlari;

- CHAID,

- CRT,

- 1D3,

- CA45,

- MARS
modelleri olarak ifade edilebilir.

Asagidaki sekilde temsili bir veri setinde yer alan kisilerin kalp krizi yasamasi

thtimalini gdsteren ornek bir karar agacina yer verilmistir.
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Sekil 5: Ornek Karar Agaci

Yukaridaki karar agacinda yer verilen her digiim kendisinden sonra iki dala
ayrilmaktadir. Deginilen ayrilma islemi siirecinde yeni diigiim hakkinda cevab1 veri
tabaninda bulunacak bir soru sorulmakta ve verilecek yanita gore bir dal izlenmektedir.
Yukaridaki sekilde yer verilen kayitlarin yorumlanmasi sonucunda;

- sigara kullanan, 50 yasinin iizerinde olan ve diizenli spor yapmayan bir

kisinin kalp krizi ge¢irmesi ihtimali %40,
- sigara kullanmayan, ailesinde kalp krizi vakas1 bulunmayan ve diizenli spor
yapan bir kisinin kalp krizi gecirmesi ihtimali %1
olarak hesaplanacaktir.

Karar agact algoritmalarinin 6ne ¢ikan avantajlari, parametrik olmayan
yontemlerden olmasi sebebiyle diger ¢ok degiskenli tekniklerde saglanmasi gereken
istatistik varsayimlarin s6z konusu olmamasidir. Ciinkii veri madenciligi sonucunda
olusturulan kurallarin kullanilip kullanilamayacagi yoniinde bir yargiya 6nceden
varilmas1 miimkiin degildir. [laveten karar agacinin bir diger avantaji, algoritmalarmin
bagimli ve bagimsiz degiskenler arasindaki iligkilerin yoniinii ve Onem sirasini
gorsellestirmesidir. Bu sayede ulasilan sonuglarin yorumu basitlestirilerek daha somut
ve kullanigh hale getirilmektedir [23].

2.2.1.3 K-En Yakin Komsu (K-NN)
K-En Yakin Komsu algoritmasi siniflar1 belli olan bir 6rnek kiimesinde yer

alan gozlem degerlerinden faydalanarak ornege dahil edilecek yeni gézlemin hangi
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siifa ait oldugunu belirlemek i¢in kullanilir. K-En Yakin Komsu yontemi, 6rnek
kiimedeki gozlemlerin her birinin sonradan belirlenen bir gozlem degerine
uzakliklarinin hesaplanmasi ve en kiigiik uzakliga sahip “k” sayida gozlemin seg¢ilmesi
temeline dayanmaktadir. Uzakliklar, Oklid, Minkowski, Manhattan, Chebyschev veya
Dilca formiilleri kullanilarak hesaplanabilir. K-En Yakin Komsu algoritmasi
kullanilirken, gbézlem degerlerinden meydana gelen kiime igin asagida yer verilen
asamalar izlenir [25]:

i. K degeri belirlenir. Bu deger belirlenen bir noktaya en yakin mesafedeki

komsularin sayisidir.

ii.  Algoritma belirlenen bir noktaya en yakin komsulari tespit edecegi i¢in, s6z

konusu nokta ile diger tiim noktalar arasindaki uzakliklar tek tek hesaplanir.

iii. Onceki adimda hesaplanan uzakliklar dikkate almarak satirlar siralanir ve

bu satirlar igerisinden en kiigiik olan “K” tanesi segilir.

iv. Belirlenen satirlarin ait oldugu kategori tespit edilir ve en ¢ok yinelenen

kategori degeri segilir.

V. Secilen kategori, tahmin edilmesi beklenen gozlem degerinin kategorisi

olarak dikkate alinir.

Bir ornekle aciklamak gerekirse, asagidaki sekilde yer verilen kare seklindeki
simgenin, sag tarafinda yer alan yuvarlak simgelere mi yoksa sol tarafinda yer alan
ticgen simgelere mi dahil olacagi karar1 “k” degerine gore degisecektir. Soyle ki, “k=2"
olmasi durumunda kare nesneye en yakin 2 nesne sag tarafinda yer alan yuvarlaklar
olacag: icin, kare nesne yuvarlak grupta siiflandirilacaktir. Diger taraftan, “k=3”
olmas1 durumunda ise, kare nesneye en yakin 3 nesne sol tarafinda yer tiggenler olacagi

icin, kare nesne liggen grupta siniflandirilacaktir.

A ..
A >
s LEe e
A O @
A ®
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Sekil 6: K-NN Algoritmasi Ornegi
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K-NN algoritmasi; egitim siirecinin hizli olmasi, yontemin &grenilmesinin
yalin ve kolay olmasi, egitim i¢in ayrilan verinin biiyiik olmast durumunda efektif bir
yontem olmasi ve giiriiltiilii egitim verilerine karsi direngli olmasi gibi avantajlar ile
one cikmaktadir. Diger taraftan, performansinin “k” komsu sayisina bagli olarak
etkilenmesi, yiiksek miktarda bellek alanina gereksinim duymasi, ilgili olmayan veri
nedeniyle yanilma ihtimalinin bulunmasi, muhtelif hesaplama karmasikliklari

barindirmasi nedenleriyle ise bazi1 dezavantajlar barindirmaktadir [26].

2.2.1.4 Yapay Sinir Aglar

Yapay sinir aglart modeli, ndronlardan olusan biyolojik sistemlerin davranigina
benzer bir yap1 ortaya koymay1 amacglamaktadir. 1950°1i yillardan bu yana yapay sinir
aglart hem smiflandirma hem de siirekli regresyon modellerinin tahmini amaciyla
kullanilmaktadir. Yapay sinir aglari modeli bilhassa, siif degerleri ve ozellikleri
arasindaki iliskinin net olarak bilinmedigi veya girdi ve ¢iktilar arasindaki iliskinin
dogrusal olmadigi durumlarda tercih edilen bir yontemdir [2].

Yapay sinir aglari, yapay sinir hiicrelerinin birbirleriyle muhtelif sekillerde
baglanmasindan meydana gelir ve genel itibariyla katmanlar seklinde diizenlenir. One
¢ikan Ozellikleri birbirlerine bagli noronlar, baglantilar arasindaki agirliklarin tespit
edilmesi ve atesleme fonksiyonudur. Yapay sinir aglarint meydana getiren her néronun
bir i¢ hali bulunmaktadir. Bu i¢ hale aktivasyon veya aktivasyon seviyesi ad1 verilir.
Bu seviye, gelen girdileri tanimlayan bir fonksiyondur. Ag igerisindeki bir ndron,
dogal noronlarin yaptigina benzer bigimde, diger néronlara bir isaret (sinyal) gonderir.
Noéronlar bir seferde tek bir isaret gonderebilitler. Iletilen bu sinyaller génderilen
noronlar i¢in girig fonksiyonlart olur. Bir ndron bir kerede birden fazla nrona sinyal
gonderebilir [7].

Yapay sinir aglart  modelinde bilgilerin  islenmesi es zamanh
gerceklestirildiginden iletilen bilgiler birbirinden bagimsizdir. Ilaveten, ayn1 tabakada
yer alan baglantilar arasinda zaman bagimliligi bulunmamasi nedeniyle tamamu ile es
zamanli ¢alisabilmekte ve bu sayede bilgi akis hizi artmaktadir [27]. Yapay sinir aglari
modelinde 6grenme, baglanti agirliklarinin  yenilenmesi seklinde meydana
gelmektedir. Ogrenme neticesinde ulasilan bilgiler baglanti agirliklarida saklanir. Bu
sayede ulasilan bilginin uzun siire muhafaza edilmesi miimkiindiir. Ayrica 6grenme
yetenegi tam tanimli olmayan problemlerin yapay sinir aglari ile ¢ziilmesine imkan

saglamaktadir. Paralel ¢alisan bir yapay sinir ag1 modeli karisik fonksiyonlarla yapilan
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islemler yerine basit islemler igerdiginden ve karmasik olmayan bir mimari yapiya
sahip oldugundan bir¢ok sorunun ¢oziimlenmesinde tercih sebebidir. Asagidaki

sekilde yapay sinir ag1 modelinin genel yapisina yer verilmistir.

Sabit katk:
Girdiler Hiicreler arasi agirhikh cd?cl:::ir Evet
. baglayicilar
Ciktilar

Geri beslenme

'

Sekil 7: Yapay Sinir Ag1 Modeli Semasi [28]

Daha oOnce deginildigi iizere, yapay sinir aglar1 algoritmasi biyolojik sinir
sistemi Ornek alinarak tasarlanmistir. Biyolojik sinir hiicreleri arasindaki iletisim
synapsler vasitasiyla saglanir. Bir sinir hiicresinin isledigi bilgiler axon vasitiyla ile
diger hiicrelere iletir. Benzer bigimde yapay sinir hiicreleri disaridan gelen bilgileri
toplama fonksiyonu ile toplar ve aktivasyon fonksiyonundan gecirerek ciktiy iiretir,
agmn baglantilar1 iizerinden diger hiicrelere (proses elemanlarina) gonderir. Degisik
toplama ve aktivasyon fonksiyonlari bulunmaktadir. Yapay sinir aglarini birbirlerine
baglayan baglantilarin degerleri agirlik degerleri olarak adlandirilir. Proses elemanlari
paralel ii¢c katman bigiminde birleserek bir ag meydana getirirler. Bu katmanlar; girdi
katmani, ara katman ve ¢ikt1 katmani olarak belirtilebilir. Aga girdi katmani {izerinden
dahil edilen bilgi, akabinde ara katmanda islenir ve ¢ikti katmanina aktarilir. Bilgi
isleme olarak belirtilen husus, aga erisen bilgilerin agin agirlik degerleri kullanilarak
ciktiya cevirilmesidir. Dogru c¢iktilara erisilebilmesi i¢in agin agirliklarinin yanlis
degerlerden olugsmamasi onemlidir. Dogru agirliklarin bulunmasi islemi agin
egitilmesi olarak ifade edilmektedir. S6z konusu degerler ilk etapta rasgele atanirlar.
Takip eden siiregte, egitim agamasinda her 6rnek aga iletildiginde, agin 6grenme kurali
g6z Oniinde bulundurularak agirliklar giincellenir. Sonrasinda, farkli bir 6rnek aga
dahil edilerek agirliklar tekrar giincellenir ve en dogru degerler elde edilmeye galisilir.

Bu siire¢ ag egitim setinde yer alan orneklerin tamami igin dogru ciktilar elde
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edilinceye kadar tekrarlanir. Bu saglandiktan sonra test setinde yer alan 6rnekler aga
gosterilir. Eger ag test setinde yer alan orneklere dogru cevaplar verirse ag egitilmis
sayilmaktadir [29].

2.2.1.5 LightGBM (Light Gradient Boosting Machine)

LightGBM (Light Gradient Boosting Machine), hizl1 ve yiiksek performansh
bir makine 6grenimi algoritmasidir. Microsoft tarafindan gelistirilen ve agik kaynakli
bir proje olan LightGBM, o6zellikle biiyiik veri kiimeleri lizerinde calisirken etkili
sonuglar elde edebilmek icin tasarlanmistir. LightGBM hizli 6grenebilmesi, diisik
bellek tiiketimi ve yiiksek tahmin performansi gibi 6zellikleriyle bilinmektedir.

LightGBM, bir makine 6grenmesi algoritmast olan ve zayif tahmincilerin
(genellikle karar agaclari) bir araya getirilerek daha giiclii bir tahminci olusturulmasina
dayanan gradient boosting yonteminin bir ¢ercevesidir.

LightGBM'in temel 6zellikleri sunlardir;

- Disiik Bellek Tiiketimi: LightGBM, diger geleneksel gradient boosting
yontemlerine gore daha az bellek kullanir. Bu sayede daha biiyiik veri
kiimeleri tizerinde calisirken daha az bellek tiiketimi saglar.

- Hizlh Ogrenebilme Yetenegi: LightGBM, diger gradient boosting
algoritmalarma gore daha hizli bir 6grenme yetenegine sahiptir. Bu hizli
ogrenme, daha kisa egitim stireleri anlamina gelir.

- Dengesiz Veri Kiimesi Destegi: LightGBM, sinif dengesizligi i¢eren veri
kiimeleri tizerinde 1yi performans gosterir. Sinif agirliklandirma ve
ornekleme stratejileri ile bu tiir sorunlara ¢6zlim sunar.

- Histogram Tabanl Ogrenme: LightGBM, veri setini histogramlara béler ve
bu histogramlar iizerinden 6grenme islemini gergeklestirir. Bu sayede hizli
ve verimli hesaplamalar yapabilir.

- Kategori Nitelik Destegi: LightGBM, kategori (kategori) niteliklerini 6zel
olarak isleyerek hizli bir sekilde kodlar ve boylece kategori niteliklerinin
kullanilmasini kolaylagtirir.

- Dagitik ve Paralel Ogrenme Destegi: LightGBM, birden fazla islemci veya
diigiim lizerinde dagitik ve paralel 6grenme yapabilme yetenegine sahip

olup, bu sayede egitim siirelerini daha da hizlandirir [35].
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2.2.2 Kiimeleme

Denetimsiz 6grenme teknigi (unsupervised) olan kiimeleme metodunda,
verilerin birbirlerine benzerlikleri dikkate alinarak gruplandirma yapilir. Marketlerde
miisteri gruplarinin belirlenmesi ve aligveris Oriintiilerinin ¢ikarilmasi, bir ilgede
bulunan konutlarin mubhtelif 6zelliklerine gore ayristirilmasi vb. uygulamalar
kiimelemeye 6rnek olarak gosterilebilir.

Verilerin etiketinin bulunmadig1 kiimeleme metodunda, veri yakinligina,
benzerligine ve alakasina gore bir gruba dahil edilir. Yaygin kullanilan kiimeleme
modellert;

- K-Means Kiimeleme Algoritmasi,

- Hiyerarsik Yontemler,

- Yogunluk Tabanli Yontemler,

- Model Tabanli Yo6ntemler
olarak belirtilebilir.

2.2.3 Baglant1 Analizi Modeli (Birliktelik Kurallarr)

Birliktelik kurallari, biiyiik veri kiimeleri arasinda birliktelik iligkileri tespit
eder. Elde edilen ve depolanan verinin giin gegtik¢e biiyiimesi nedeniyle, isletmeler
veri tabanlarinda yer alan birliktelik kurallarini tespit etmeye onem vermektedir.
Biiyiik miktardaki mesleki islem verilerinden muhtelif birliktelik iliskilerini tespit
etmek, isletmelerin karar alma siireglerindeki verimliligini artirmaktadir.

Birliktelik kurallarinin yaygin olarak uygulandigi 6rnek market aligverisi
uygulamasidir. Bu uygulama, satin aldiklar tirinler arasindaki iliskiyi tespit ederek
miisterilerin aligveris aligkanliklarini analiz etmektedir. Bu tip birlikteliklerin
belirlenmesi, miisterilerin bir arada aldiklar {irlinleri ortaya ¢ikarir ve isletmeler bu
bilgiyi kullanarak etkin satis stratejileri gelistirebilirler. Ornek olarak, bir miisterinin
cay satin almasi durumunda ayni aligveriste seker alma olasiliginin degerlendirilmesi

vb. analizler gosterilebilir [30].
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BOLUM I11
BANKACILIKLA iLGIiLIi TEMEL KAVRAMLAR

Bu c¢alismada uygulama bankacilik sektoriinde gergeklestirilmektedir. Bu

nedenle bu bolimde uygulamanin yapildig1 sektore iliskin temel bilgiler yer

almaktadir. Bankacilik sektoriine iliskin en temel diizenleme sektore iliskin ¢ikarilmis

olan 5411 sayili Bankacilik Kanunudur. 5411 numarali Bankacilik Kanunu’nda yer

alan tanimina goére bankalar;

mevduat bankasi; kendi nam ve hesabina mevduat kabul etmek ve kredi
kullandirmak esas olmak tiizere faaliyet gosteren kuruluslar ile yurt disinda
kurulu bu nitelikteki kuruluslarin Tiirkiye’deki subeleri,

katilim bankasi; 6zel cari ve katilma hesaplar1 yoluyla fon toplamak ve
kredi kullandirmak esas olmak iizere faaliyet gosteren kuruluslar ile yurt
disinda kurulu bu nitelikteki kuruluslarin Tiirkiye’deki subeleri,

kalkinma ve yatirnm bankasi; mevduat veya katilim fonu kabul etme
disinda; kredi kullandirmak esas olmak iizere faaliyet gosteren ve/veya 6zel
kanunlarla kendilerine verilen gbrevleri yerine getiren kuruluslar ile yurt

disinda kurulu bu nitelikteki kuruluslarin Tiirkiye’deki subeleri

olarak tanimlanmustir.

Bankacilik Kanunu’nda bankalarin;

mevduat ve katilim fonu toplayabilecegi,

kredi kullandirabilecegi,

odeme, fon transferi ve tahsilat islemleri yapabilecegi,

ilaveten, kanunun 4. maddesinde yer verilen diger faaliyetleri

yiiriitebilecegi

hiikkiim altina alinmigtir. 2023 yilinin Haziran ayi itibariyla iilkemizde 35 adedi

mevduat bankasi, 19 adedi kalkinma ve yatirim bankasi, 6 adedi ise katilim bankasi

olmak tizere toplam 60 banka; 11.048 sube ve 207.266 personel ile faaliyet

gostermektedir [31]. Aym1 zamanda 6 adet dijital banka kurulus izni almis olup,

faaliyete gegme konusunda c¢alismalar1 devam etmektedir.
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Genel bir degerlendirme yapmak gerekirse bankalar, gergek ve tiizel kisilerin
tasarruflarin1 toplayarak, bunlar1 gelir saglayacak islere kredi ve benzeri yollarla
yonlendiren, 6demelerde aracilik yapan, para nakli ve kiymetli evrak tahsili, emanet
kabulii gibi ¢esitli hizmetler goren isletmelerdir. Diger bir tanimla bankalar; 6zellikle
var olan 6z kaynaklarindan ve miisterilerinden toplanan mevduatlardan ortaya
cikarilan olanaklar1 kullanarak para ve kredi ticareti yapan, ayrica bunlarin disindaki
finansal ve toplumsal faaliyetlere girerek hayata katkida bulunan isletmeler olarak
ifade edilebilir. Deginilen tanimlardaki unsurlardan yola ¢ikarak, bankacilik
faaliyetlerinin kaynak saglamak ve saglanan kaynaklari fon ihtiyact olan kisi ve
kurumlara sunmak olacak sekilde iki temel fonksiyonu bulundugu sonucuna
ulasilabilir [32].

3.1 BANKACILIKTA KREDi KAVRAMI

Kredi, bankanin yapacag istihbarat neticesinde, gercek veya tiizel kisilere
yasal mevzuat, kurum igi politikalar ve kaynaklar g6z oniinde bulundurularak teminat
karsilig1 ve/veya teminatsiz olarak para, teminat veya kefalet vermek seklinde taninmis
olan olanak veya limit olarak tanimlanabilir [33]. 5411 numarali Bankacilik
Kanunu’nda; bankalar tarafindan kullandirilan nakdi ve gayrinakdi krediler ile bu
nitelige sahip taahhiitler ve ilgili Kanunun 48. Maddesinde yer verilen diger islemler
kredi olarak nitelendirilmistir.

Bankacilik Diizenleme ve Denetleme Kurulu verilerine gore, ililkemizde
bankacilik sektoriiniin 2023 yilinin Haziran aymna iligkin 6zet verilerine asagidaki

tabloda yer verilmistir.

Tablo 1: Bankacilik Sektorii Bilangosu (Haziran/2023)

BILANCO HESABI TUTAR BILANCO HESABI TUTAR
(milyon TL) (milyon
TL)
Krediler 10.009.615 Mevduat (Katilim Fonu) | 9.147.150
Zorunlu Karsiliklar 1.191.949 Karsiliklar* 209.927
Takipteki Alacaklar 168.306 Odenmis Sermaye 255.296
Beklenen Zarar Kargiliklari(-) 414.339 Donem Kar 250.136
Diger Aktifler 7.318.180 Diger Pasifler 9.239.879
TOPLAM AKTIFLER 19.102.388 TOPLAM PASIFLER | 19.102.388

* TFRS 9 uygulamayan bankalar tarafindan ayrilan "Genel Karsilik" tutarini da kapsamaktadir.
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Detaylarina yukaridaki tabloda yer verildigi tizere, 2023 yilinin Haziran ay1
itibariyla Tirkiye bankacilik sektorii bilangosunun aktifinin  %52,4’t  kredi

kalemlerinden olusmaktadir.

3.2 BANKACILIKTA TEMERRUT VE KARSILIK KAVRAMLARI

Temerriit; taraflar arasindaki borg iliskisine sebep olan borcun ya da
yiikiimliiliiglin s6zlesmede belirtilen siirede yerine getirilmemesi durumudur. Bir diger
ifadeyle bor¢lu olan taraf edimini zamaninda ifa edememesi durumunda temerriide
diiser. Karsilik ise; kredi zararlarinin karsilanmas1 amaciyla mali tablolarda hesaben
ayrilan ve gider yazilan tutarlar anlamina gelmektedir. Geri 6demelerinde yasanan
aksakliklar g6z onilinde bulundurularak krediler farkli gruplar igerisinde izlenmekte
olup, ilgili gruplara denk gelen karsilik oranina tabi tutulur.

Bankalarin ve diger finans kuruluslarinin siirekliligini saglayabilmesi amaciyla
toplayacagr mevduati kredi olarak talep eden kisilere aktarmasi ve bu sayede
faaliyetine devam etmesi gerekmektedir. Bu nedenle, verilen kredilerin miimkiin
oldugu olclide temerriide diismemesi, bu sayede ayrilacak karsilik miktarinin
azaltilmast ve kredi geri 6denmelerinin saglanarak yeni kredilerin kullandirilmasi
esastir.

Kredilerin niteliklerine gore smiflandirilmas: ve bunlar igin ayrilacak
karsiliklara iligkin usul ve esaslar, BDDK tarafindan yaymlanan “Kredilerin
Smiflandirilmast ve Bunlar igin Ayrilacak Karsiliklara iliskin Usul ve Esaslar
Hakkinda Yonetmelik” ile hikkiim altina alinmistir. Deginilen yonetmelige gore
krediler asagidaki sekilde 5 farkli grupta izlenmektedir;

a. Birinci Grup (Standart Nitelikli) Krediler igerisinde;

I. Kredilendirmeye uygun mali yapiy1 haiz kisilere kullandirilan,

Ii. Anapara ve faiz 6demeleri bor¢lusunun 6deme imkanina ve nakit akisi
dikkate alinarak diizenlenen,

iii. Odemeleri vadesinde gergeklestirilen Veya otuz giinden fazla gecikmesi
bulunmayan, ilerleyen donemlerde de 6demelerinin diizenli olmasi
beklenen, teminatlara bagvurulmadan tortusuz bi¢imde tahsil imkani
olan,

Iv. Borglusunun kredi degerliligi zayiflamamis olan,

v. Ilgili yénetmeligin 4. maddesinin (a) bashginda yer verilen diger

kosullar1 tagiyan
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krediler yer alir.
b. Ikinci Grup (Yakin Izlemedeki) Krediler bashiginda;

Kredilendirmeye uygun mali yapiy1 haiz olan kisilere tahsis edilen fakat
ekonomik kosullarda veya borglunun faaliyet gosterdigi sektordeki
olumsuzluklarin yani sira, bor¢lunun muhtelif olumsuzluklar sebebiyle
odeme kabiliyetinde veya nakit akisinda menfi gelismeler tespit edilen

ya da bunun gerceklesecegi ongoriilen,

. Tahsis edildigi donemde borg¢lunun kayda deger seviyede finansal risk

barindirmasi vb. sebeplerle yakindan izlenmesi uygun olan,

Anapara/faiz 6demelerinin iizerinde anlasilan kosullara uygun bigimde
gergeklestirilmemesi ihtimali bulunan ve buna sebep olan unsurlarin
ortadan kaldirilamamas:1 durumunda teminatlara basvurulmadan

borcun tortusuz bi¢imde 6denememe ihtimali barindiran,

. Kredi kullandirildig1 tarihe kiyasla borglusunun kredi degerliligi

zayiflamamis olmasina ragmen, nakit akisindaki diizensizlik sebebiyle
zayiflama riski bulunan,

Kredi degerliliginin zayiflamas1 olarak degerlendirilemeyecek
sebeplerle anapara/faiz  6demelerinin = sézlesmelerde belirlenen
tarihlerden itibaren otuz giinden fazla geciken ancak doksan giinii

asmayan,

vi. Ilgili yonetmeligin 4. maddesinin (b) bashiginda yer verilen diger

unsurlari haiz

krediler yer almaktadir.

¢. Ugiincii Grup (Tahsil Imkan1 Sinirlr) Krediler:

Borglusunun kredi degerliligi bozulmus olan,

Teminatlarin net gerceklesebilir degerinin veya bor¢lunun 6zkaynaklarinin

borcun vadesinde 6denmesini karsilayacak seviyede olmamasi sebebiyle

teminata basvurulmadan tamaminin tahsil imkani kisithh bulunan ve

gozlenen sorunlarin giderilmemesi durumunda zarara yol agmast muhtemel

goriilen,

Anaparanin/faizin tahsili, vadesini veya s6zlesmede belirlenen tarihi

doksan giinden fazla gegen fakat yiiz seksen giinii gegmeyen,

. 1lgili yonetmeligin 4. Maddesinin (c) bashiginda yer verilen diger unsurlara

sahip
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krediler ve diger alacaklar siniflandirilir.

¢. Dordiincii Grup (Tahsili Siipheli) Krediler;

i. Anaparanin/faizin tamaminin kredi s6zlesmesinde yer alan kosullar
kapsaminda teminata basvurulmadan tahsil edilemeyecegi muhtemel
bulunan,

Ii. Anapara/faizin vadesinden veya ddenmesi gereken tarihten itibaren
tahsilinin gecikmesi yiiz seksen giinli gegen ancak bir y1l1 gegmeyen,

iii. Ilgili yonetmeligin 4. Maddesinin (¢) bashginda yer verilen diger
unsurlara sahip

krediler siniflandirilir.

d. Besinci Grup (Zarar Niteligindeki) Krediler;

i. Borglusunun kredi  degerliligini  yitirmesi  nedeniyle tahsil
edilemeyecegi 6ngoriilen veya toplam alacak tutarinin yalnizca ihmal
edilebilir bir bolimiiniin tahsil edilebilecegi goriisiine ulasilan,

ii. Uciincii ve Dérdiincii Gruplarda yer verilen 6zelliklere sahip olmakla
beraber, sézlesmede yer alan alacak tutarlarinin tamaminin bir yildan
daha uzun bir siirede tahsili miimkiin goriinmeyen,

iii. Ilgili yonetmeligin 4. Maddesinin (d) bashiginda yer verilen diger
unsurlara sahip

krediler smmiflandirilir. Aym ydnetmelik kapsaminda Ugiincii, Dérdiincii, Besinci
grupta izlenen ve tahsil imkani diisiik bulunan krediler “donuk alacak” olarak
nitelendirilmektedir.

Kullandirilan kredilerin tamaminin geri 6demelerinin sdzlesmeye uygun
bicimde yapilmasinin uygulamada ¢ok miimkiin olmadigr ve belirli bir kisminin
temerriide diiserek donuk alacak olarak muhasebelestirilecegi tabiidir. Bu asamada,
kullandirilmasi durumunda ilerleyen donemde donuk alacak olarak gruplandirilmasi
muhtemel kredilerin tahsis asamasinda miimkiin oldugu Olgiide 6ngodriilmesi, bu
dogrultuda kredinin kullandirilmamasi1 ve bankanin mali biinyesinin olumsuz
etkilenmemesi 6nem kazanmaktadir.

Finansal isletmeler olarak sermaye yapilarini kuvvetli tutmalar1 geregi
haricinde bankalarin, Bankacilik kanunu da dahil olmak {izere, sermayelerinin belirli
kriterleri saglamasina yonelik olarak bir takim yasal diizenlemelere uymasi
zorunludur. 5411 sayili Bankacilik Kanununda; “Bu kanunun uygulanmasinda maruz

kalian riskler nedeniyle olusabilecek zararlara kars1 yeterli 6zkaynak bulundurulmasi
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sermaye yeterliligini ifade eder. Bankalar, Bankacilik Diizenleme ve Denetleme
Kurulu tarafindan diizenlenecek yonetmelikte dngoriilen usul ve esaslara gore yiizde
sekiz oranindan az olmamak iizere belirlenecek sermaye yeterliligi oranim
hesaplamak, tutturmak, idame ettirmek ve raporlamak zorundadir.” hiikmii
bulunmaktadir. Dolayisiyla bankalarin, faaliyetlerini saglikli  bir bigimde
stirdiirebilmeleri i¢in aktif kalitelerini artirmalari, kuvvetli bir sermaye yapisina sahip
olmalar1 ve bunun i¢in geri 6denmeyen kredilerin toplam krediler i¢erisindeki payini
miimkiin oldugu 6l¢iide diisiik seviyede tutmalar1 gerekmektedir.

Konu ile ilgili olarak muhtelif goriislere asagida ayrica yer vermistir;

- Bankacilik sisteminin temel araglar1 arasinda yer alan kredi, kismen veya
tamamen geri 6demesi belirli siireyi gegtiginde (¢alismanin yapildigi tarih
itibariyla 90 giin) takipteki kredi olarak dikkate alinir. Takipteki kredilerin
toplam kredi igerisindeki payi, ekonomide kisi veya isletmelerin 6deme
potansiyelini, bankalarda ise aktif kalitesini ve risk seviyesini gosterir.
Kredilerin takibe intikal etmesinin, ekonomiye ve bankalara ¢ok sayida
maliyeti vardir. Takip hesaplarinda izlenen kredilerin payi, dncii gosterge
olmas1 nedeniyle ekonomi ve banka ydnetimlerince yakindan izlenir.
Deginilen  sebeple, kullandirilan  kredilerin  takip  hesaplarina
aktarilacaginin ongoriilmesi, bankalar ve ekonomi yonetimlerince 6nem
atfedilen bir konudur. Takip hesaplarinda izlenen kredilerin tahminine
iliskin gozlemlere ve ekonometrik modellere dayanan ¢esitli sistemler
bulunmaktadir. Sistemlerin 6nemli bir boliimii firma verilerini girdi olarak
kullanirken, kalan kismi1 bu verilerin yani sira makro ekonomik unsurlari
da modellerine dahil eder. Kar artirmay1 ve riski asgari seviyeye indirmeyi
amaclayan bankalarin, kredilerin takip hesaplarina aktarilmasi ihtimalini
ilgili krediyi kullandirma asamasinda saglikli bicimde tahmin edebilmeleri
onem arz etmektedir [36].

- Bankalarin asli gorevi, fon arz edenler ile fon talep edenler arasindaki
aracilik fonksiyonudur. Bu nedenle, bankalar fonlarin miktar, zaman, faiz,
tarth agisindan farkliliklarimi uyumlastirarak bu fonksiyonlarmi etkin
bi¢cimde yerine getirmeye calismaktadir. Ayrica bankalar, sahip olduklar
bilgi, birikim ve muhtelif olanaklar1 kullanarak fon arz edenlerin bireysel
olarak yapamayacaklari veya karar veremeyecekleri faaliyetleri yapma

imkanina sahiptir. Bu islemleri kdr amaci ile yapan bankalar, giiven
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miiesseseleri olmalarinin bir sonucu olarak bu stireci saglikli bir sekilde ve
en az riskle yiiriitmeye gayret gdstermektedirler. Ote yandan, kredi tahsis
stirecinde asimetrik bilginin var olmasi, siiregte yapilacak hatalar,
ekonomik olumsuzluklar, reel sektor isletmelerinden kaynaklanacak
muhtelif olumsuzluklardan kaynakli olarak kullandirilan kredilerin tahsil
edilmesinde sorunlar yasanabilmektedir. Sorunlu krediyi, banka ile bor¢lu
arasindaki geri 6deme anlagsmasina uyulmamasi nedeniyle tahsilatin
zamaninda yapilmamasi ve zarar olasiliginin ortaya ¢ikmasi seklinde ifade
edebiliriz. Kredilerin smiflandirilmasi, bu siirecte yapilacak hatali
smiflandirmalarin banka mali tablolarmi ve dolayisiyla kar, sermaye
yeterligi, aktif kalitesi vs. oranlar1 etkilemesi ve bankalarin sonug
rakamlarimin  gergekten farkli goriinmesine sebebiyet verebilmesi
nedenleriyle, azami onem tasimaktadir. Bu durum denetleyici kurumlar,
pay sahipleri, banka miisterileri gibi banka sonug¢ rakamlarini analiz eden
kigilere yaniltict bilgi verilmesine yol agabilir. Sorunlu krediler banka ve
reel sektor firmalarina etkileri sebebiyle, bankalarin 6nem atfettikleri ve
tahsili icin yakindan takip ettikleri bir siirectir [37].

Calismamizin hazirlandig1 donem itibariyla kredi bagvurularinda ve tiiketimde
yasanan artiga bagli olarak geri ddemeleri sdzlesmelerde belirlenen sartlara uygun
olarak yapilmayan banka kredilerinde artig goriilmektedir. Bankalarin veya finansal
kuruluslarin, talepte bulunan kisinin aligkanliklarini, para harcama aligkanliklarini,
temerriit tahminlerini ve diger cesitli modern tahmin model teknikleri kullanarak
bagvuru sahibi hakkinda 6ngorii elde edebilmeleri miimkiindiir [38]. Bu nedenle,
bankalarin veya diger finans kuruluslarinin, gelisen teknolojiyle birlikte artan
imkanlar1 kullanmasi donuk alacak olarak siniflandirilmast muhtemel kredilerin

kullandirilmamasina yonelik olarak 6nemli 6l¢lide fayda saglayacaktir.

3.3 BANKACILIK SEKTORUNDE KARSILASILABILECEK RiSK TURLERI

Risk, bir islem ya da faaliyet nedeniyle parasal kaybin meydana gelmesi veya
bir giderin ya da zararin olusmasi durumunda ekonomik faydanin azalmasi olasiligini
ifade etmektedir [39].

Bankacilik faaliyetleri kapsaminda karsilasilabilecek riskler genel olarak;

- kredi riski,

- likidite riski,
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- operasyonel risk,

- faiz orani riskKi,

- kur riski,

- lilke riski
olarak siralanabilir.

Kredi Riski: Bir banka veya finansman kurulusu ile anlasmaya taraf olan
kisinin s6zlesme ile belirlenen kosullara uygun sekilde yiikiimliilikklerini yerine
getirmemesi ihtimalidir. Kredi risk yonetiminin temel hedefi, uygun parametreler
dahilinde karsilasabilecegi riskleri yonetmek suretiyle bankanin risk ayarli getirisini
en iist seviyede tutmaktir [40].

Likidite Riski: Bankanin nakit 6demelerini gergeklestirebilecek tutarda nakit
mevcuduna sahip olmamasmdan kaynaklanan zarar ihtimalidir. Ornegin, nakit
akisinin Ongoriilememesi, kaynaklar ve yiikiimlilikler arasinda vade uyumunun
saglanamamasi nedeniyle fonlamada sikint1 yaganmasi.

Operasyonel Risk: Yetersiz i¢ siiregler, personel ve sistemlerden ya da harici

olaylardan kaynaklanan ve yasal riski de kapsayan zarar etme olasiligidir. Ornek
olarak, banka veya miisteri varliklarinin zimmete gegirilmesi, ¢ek sahtekarliklari
gosterilebilir.

Faiz Orani Riski: Faiz oranlarinda yasanan degisimler nedeniyle bankanin

alim-satim hesaplarinda izlenen bir varlik veya finansal aracin degerinin azalmasi
riskidir. Ornek olarak, faizlerin artis egiliminde olmasi nedeniyle Bankanin menkul
kiymet portfoyiiniin deger kaybetmesi gosterilebilir.

Kur Riski: Doéviz kurundaki degisimler neticesinde bankanin yabanci para
lizerinden olan varliklar1 ve borglar nedeniyle zarar etmesi ihtimalidir. Ornegin, kisa
acik pozisyon taginan doviz kurunun diger doviz kurlar karsisinda deger kazanmasi
durumu.

Ulke Riski: Bankanin veya islem yapilan diger kisinin, farkli bir iilkedeki
muhtelif degisikliklerden olumsuz yonde etkilenerek zarar etme ihtimali anlamina
gelmektedir. Bir 6rnek olarak, baska bir iilkedeki ekonomik olumsuzluklar sebebiyle,
ilgili tlkeyle ticaret yiirliten bor¢glunun mali biinyesinin bozulmasi ve borcunu ifa
edememesi gosterilebilir.

Genel olarak degerlendirildiginde, veri madenciligi yoOntemlerinin etkin
kullanilmast durumunda bankacilik sektoriinde karsilagilmast muhtemel risklere

iliskin 6ngoriide bulunulabilecegi goriisline ulasiimistir.
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3.4 KREDI DEGERLENDIRME SURECINDE MEVCUT DURUM

1990’1 yillarin sonuna kadar bankalara yapilan kredi bagvurulari, kisilerin
ge¢mis 6deme performanslari, gelir diizeyleri ve benzeri az sayida kriteri dikkate
alarak ve nispeten yiizeysel degerlendirmeler neticesinde sonuca ulastirilmaktaydi. Bu
nedenle, bagvuru sahibinin talep ettigi krediyi 6deyip 6deyemeyecegine dair detayli
bir 6ngorii elde edilememekteydi.

Giincel bankacilik uygulamalarinda ise, kredi tahsisi asamasinda basta Kredi
Kayit Biirosu (KKB) tarafindan temin edilen birgok veriden faydalanilmaktadir. 11
Nisan 1995 tarihinde dokuz bankanin ortakliginda kurulan Kredi Kayit Biirosu’nun,
gelinen agsamada bankalar, finansman sirketleri, leasing, faktoring, varlik yonetim
sirketleri ve sigorta sirketleri olmak tizere yaklasik 150 iiyesi bulunmaktadir. 2011
yilinda yapilan mubhtelif yasal diizenlemeler neticesinde Tiirkiye Bankalar Birligi
(TBB) nezdinde, kredi kuruluslari ile Bankacilik Diizenleme ve Denetleme
Kurulu’nca uygun goriilecek finansal kuruluslarin miisterilerinin risk bilgilerini
toplamak ve sz konusu bilgileri bu kuruluslar ile gercek veya tiizel kisilerin
kendileriyle ya da onay vermeleri kosuluyla 6zel hukuk tiizel kisileri ve tigiincii gergek
kisiler ile de paylasilmasini saglamak iizere Risk Merkezi (RM) kurulmustur.
T.C.M.B. biinyesindeki Risk Santralizasyon Merkezi’nin devri neticesinde T.B.B.
Risk Merkezi 2013 yilinin Haziran ayinda faaliyete gegmistir. 2014 yilinin Eyliil ay1
itibartyla KKB, Findeks platformu ile bireylere ve reel sektore yonelik ¢ek raporu, risk
raporu vb. hizmetleri tek bir ¢ati altinda toplamistir [41].

Findeks Kredi Notu; kisilerin kredi 6deme performanslarina, limit ve borg
durumlarina, yeni kredili iiriin agilislarinin yogunlugu gibi detaylara gore hesaplanan
ve kisinin gelecek 12 aydaki bor¢larinin 6denebilmesi olasiligini gosteren bir skordur.
Findeks Kredi Notu 1-1900 arasinda degisir. S6z konusu notun yiiksek olmasi, risk
seviyesinin diisiik oldugu anlamimna gelmektedir. Findeks Kredi Notu asagidaki
unsurlarin agirliklandirilmasi ile olusturulmaktadir;

- Kredi Uriin Odeme Aliskanliklar1 (%45): Kredi geri 6demelerinin

sO6zlesmede belirlenen vadede gergeklestirilmesi kredi notunu yiikseltir.

- Mevcut Hesap ve Bor¢ Durumu (%32): Kapanan kredilerin 6deme

performanslari, borglarinin teminat yapilart ve limitleri géz Oniinde

bulundurularak hesaplamaya dahil edilmektedir.
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- Yeni Kredili Uriin Acilislari  (%5): Heniiz 6deme performansi
olusmamasina karsin yakin tarihte kullanilan krediler risklilik oranini
yiikselten bir unsurdur.

- Kredi Kullanim Yogunlugu (%18): Borcunu zamaninda ifa ederek diizenli
bir 6deme gegmisine sahip olan kisinin kredi notu, kredi kullanmayan veya
az kredi kullanan kisiye gore daha yiiksek olabilir [42].

BDDK tarafindan yayimlanan iyi uygulama rehberlerinde bankalarin;

e Dbireysel kredi tahsisi 6ncesinde;

- kredinin kullanim amaci,
- ¢alisma durumu ve gelir diizeyi,
- geri 6deme potansiyelinin kaynagi,
- ailesinin ve kendisine ekonomik olarak bagimli kisilerin durumu,
- finansal yiikiimliilikkler ve bu yiikiimliiliiklerin karsilanmasina yonelik
masraflar,
- diizenli harcamalar,
- teminat,
- varsa garanti gibi diger risk azalticilar
e ticari kredi tahsisi oncesinde;
- kredinin amaci,
- gelir ve nakit akisi,
- finansal pozisyonlar ve taahhiitler,
- 13 modeli ve kurumsal yapi,
- finansal tahminlerle desteklenmis is planlari,
- teminat,
- varsa garanti gibi diger risk azalticilar,
- kredi tiiriine 6zgli yasal evrak
hakkinda miimkiin oldugu o6l¢lide uygun kanitlarla desteklenen bilgilere sahip olmasi
ve bu bilgileri kullanmas1 gerektigi hususuna yer verilmistir [43].

Gelinen asamada bankalar tarafindan kisi bazinda ¢ok sayida veriden
faydalaniliyor olmasina karsin, kredi tahsisi siirecinde benzer profildeki miisterilerin
kredi geri 6deme performanslarinin da dikkate alinmasinin kredi kullandirilmasi
oncesinde faydali bir parametre olabilecegi diisiiniilmektedir. Bilhassa veri
madenciligi ve makine Ogrenmesi uygulamalarinin yayginlasmasi sayesinde

giiniimiizde 6deme aligkanliklari, borgluluk diizeyi, yeni kredili iirtin agiliglari, kredi
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kullanim yogunlugu gibi faktorlerin yani sira, basvuru sahibine benzer gelir/gider
orlintlistine sahip kisilerin kredi geri 6deme aligkanliklarinin degerlendirilmesi,
basvuruda bulunan kisinin geri 6demeyi aksatma sonucunu dogurabilecek harcama
aliskanliklar1 ve benzeri unsurlar1 dikkate alarak kredi kullandirma karari alacak

kisilere ¢ok boyutlu analiz yapilmasi firsat1 sunabilmektedir.
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BOLUM IV

BANKACILIKTA VERI MADENCILIGIi iLE MAKINE OGRENMESI
YONTEMLERININ KULLANIM ALANLARI VE BIR UYGULAMA

4.1 BANKACILIKTA VERi MADENCILIGIi VE MAKINE OGRENMESI
YONTEMLERININ KULLANIMI

Finansal Istikrar Kurulu, makine 6grenmesi ve yapay zeka uygulamalarinin;

finansal kuruluslarin kredi portfoy kalitesinin degerlendirilmesi, sigorta
policelerinin fiyatlamasi ve miisteri etkilesiminin otomatize edilmesi,
kuruluglarin  sermayeleri ile ve hacimli islem pozisyonlarmin
optimizasyonu,

hedge fonlarin, brokerlarin/dealerlarin ve benzer kuruluslarin daha yiiksek
getirilerin tespitinde ve takas islemlerinin optimizasyonunda,

gerek kamu gerek Ozel sektoriin mevzuata uygunluk, gozetim, veri

kalitesinin degerlendirilmesi ve dolandiricilik islemlerinin tespitinde

kullanilabilecegini belirtmistir [44].

Benzer sekilde, Uluslararasi Finans Enstitiisii tarafindan 2019 yilinda yapilan

arastirmada, finansal kuruluslarin;

kredi riski modelleme ve yonetimi asamalarinda makine 6grenmesi
tekniklerinin bilhassa 2018 yilinda kayda deger oranda arttigi,

2018 yilina kadar agirlikli olarak perakende portfoylerin kredi degerliligi
ve kurumsal portfoylerin kredi izleme siireclerinde kullanilan makine
o0grenmesi yontemlerinin, 2019 yilinda kiigiik ve orta 6lgekli isletmelere
yonelik islemlerde kullaniminin 6nemli oranda arttig1,

makine 6grenmesi tekniklerinin isletmelere model basarilarinin artmasi,
veri eksikliklerin ve tutarsizliklarinin tespitinin yani sira, yeni risk

alanlarmin tespitinde katki sagladigi

belirtilmistir [45].

Kiiresel finansal krizler sonrasinda bankalarda yiiriitilen risk yonetimi

faaliyetinin 6nemi artmis olup, riskin nasil belirlendigi, 6l¢iildiigii, raporlandig1 ve
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yonetildigi konular1 iizerinde belirgin bir odaklanma go6zlemlenmektedir. Bu
kapsamda, makine Ogrenmesinin is uygulamalar1 alaninda kullanimi kayda deger
Olclide etkilenmistir. Yasal regiilasyonlarin genislemesi ve derinlesmesi, miisteri
beklentilerinin degismesi ve risk tlrlerinin degerlemesinin risk yonetimindeki
degisimi yonlendirmesi beklenmektedir. Makine 6grenmesi, karmasik ve lineer
olmayan Oriintii halindeki veri setleri lizerinden daha tutarli risk modellemesi
yapilabilmesine olanak saglayabilir [46].

Bir diger arastirmada yer verildigi iizere, bankacilik sektoriinde veri
madenciligi kullanilan alanlar;

- hile (yolsuzluk) tespiti,

- pazarlama faaliyetleri,

- risk yonetimi,

- miisteri iligkileri yonetimi
olarak siralanabilir [47].

Ilaveten, veri madenciliginin finans sektoriinde gérev yapan kisilerce kaynagin
daha verimli kullanilmasina, sistemin kontrol edilebilmesine, riskin azaltilmasina
veyahut transfer edilmesine, miisteri ihtiyaclarinin anlagilabilmesine, etkin kaynak
yonetimine, pazar payi artisina katki sagladigini savunmakla birlikte, ayrica, bilhassa
bankacilik ve sigortacilik sektorlerinde temerriit riskini ve risk gruplarini belirlemekte,
her bir miisteri bazinda optimal sigorta segeneklerini siniflandirmakta, miisteri
memnuniyetini  artirmakta ve kredi karti suiistimallerini  tespit etmekte
kullanilabilecegini savunulmaktadir [48].

Genel olarak degerlendirildiginde, gerek bankalarin veri tabaninda yer alan
veri miktarinda olaganin iizerinde yasanan artis gerekse finansal piyasalarda
karsilasilan risk tiirlerinin ve s6z konusu risklerin olasi olumsuz etkilerinin artmasi
nedenleriyle bankacilik sektdriinde veri madenciligi yontemlerinin uygulanmasinin

kaginilmaz oldugu sonucuna ulagilmistir.

4.2 UYGULAMA

Calismamizda Tiirk Bankacilik Sektoriine yonelik detayli bilgiler verilmis
olmast nedeniyle, uygulama bdliimiinde Tiirkiye’de faaliyet gdsteren bankalar
tarafindan kullandirilan kredilere iliskin bir veri seti {izerinden analiz yapilmasi
ongoriilmiistiir. Ote yandan, 6698 numarali Kisisel Verilerin Korunmas1 Kanunu’nda

yer alan hiikiimler nedeniyle bankalar kredi miisterilerine iliskin herhangi bir veri
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setini tarafimizla paylagmamistir. Bu sebeple ¢aligmamizin uygulama boliimiinde,
Amerika Birlesik Devletleri merkezli Lending Club isimli firma tarafindan 2007-2020
yillar1 arasinda kredi kullandirilan kisilere ait veriler “siiflandirma” algoritmalarinin
performanslarinin karsilastirilmasi amaciyla kullanilmastir.

Lending Club, fon ihtiyaci olan kisiler ile fon fazlasi olan kisileri bir araya
getiren ilk “benzerler(esler) aras1 (peer-to-peer)” finansman kurulusudur. Bu sistemde
yatirimcilar Lending Club firmasmin internet Sitesinde yer alan kredi listelerini
arastirarak borglu, kredi miktari, kredi notu ve kredi amaci hakkinda edindigi bilgiler
neticesinde yatirim yapmak istedikleri kredileri segebilmektedir. Fon temini
asamasinda banka vb. araci kuruluglarin bulunmamasi nedeniyle, ihtiyaci olan kisiler
nispeten diisiik oranda faiz karsiliginda fon saglayabilmektedir. Bir 6rnek vermek
gerekirse, teminatsiz kredilerin yillik %9 faiz orami ile kullanildigi bir piyasada
Lending Club vasitasiyla fon ihtiyacinin karsilanmasi durumunda faiz oran1 %6 veya
%7 olarak belirlenebilmektedir. 2015 yili sonu itibariyla toplam 15,98 milyar dolar
tutarinda kredi kullandiran Lending Club, 2020 yilinda Radius Bank’1 satin almustir.

Tez c¢alismamiz kapsaminda verinin diizenlenmesinde, algoritmalarin
calistirllmasinda ve verilerin analizinde “Phyton” programi kullanilmistir. Ayrica,
uygulamamizda ¢alismamizin dnceki basliklarinda detayl olarak yer verilen CRISP-
DM (Cross Industry Standart Process for Data Mining) metodu kullanilmistir. Bu
metoda gore izlenen asamalar;

- L Asama: Calismanin Tanimlanmasi (Business Understanding)

- 1. Asama: Verinin Tanimlanmasi (Data Understanding)

- III. Asama: Verinin Hazirlanmasi (Data Preparation)

- IV. Asama: Modelleme (Modelling)

- V. Asama: Degerlendirme (Evaluation)

- VL Asama: Dagitim (Deployment)
basliklar1 halinde asagida detayli olarak aciklanmistir.

4.2.1 Calismanin Tanimlanmasi

Bankalarin/finans kuruluslarinin sermaye yapilarini kuvvetli tutabilmeleri
amaciyla aktif kalitelerini iyilestirmeleri ve bu sebeple kullandirilan kredilerin
temerriit oranint miimkiin oldugu kadar diigiik tutmalar1 gerekmektedir. 1990’1
yillarin sonuna kadar gelir diizeyi, kredi 6deme performansi ve benzeri birkag veriden

faydalanilarak sonuglandirilan kredi tahsis siirecleri giiniimiizde, veri madenciligi ve
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makine Ogrenmesi yoOntemlerinin kullanimimin artmasiyla, daha saglikli analiz
yapabilmekte ve kredinin temerriit olasiligi hakkinda daha basarili Ongdriilerde
bulunulmasina olanak saglamaktadir.

Calismamiz kapsaminda, makine Ogrenmesi tekniklerinin kredi tahsisi
stirecindeki  temerriit olasiliginin  tahmin performanslarinin ~ karsilagtirilmasi
amaglanmstir.

Calisma sonucunda elde edilecek veriler, makine 6grenmesi algoritmalarinin
performanslarinin degerlendirmesinde yaygin olarak kullanilan asagidaki kriterler
gergevesinde degerlendirilecektir.

I.  Karmagsiklik Matrisi (Confusion Matrix):

Siniflandirma  modellerinin  performansinin  degerlendirilmesi amaciyla
kullanilan karmasiklik matrisi, siniflandirma islemi sonucunda ulasilan tahmini veriler
ile gercek smif etiketleri arasindaki iligskiyi gostermektedir. Karmagiklik matrisinde
yer alan degerler asagidaki sekilde hesaplanmaktadir.

- True Positive (TP): Gergek simifi pozitif olarak tahmin edilen 6rnek
sayisl.

- True Negative (TN): Gergek sinifi negatif olarak tahmin edilen 6rnek
sayisl.

- False Positive (FP): Gergek sinifi negatif olmasina karsin pozitif olarak
tahmin edilen 6rnek sayist.

- False Negative (FN): Gergek sinif pozitif olmasina karsin negatif olarak
tahmin edilen 6rnek sayisi.

Model performansinin anlasilabilmesi amaciyla kullanilan asagidaki metrikler,
karmasiklik matrisinde yer verilen degerler araciligiyla hesaplanmaktadir.

- Dogruluk (Accuracy): (TP+TN)/(TP+TN+FP+FN)
- Hassasiyet (Precision): TP/(TP+FP)
- Duyarlilik (Recall): TP/(TP+FN)

Karmagiklik matrisi ve yukarida belirtilen metrikler, modelin hangi siniflari ne
6l¢iide dogru tahmin ettigini analiz edebilmek i¢in kullanilmaktadir.

ii. ROC Egrisi:

Smiflandirma problemlerinde ve bilhassa makine 6grenimi modellerinin
performansint degerlendirmede kullanilan bir ara¢ olan ROC egrisine (Receiver
Operating  Characteristic),  genellikle ikili  smiflandirma  problemlerinde

bagvurulmaktadir.
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ROC egrisi, X ekseninde yanlis pozitif oranin [False Positive Rate
(FPR=FP/(FP+TN)] Y ekseninde ise gergek pozitif oraninin [True Positive Rate
(TPR=TP/(TP+FN)] bulundugu grafiktir. Egrinin altindaki alan arttikga siniflar
arasinda ayirt etme performansi yiikselmektedir. Sol iist kosede bulunan (0 FPR, 1
TPR) noktasina en yakin olan egri ideal ROC egrisidir. Bu noktada TPR (True Positive
Rate) gergek pozitif oranidir ve duyarliligi temsil eder.

iii. AUC Skoru:

ROC egrisi altinda kalan alan1 ifade eden AUC skoru (Area Under the Curve),
modelin genel performansini dlgen bir metriktir. 0 ile 1 arasinda deger alabilen AUC

skoru 1 degerine yaklastik¢a siniflandirma performansinin iyilestigi sonucuna ulasilir.

4.2.2 Verinin Tanimlanmasi
Google Inc. biinyesinde faaliyet gosteren bir veri bilimi platformu olan
“kaggle.com” isimli veri saglayicisindan temin edilen veri seti, Lending Club
firmasinin 2007-2020 yillar1 arasinda kullandirdigi yaklasik 2.925.493 adet bireysel
ve ticari nitelikli krediye iligkin bilgiler igermektedir. Eksik veri igeren kayitlarin
temizlenmesi sonucunda kredi sayis1 1.363.544 olarak sekillenmistir.
Calismamiz kapsaminda, kredi kullanan kisilerin;
- beyan edilen yillik gelir diizeyi,
- son bir yil igerisinde temerriide diisen kredi sayist,
- son iki yil igerisinde 6deme ytikiimliiliiklerini 30 giin veyahut daha fazla
stirede gecikmeli olarak yerine getirdikleri kredi sayzsi,
- ayhik 6denmesi gereken kredi tutariin, aylik fiillen 6ddenen kredi tutara
orani,
- en eski kredi kullanim tarihi,
- kredi kullandiklar1 tarih boyunca sekillenen en yiiksek ve en diisiik kredi
skorlari,
- kredi notu (bor¢lunun kredi ge¢misine, teminatin kalitesine, anapara ve
faizin geri 6denme olasiligina dayali olarak bir kredi i¢in belirlenen puan),
- ikamet edilen konutun sahipligi,
- kredinin kullanilmasi durumunda borglunun aylik toplam 6deme tutart,
- kredi faiz orani,

- kredi tutari,
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- kredinin 6denme durumu (kredinin 6denerek kapatilmasi veya temerriide
diismesi),

- acik kredi sayist,

- iflas kayztlari,

- toplam rotatif kredi bakiyesi,

- kredi vadesi
dikkate alinarak analiz tamamlanmistir. Analizde kullanilan baz1 parametrelere iliskin
detayl1 aciklamalara asagida yer verilmistir.

- Odenerek Kapatilan/Temerriide Diisen Kredi Orani

Veri setinde yer alan kredilerden sézlesmede ongoriilen sekilde odenerek
kapatilan veyahut 6denmeyerek temerriide diisen kredi oranlarina asagidaki sekilde

yer verilmistir.

%21
Odenerek Kapatilan

%319
Temerriide Diisen

Sekil 8: Odenme Durumuna Gére Kredilerin Dagilinm

Yukaridaki grafikten goriilecegi lizere, veri setinde yer alan kayitlarin %81°1
O0denerek kapatilmis olup, kalan boliim ise temerriide diismiistiir.

- Kredi Tutarina Yonelik Aciklamalar

Kredi tutarina iligkin bilgiler asagidaki sekillerde yer almaktadir.
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Sekil 9: Kredi Tutarina Iliskin Grafikler

Grafiklerden goriilecegi lizere kullanilan veri setinde;
- kredi miktarinin 10.000 USD limitli kredilerde yogunluk gosterdigi, diger
taraftan 40.000 USD limite kadar krediler kullandirildigi,
- daha yiiksek limitli kredilerin temerriide diigme oraninin nispeten yliksek
oldugu
anlasilmaktadir.

- Kredi Vadelerine Yonelik Aciklamalar

Veri setinde yer alan kredilerin vadelerine gore 6denme durumlarina iliskin

bilgilere asagidaki sekillerde yer verilmistir.
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%026,3
60 Ay Vadeli Krediler

%073,5
36 Ay Vadeli Krediler

Sekil 10: Vadelerine Gore Kredilerin Dagilimi

Sekilden anlasilacag: {izere, veri setinde yer alan kredilerin 6nemli bolimi 36
ay vadeli kredilerden olusmaktadir. Vadelerine gore kredilerin temerriidde diisme ve

Odenerek kapatilma oranlarina ise asagidaki grafiklerde yer verilmistir.

36 Ay Vadeli Kredilerin Temerriit Orani

%plS
Temerriide Diisen

%8S
Odenerek Kapatilan

60 Ay Vadeli Kredilerin Temerriit Oran

%030
Temerriide Diisen

%70
Odenerek Kapatilan

Sekil 11: Vadelerine Gore Kredilerin Temerriit Orani
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Grafiklerden de anlasilacagi lizere, 60 ay vadeli kredilerin temerriit orani 36 ay
vadeli kredilerden daha yliksek sekillenmistir.

- Faiz Oranlarina Iliskin Aciklamalar

Veri setinde yer alan kredilerin faiz oranlarina iliskin bilgilere asagida yer

verilmisgtir.
80000
. . 60000
Kredi Adedi
40000
20000
0
5 10 15 20 25 30
Faiz Oram
(denerek Kapatilan _
Temerriide Diisen +_
5 10 15 20 25 30
Faiz Oram

Sekil 12: Faiz Oranina Iliskin Grafikler

Sekillerden anlagilacagi iizere, veri setinde yer alan kredilerden faiz oram
yiiksek olanlarin temerriide diisme oraninin daha yiikksek oldugu sonucuna
ulasilmaktadir.

- Kredilerin Avlik Geri Odeme Tutarlarina Yonelik Aciklamalar

Veri setinde yer alan kredilerin aylik geri 6deme miktarlarina yonelik analiz

bilgilerine asagidaki grafikte yer verilmistir.
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Sekil 13: Aylik Geri Odeme Tutarma Iliskin Grafikler

Yukarida yer alan seklin yorumlanmasi neticesinde, odenerek kapatilan
kredilerin aylik geri 6deme tutarinin, temerriide diisen kredilerin aylik geri 6deme

tutarindan diisiik oldugu anlasilmaktadir.

- Borclularin i1k Kredi Kullandig1 Tarihlere iliskin Aciklamalar

Asagidaki grafiklerde borglularin ilk kredi kullandiklar: tarih ile temerriide

diisme bilgilerine yer verilmistir.
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Sekil 14: Borglularin Ilk Kredi Kullandig1 Tarihlere Iliskin Grafikler

Grafikten anlasilacag: lizere, ilk kredi kullandiklar tarih eski olan bor¢lularin
kullandiklar1 yeni krediyi 6deyerek kapatma oranmnin nispeten yiiksek oldugu
belirlenmistir.

- Kredi Basvuru Puanina Yonelik Aciklamalar

Kredi tahsisi agamasinda 6nemli bir veri olarak dikkate alinan kredi bagvuru
skorlari ile kredilerin temerriide diismelerine veyahut 6denerek kapatilmalarina iliskin
verilere asagidaki grafiklerde yer verilmistir. Deginilen grafiklerde borg¢lularin en

yiiksek ve en diisiik kredi notlarinin (FICO Score) ortalamalar1 dikkate alinmistir.

47



125000
100000
Kredi Adedi 75000
50000
25000

0
675 700 725 750 775 800 825 850

Bor¢lhunun En Yiiksek ve En Diigiik Kredi Skorlarimin Ortalamasi

{Odenerek Kapatilan 0000000000000 S

Temerride Disen |— ‘i 0000000000000 000000 0

675 700 725 750 775 800 625 850

Bor¢lhunun En Yiiksek ve En Diigiik Kredi Skorlarinin Ortalamasi

Sekil 15: Borglu Kredi Skorlarina iliskin Grafikler

Grafikten anlasilacag iizere, kredi skoru yiliksek olan borglulara kullandirilan

kredilerin 6denerek kapanma orani daha yiiksek sekillenmistir.

4.2.3 Verinin Hazirlanmasi

Veri madenciligi siirecinin kritik 6neme sahip olan agamalarindan bir tanesi,
temin edilen verinin konsolidasyonu, temizlenmesi ve bulunmasi durumunda sapma
iceren verilerin ayiklanmasi neticesinde verinin iizerinde analiz yapilabilecek bir
asamaya getirilmesidir.

Calismamiz kapsaminda kullanilan ham veri yaklasik 2.925.493 adet krediye
iliskin bilgiler igermekte olup, eksik veri igeren kayitlarin temizlenmesi sonucunda
kredi sayis1 1.363.544 olarak sekillenmistir. Ote yandan, s6z konusu kredilerin kag

miisteriye ait olduguna dair bir bilgi veri setinde yer almamaktadir.

4.2.4 Modelleme
Modelleme asamasinda calismamizin 6nceki boliimiinde detaylarina yer
verilen LightGBM, Lojistik Regresyon, K-En Yakin Komsu, Karar Agaglari ve Yapay

Sinir Aglar1 algoritmalari kullanilmistir. Calismamiz kapsaminda veri setinin %80’ lik
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boliimi 6grenme (train), %20’luk kismi ise test amacli kullanilmis olup, s6z konusu
algoritmalar rastgele segilen 6rnekler iizerinden 20 defa calistirilmis ve asagidaki

sonuclara ulasilmistir.

Tablo 2: Uygulamada Kullanilan Algoritma Sonuglart

Kullanilan Algoritma | Dogruluk (%) | Hassasiyet (%) | Duyarhlik (%)
LightGBM 81,04 0,98 0,81
Lojistik Regresyon 80,9 0,99 0,81
Yapay Sinir  Aglan 80,9 0,99 0,8
K-NN 78,1 0,94 0,81
Karar Agaglari 78,06 0,92 0,82

Tablodan goriilecegi tizere, dogruluk oraninda LightGBM, hassasiyet oraninda
ise lojistik regresyon ve yapay sinir aglari, duyarlilik oraninda ise karar agaci
algoritmalar1 diigiik farklarla da olsa 6n plana ¢ikmaktadir.

Calismamiz kapsaminda algoritmalar tarafindan elde edilen sonuglarin

detaylarina basliklar halinde asagida yer verilmistir.

4.2.4.1 LightGBM

LightGBM algoritmast kullanilarak olusturulan karmagiklik matrisi asagida

yer almaktadir.

200000

175000
217689

150000

125000

100000

True label

75000

50000

25000

Predicted label

Sekil 16: LightGBM Karmasiklik Matrisi
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AUC skoru 0,71 olarak sekillenen modelimize konu ROC egrisi asagidaki
sekilde cizilecektir.

True Positive Qrami

- = LGBMClassifier (AUC = 0.71)

0.0 0.2 0.4 0.6 0.8 1.0
False Positive Orani

Sekil 17: LightGBM ROC Egrisi

4.2.4.2 Karar Agaci
Karar agaci algoritmasi kullanilarak elde edilen karmagiklik matrisine asagida

yer verilmistir.
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Sekil 18: Karar Agaci Karmasiklik Matrisi
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AUC skoru 0,62 olarak sekillenen modelimize konu ROC egrisi asagidaki
sekilde cizilecektir.

1.0

0.8 1
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T T

0.0 0.2 0.4 0.6 0.8 10
False Positive Rate

Sekil 19: Karar Agac1 ROC Egrisi

4.2.4.3 Lojistik Regresyon

Lojistik regresyon algoritmasi kullanilarak olusturulan karmasiklik matrisi

asagida yer almaktadir.
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Sekil 20: Lojistik Regresyon Karmasiklik Matrisi
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AUC skoru 0,7 olarak sekillenen modelimize konu ROC egrisi asagidaki
sekilde cizilecektir.

1.0 1
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Sekil 21: Lojistik Regresyon ROC Egrisi

4.2.4.4 K-En Yakin Komsu
K-En Yakin Komsu algoritmasi kullanilarak olusturulan karmasiklik matrisi

asagida yer almaktadir.
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Sekil 22: K-En Yakin Komsu Karmasiklik Matrisi

52



AUC skoru 0,56 olarak sekillenen modelimize konu ROC egrisi asagidaki
sekilde cizilecektir.

1.0 1

0.8 1

0.6 1

0.4 1

True Positive Rate

0.2 1

0.0 - —— KNeighborsClassifier (AUC = 0.56)

0.0 0.2 0.4 0.6 0.8 1.0
False Positive Rate

Sekil 23: K-En Yakin Komsu ROC Egrisi

4.2.4.5 Yapay Sinir Aglar
Yapay sinir aglar1 algoritmasi kullanilarak olusturulan karmasiklik matrisi

asagida yer almaktadir.
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Sekil 24: Yapay Sinir Aglar1 Karmagiklik Matrisi
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AUC skoru 0,67 olarak sekillenen modelimize konu ROC egrisi asagidaki

sekilde cizilecektir.

ROC

1.0 4

0.8

0.6
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True Positive Orani

0.2

0.0

—— MLPClassifier (AUC = 0.67)

4.2.5 Degerlendirme

0.4 0.6 0.8 1.0
False Positive Oramn

Sekil 25: Yapay Sinir Aglar1 ROC Egrisi

Genel olarak degerlendirildiginde ¢alismamiz kapsaminda kullanilan

algoritmalarin birbirine yakin sonuglar elde ettigi, Ote yandan LightGBM

algoritmasinin %81,04 dogruluk orani ile 6ne ¢iktig1 sonucuna ulagilmistir.

Karmagiklik matrisinin yorumlanmasi neticesinde LightGBM algoritmasi

tarafindan;

- temerriide diismeyecegi ongoriilen kredilerden 217.689 adedinin gercekte

temerriide diismedigi (True Positive),

- temerriide diisecegi ongoriilen 3.338 kredinin temerriide diistiigii (True

Positive),

- temerriite diismeyecegi Ongoriilen 48.662 kredinin temerriide diistiigi

(False Negative),

- temerriite diisecegi dngoriilen 3.020 kredinin temerriide diismedigi (False

Positive)

anlasilmaktadir. Dolayistyla, LightGBM algoritmasinin test amagh kullanilan 272.709

adet kredinin 221.027 adedinin temerriide diisecegini veya diismeyecegini dogru

tahmin ettigi, kalan 51.682 krediye iliskin tahminin ise hatali oldugu tespit edilmistir.
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4.2.6 Sonug ve Tartisma

Veri miktarmin ve veriye ulasma imkanlarinin her gegen giin arttig1 giiniimiiz
diinyasinda, ihtiya¢ duyulan verinin dogru olarak temini ve s6z konusu veri
kullanilarak analiz yapilabilmesi hususlari dnem kazanmaktadir.

Bankalar, miisteri sayilar1 ve veri miktar1 hizli artan isletmelerin basinda
gelmektedir. Rekabetci piyasalarda faaliyet gdsteren bankalarin, pazarlama, kredi
tahsisi, personel ve miisteri analizi vb. bir¢ok alanda kullandiklar1 geleneksel
yontemlerin yetersiz kalmasi kuvvetle muhtemeldir. Bu nedenle teknolojik
olanaklardan azami Ol¢lide faydalanmasi gereken bankalarin, giiniimiizde veri
madenciligi ve makine O0grenmesi metotlarina bagvurmasinin kaginilmaz oldugu
disiiniilmektedir. Calismamiz ~ kapsaminda, bankalarin makine 6grenmesi
yontemlerini kullanmalar1 durumunda kredi tahsis siire¢lerinde elde edecekleri fayda
arastirma konusu yapilmistir.

Calismamizda Tiirk Bankacilik Sektoriine iligkin veriler ve yasal diizenlemeler
aktarilmis olmasina karsin, iilkemizde faaliyet gosteren bankalarin 6698 numarali
Kisisel Verilerin Korunmasi Kanunu hiikiimlerini gozeterek veri paylagimi
yapmamalar1t nedeniyle, Amerika Birlesik Devletleri menseili Lending Club isimli
finansman kurulusuna ait veriler kullanilarak analiz yapilmistir. S6z konusu finansman
Kurulusu tarafindan 2007-2020 yillar1 arasinda kullandirilan yaklagik 2.925.493 adet
krediye iligkin bilgiler iizerinden yapilan ¢alismamizda eksik veri iceren kayitlar
temizlenmis ve nihai olarak 1.363.544 adet krediye iliskin bilgiler {izerinden analiz
tamamlanmistir. Veriye iligkin islemlerin ve analizlerin tamami “Phyton”
programlama dili kullanilarak yiiriitiilmiistiir. Ayrica ¢alismamizda, veri setinde yer
alan kredileri kullanan kisilerin; beyan edilen yillik gelir diizeyi, son bir y1l igerisinde
temerriide diisen kredi sayisi, son iki yil igerisinde 6deme yiikiimliiliiklerini 30 giin
veyahut daha fazla siirede gecikmeli olarak yerine getirdikleri kredi sayisi, aylik
O0denmesi gereken kredi tutarinin aylik fiilen 6denen kredi tutarina orani, en eski kredi
kullanim tarihi, kredi kullandiklar: tarih boyunca sekillenen en yiiksek ve en disiik
kredi skorlar1, kredi notu, ikamet edilen konutun sahipligi, kredinin kullanilmasi
durumunda borg¢lunun aylik toplam 6deme tutar1, kredi faiz orani, kredi tutari, kredinin
0denme durumu (kredinin 6denerek kapatilmasi veya temerriide diismesi), agik kredi
sayisi, iflas kayitlari, toplam rotatif kredi bakiyesi ve kredi vadesi dikkate alinarak

calismamiz tamamlanmaistir.
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Genel olarak degerlendirildiginde ¢alismamiz kapsaminda kullanilan
LightGBM, Lojistik Regresyon, Yapay Sinir Aglari, Karar Agaclart ve K-En Yakin
Komsu algoritmalarin birbirine yakin sonuglar elde etmis, 6te yandan LightGBM
algoritmasinin %81,04 dogruluk orant ile 6ne ¢ikmistir. Kullanilan veri seti {izerinden
yapilan analiz neticesinde, LightGBM algoritmasi tarafindan;

- temerriide diismeyecegi dngoriilen 217.689 kredinin temerriide diismedigi,

- temerriide diisecegi tahmininde bulunulan 3.338 kredinin temerriide

diistiig,

- temerriidde diismeyecegi ongoriilen 48.662 kredinin temerriide diistigi,

- temerriite diisecegi ongoriilen 3.020 kredinin temerriide diismedigi
belirlenmistir.

Anilan veriler 1518inda, makine 6grenmesi yontemlerinin temerriide diisme
olasiligi bulunan kredilerin tahmininde kayda deger basar1 sagladigi gorisi
edinilmistir. Diger taraftan, s6z konusu yontemlerin temerriide diisecegi 6ngorisiinde
bulundugu fakat temerriide diismeyen krediler nedeniyle pazarlama faaliyetlerinde
olumsuzluga yol acabildigi de tespitlerimiz arasindadir. Bu nedenle, s6z konusu
algoritmalarin hatali tahminde bulunmasi durumunda, isletmeleri stratejik alma
asamalarinda yanlis yoOnlendirebilecegi hususunun g6z ardi  edilmemesi
gerekmektedir. Bu nedenle, bilhassa bankalarin, yalnizca makine Ogrenmesi
algoritmalarin1 kullanarak karar almak yerine soz konusu algoritmalardan elde
edilecek verileri is stireglerinde destekleyici parametreler olarak dikkate almalarinin
yerinde olacag1 goriisiine ulagilmistir.

Bir biitiin olarak degerlendirdiginde, veri madenciligi ve makine dgrenmesi
metotlarinin  karar alma asamasinda Onemli girdiler saglayabilecegi sonucuna

ulasilmustir.
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