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OZET

YUKSEK LiSANS TEZIi

SIiR KATEGORISININ DOGAL DiL iSLEME YONTEMLERI
KULLANILARAK TAHMIN EDILMESI

Emre YONET

Konya Teknik Universitesi
Lisansiistii Egitim Enstitiisii
Bilgisayar Miihendisligi Anabilim Dah

Damsman: Dr. Ogr. Uyesi Sedat KORKMAZ
2023, 87 Sayfa

Jiiri
Dog¢. Dr. Mehmet Akif SAHMAN
Dog¢. Dr. Ersin KAYA
Dr. Ogr. Uyesi Sedat KORKMAZ

Dogal dil igleme; insanlar tarafindan kullanilan dillerin (dogal dil) bilgisayarlar tarafindan
anlagilmasini, yorum ve cevap iretilmesini saglayan bilgisayar bilimleri ve dilbilim ydntemlerinin birlikte
kullanildig1 bir bilim alanmidir. Dogal dil isleme, insanlarla bilgisayarlarin etkilesimini artirmak ve
ozellikle biiyiik veri setleri iizerinde ¢alisan kurumlar ve aragtirmacilar i¢cin dogal dil verilerini analiz
etmeyi ve anlamay1 kolaylastirmak amaciyla kendine bir¢ok uygulama alani bulmustur. Bu uygulama
alanlarindan bir tanesi de metinlerin smiflandirilmasidir. Bu tezde, metin formatinda olan ve farkl
kategoride yazilmig olan siirlerin 6nceden etiketlenmis olan kategorilere gore siniflandirilmasi {izerine
caligma yapilmigtir. Calismada web kazima yontemi ile elde edilen ve 4198 adet siirden olusan veri seti
kullanilmistir. Veri seti tizerinde 13 farkli dogal dil igleme adimlart uygulanmistir. S6z konusu islemlerin
yapilabilmesi igin Zemberek Kiitiiphanesi kullanilmistir. Siiflandirma islemi igin alti farkli makine
O0grenmesi algoritmas1 kullanilmis, elde edilen sonuglar degerlendirilmis ve model performansim
artirmaya yonelik hiperparametre analizi yapilmistir. Hiperparametre analizi ig¢in GridSearchCV ve
RandomizedSearchCV  yontemleri  kullanilmigtir.  Smiflandirma  algoritmalarinin =~ sonuglari
kiyaslandiginda en yiiksek dogruluk oranint Random Forest ve SVM algoritmalariin verdigi
goriilmistiir.

Anahtar Kelimeler: Dogal Dil isleme, Makine Ogrenmesi, Metin Siniflandirma, Yapay
Zeka



ABSTRACT

MS THESIS

ESTIMATING THE POETRY CATEGORY USING NATURAL LANGUAGE
PROCESSING METHODS

Emre YONET

Konya Technical University
Institute of Graduate Studies
Department of Computer Engineering

Advisor: Asst. Prof. Dr. Sedat KORKMAZ
2023, 87 Pages

Jury
Assoc. Prof. Dr. Mehmet Akif SAHMAN
Assoc. Prof. Dr. Ersin KAYA
Asst. Prof. Dr. Sedat KORKMAZ

Natural language processing is a field of science that combines methods from computer science
and linguistics to enable computers to understand, interpret and respond to human language (natural
language). Natural language processing has found many applications to improve human-computer
interaction and to make it easier to analyse and understand natural language data, especially for
organisations and researchers working with large data sets. One such application is text classification. In
this thesis, a study was conducted on the classification of poems in text format and written in different
categories according to pre-labelled categories. The study used a dataset of 4198 poems obtained by web
scraping. Thirteen different natural language processing steps were applied to the dataset. The Zemberek
library was used to perform these operations. Six different machine learning algorithms were used for
classification, the results obtained were evaluated and hyperparameter analysis was performed to improve
model performance. The methods GridSearchCV and RandomizedSearchCV were used for the
hyperparameter analysis. When the results of the classification algorithms were compared, it was found
that the Random Forest and SVM algorithms gave the highest accuracy rate.

Keywords: Machine Learning, Natural Language Processing, Text Categorization, Artificial
Intelligence
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1. GIRIS

Insanlar yasamlar1 boyunca diger insanlarla anlasmaya ve haberlesmeye ihtiyac
duymaktadir. Insanlar bu ihtiyacini karsilayabilmek igin dil olarak adlandirilan iletisim
aracin1 kullanmaktadir. Bu baglamda dil; insanin bireysel yasaminda ve farkli toplumlar
arasinda kurulan etkilesimde ¢ok dnemli bir yere sahiptir. Dil olmadan birbirinden farkli
isaretler ve hareketlerle de iletisim kurulabilmesi miimkiin olsa da en etkili ve en basit
yontem dil ile kurulan iletisimdir. Dil olmadan kurulan iletisimin hizli ve etkili olmas1
beklenemez.

Dil belirli bir kural yapisi olan ve sozciiklerin bu kurallara gore bir araya
gelmesinden olusan temelde seslere dayanan bir iletisim aracidir. Diger bir ifadeyle bir
toplumun varolusunun en 6nemli kavramidir. Mustafa Kemal Atatiirk, dilin toplum igin
ne anlama geldigini Tiirk diline verdigi biiyiik 6nem kapsaminda yaptig1 calismalar ve
sOyledigi sozler ile ortaya koymustur. Tirk alfabesinin 1 Kasim 1928 tarihinde
kanunlasarak resmen yiirlirliige girmesi, bizzat Atatiirk’{in talimatiyla 12 Temmuz 1932
tarihinde Tiirk Dili Tetkik Cemiyeti’nin kurulmasi akla gelen ilk caligmalaridir. Tiirk
Dili Tetkik Cemiyeti’nin adi ilerleyen yillarda Tiirk Dil Kurumu (TDK) olarak
degistirilmistir. Tiirk Dil Kurumu’nun amaci “Tiirk dilinin 6z giizelligini ve zenginligini
meydana ¢ikarmak, onu yeryiizii dilleri arasinda degerine yarasir yiikseklige eristirmek”™
olarak belirlenmistir. Mustafa Kemal Atatiirk “Milli duygu ile dil arasindaki bag ¢ok
kuvvetlidir. Dilin milli ve zengin olmasi, milli duygusunun gelismesinde baslica
etkendir. Turk dili, dillerin en zenginlerindendir, yeter ki bu dil bilingle islensin.
Ulkesini yiiksek bagimsizligin1 korumasini bilen Tiirk milleti, dilini de yabanci diller
boyundurugundan kurtarmalidir.” ve “Milli bilincin ayakta kalabilmesi ve uyanik
bulunmas i¢in dil ve tarih ugrunda calismaya mecburuz. Tiirk milletinin milli dili ve
milli benligi biitiin hayatinda egemen ve esas kalacaktir.” s6zleriyle Tiirk diline verdigi
onemi vurgulamistir (Tarim, 2013; TDK, 2023c).

Dil kavrami denince insanlarin kendi aralarinda anlasmak icin kullandiklar
diller akla ilk gelmektedir. Bu dillere yaygin olarak kullanilmakta olan Ingilizce Arapga,
Fransizca, Cince, Ispanyolca, Farsca, Tiirkge basta olmak iizere diger bir¢ok dil 6rnek
olarak verilebilir. Tirk¢e ana dili Tiirkiye olmak iizere toplam sekiz iilkede konusulan
bir dildir. Diinya iizerinde konusan sayisina bakildiginda basta Ingilizce, Arapga, Cince,

Ispanyolca dilleri gelmektedir. Fransizca, konusan sayis1 bakimina kiyasla bu dillerin



arkasindan gelse de konusuldugu iilkelerin cografi konumlar1 dikkate alindiginda

uluslararasi alanda yaygin bir bolgede kullanilmaktadir (Uzun, 2012).

Cizelge 1.1. Diller ve konusuldugu tilkeler

SIN Dil Ana Ulke Toplam Ulke Sayisi
1. Ingilizce Ingiltere 101
2. Arapca Suudi Arabistan 59
3. Fransizca Fransa 51
4. Cince Cin 33
5. Ispanyolca ispanya 31
6. Farsca Iran 29
7. Almanca Almanya 18
8. Rusca Rusya Federasyonu 16
9. Malayca Malezya 13
10. Portekizce Portekiz 11
11. Italyanca italya 10
12. Tiirkge Tiirkiye 8

Bir iilkede birden fazla dil konusulabilmektedir. Ornegin Papua Yeni Gine
Bagimsiz Devleti’nde birden fazla resmi dil kullanilmaktadir. Bu diller Tok Pisin,
Ingilizce, Hiri Motu, Papua New Guinean Sign Language olarak siralanabilir. Bu
iilkenin diger bir 6zelligi ise diinya iizerinde en ¢ok dilin kullanildig iilkelerin basinda
gelmesidir. Kiiltiirel gesitlilik agisindan ¢ok zengin olan Papua Yeni Gine’de bilinen
851 dil bulunmaktadir. (Vikipedi, 2023) Ulkemizde ise 46 farkli dil bulunmakta olup en
cok dilin bulundugu iilkeler arasinda ilk 50 icerisinde yer almaktadir. Bu diller Tiirkge,
Kiirtee, Arapga, Cerkezce, Rumca, Giirciice, Ermenice, Lazca ve diger diller olarak
siralanabilir. Tiirkee, tilke niifusunun yaklasik %90°1 tarafindan kullanilan bir dildir.

Bilgisayar bilimlerinde dil kavrami programlama dilleri (JavaScript, HTML,
CSS, SQL, Java vb.) ve insanlar tarafindan kullanilan diller (dogal dil) olarak iki ana
baslikta karsimiza ¢ikmaktadir. Bilgisayarlar kendilerine verilen komutlari
anlayabilmek ve bu komutlara karsilik olarak geri doniis saglayabilmek i¢in kullanicilar
ile iletisim kurmaktadirlar. Bilgisayarlarin anlayabildigi makine dili 0 ve 1’lerden
olusmaktadir. Makine dilinin detaylar1 tasarim asamasinda {iretici tarafindan
belirlenmektedir (Eldeniz, 1994). Kullanici tarafindan verilen komutlar ve herhangi bir
programlama dilinde yazilmis programlar bilgisayarlar tarafindan anlasilip islem
yapilabilmesi i¢in makine diline ¢evrilirler. Programlama dilini {ist seviye, makine dilini
ise alt seviye olarak kabul ettigimizde bu iki seviye arasinda doniisiim derleyici

tarafindan gergeklestirilir.



Yiiksek ve Orta Seviye : »
Programlama Dilleri ‘ m-/ Makine Dili

Sekil 1.1. Programlama dilleri ve 6zellikleri

Her programlama dili kendine 6zgli yazim kurallarina sahiptir. Tipki insanlar
tarafindan kullanilan dillerde oldugu gibi. Sekil 1.2°de bulunan kod pargalart ayni

anlama gelse de farkli kurallar ¢ergevesinde yazilmistir.

C=A+B; ADDA,B 100100111
High Level ‘ Assembly ‘ Machine
Language Language Language

Sekil 1.2. Programlama dilleri ve kurallari

Programlama dillerini seviyelerine gore siniflandirmak miimkiindiir. Insanlarm
anlamasi ile bilgisayarlarm anlamasi1 ayn1 olmamaktadir. Insanlar tarafindan anlasilmasi
daha kolay olan diller yiiksek seviyeli programlama dilleri, insanlar tarafindan
anlagilmas1 daha zor olan diller ise diisik seviyeli programlama dili olarak
smiflandirilmaktadir. Sekil 1.3’de programlama dillerinin siniflandirilmasi semasi yer

almaktadir (Eldeniz, 1994).

Sekil 1.3. Programlama dillerinin siniflandirilmasi



Dilin yaygin olarak kabul edilen tanimi; insanlar tarafindan kendi aralarinda
iletisim kurmak i¢in kullandiklar1 bir aractir. Bu iletisim konusma dilleri ile
saglanabilecegi gibi isitme engelli bireyler tarafindan kullanilan isaret dilleri aracilifiyla
da saglanabilmektedir. Hem konusma dilleri hem de isaret dilleri iilkeden iilkeye
farkliliklar gosterebilmektedir. Insanlar tarafindan kullanilan bu diller bilgisayar
bilimleri diinyasinda dogal dil olarak tanimlanmaktadir. Teknolojinin hizla gelismesi ve
dolayisiyla bilgisayarlarin insan hayatinda ¢ok énemli bir yere sahip olmasi beraberinde
insan-bilgisayar iletisimini zorunlu hale getirmistir. Insanlarin kendi aralarinda
kullandiklart dil birbirlerine kolay ve anlasilir gelmektedir ancak makineler tarafindan
dogal dillere herhangi bir islem yapilmadiginda anlasilmasi miimkiin olmamaktadir.
Bunun i¢in dogal dilin belirli kurallar c¢ercevesinde anlasilir hale getirilmesi
gerekmektedir. Iki farkli dili konusan taraflarin iletisim kurmasinin zor oldugu
diisiiniilse de yapay zekanin alt dali olan dogal dil isleme sayesinde bu iletisim miimkiin
hale gelmektedir. Dogal dil isleme ¢alismalar1 kapsaminda konusma dili, yazili metinler
(kitaplar, makaleler, gazeteler, kose yazilari) ve isaret dili gibi dogal dilde olusturulmus
kaynaklar bilgisayarlara girdi olarak verilmekte ve bilgisayar tarafindan dogal diller
anlasilmakta, yorumlanmakta ve bunun sonucu olarak c¢ikti tretilebilmektedir. Ses
verileri iizerinde ¢alisma yapilacagi zaman bu verilerin metin verilerine donistiirtilerek
yazili hale getirilen metinler iizerinden islem yapilmasi tercih edilmektedir. Dogal dil
Isleme ile bu islemler yapilirken veri bilimi, dilbilim vb. ¢ok sayida bilim dalindan
faydalanilmaktadir. Dogal dil isleme pek ¢ok alanda kullanilmakta ve giinliikk
yasantimizda kolaylik saglamaktadir. Metin smiflandirma, makine cevirisi, soru
cevaplama, metin Ozetleme, yazim denetimi vb. uygulama alanlarindan bazilaridir.
Onlarca sayfa bir dokiimandan sadece birkag sayfadan olusan bir Ozet g¢ikarmak
istedigimizde dogal dil isleme devreye girmekte ve bu islemi ¢ok kisa bir siire igerisinde
yerine getirebilmektedir.

Bu tez c¢alismasinda metin smiflandirma  {izerinde ¢alisilmustir. Icinde
yasadigimiz dijital ¢agda bilgisayar ortaminda {retilmis c¢ok sayida metin
bulunmaktadir. Bu metinlerin ¢ogu yapilandirilmamis oldugundan, bu verileri
siniflandirmak son derece yararli olmaktadir. Metin simiflandirma, cesitli konularda
yazilmis metinlerin 6nceden belirlenen etiketler ile etiketlenmesidir. Diger bir ifadeyle
metinlerin dnceden belirlenmis olan kategorilere gore siiflandirilmasi islemidir. Metin
smiflandirma islemi dogal dil isleme yontemleri kullanilarak otomatik olarak analiz

edilir ve belirli bir sinifa gore etiketlenir. Bu ¢alismada metin olarak farkli kategoride



yazilmig olan siirler kullanilmistir. Metinden c¢ikarilan 6zellikler metin temsil
yontemleri kullanilarak islemden gegirilmis ve birden fazla makine 6grenmesi yontemi
kullanilarak siniflandirma yapilmistir. Elde edilen sinmiflandirma sonuglari mukayese

edilmistir.

1.1. Tiirkce ve Dogal Dil isleme

Diller, Sekil 1.4’de goriildigi tizere genel olarak bi¢im agisindan ve kaynak
bakimindan (koken) iki gruba ayrilirlar (Ercilasun, 2013). Big¢im agisindan; bitisken
diller ve kaynastiran diller, yalinlayan diller ve biikiimli diller olarak {i¢ grupta
smiflandirilmaktadir. Kaynak bakimindan ise Ural-Altay Dil Ailesi, Hint-Avrupa dil
ailesi, Hami-Sami dil ailesi, Bantu dil ailesi, Cin-Tibet dil ailesi, Kafkas dil ailesi ve

Avustronezya dil ailesi olmak iizere yedi grupta siniflandirilmaktadir.

Dillerin
Simiflandirilmasi
Bi¢im Kaynak
Acisindan Bakimindan

( )

Baglantili Diller | ¢

( )

Biikiimli Diller |

Ural-Altay Dil
Ailesi

@ __

J

Hint-Avrupa Dil

L J‘ Ailesi )
e N

Yalinlayan Hami-Sami Dil
L Diller h Ailesi

Bantu Dil Ailesi

NN

Cin-Tibet Dil
Ailesi J
N

Kafkas Dil

[ Ailesi J
~

Avustronezya
' Dil Ailesi J

Sekil 1.4. Diinya dillerinin smiflandirilmas: (Ercilasun, 2013)



Tiirkge, kaynak bakimindan Ural-Altay dil ailesinin Altay koluna mensup, bi¢cim
acisindan ise baglantili diller grubunda yer alan ve diinya tizerinde yaklasik 220 milyon
kisi tarafindan konusulan dildir (Akalin, 2009). Altay dil ailesi igerisinde Tiirk dilleri
(Tiirkce, Cuvasca, Ozbekce, Uygurca vb.), Mogol dilleri (Darkhat, Buryat, Khamnigan
Mongol vb.) ve Tunguz dilleri (Solon, Manegir, Nanai, Akani, Birar, Kile) yer
almaktadir. Gegmiste akraba ya da kardes olan bu diller “Ana Tiirk Dili”nden tiiremistir
(Tekin, 1978).

Tiirkge dilini diger dillerden ayiran bazi tipolojik 6zellikleri bulunmaktadir.
Sondan eklemeli bir dil olup kelimeler aldiklar1 eklerle yeni anlamlar
kazanabilmektedir. Tiirkce bu O6zelligi dolayisiyla Dbitisken bir dil olarak
tanimlanabilmektedir. Bunun yani sira eklerin art arda siralanabilmesi, eklerin kademeli
olarak niteleme yapabilmesi, eklerin esnek bir yapiya sahip olmasi, isimlerin bitisik
yapida olabilmesi (ekmek dolab1 gibi), belirtili isim tamlamasi, gramatikal cinsiyet
bulunmamasi Tiirkgenin baglica genetik ozellikleridir. Tirkgenin genetik ozellikleri
dogal dil isleme agisindan ¢esitli zorluklar1 beraberinde getirmektedir (Oflazer, 2016).
Bu zorluklar Tiirkge iizerinde yapilan dogal dil isleme ¢alismalarinin sayisini olumsuz
etkilemektedir. Tiirkce diline ait baz1 fonetik 6zelliklere de yer vermek faydali olacaktir.
Tiirkgede biiyilik {inlii uyumu-kii¢iik tinlii uyumu bulunmaktadir. Sekiz adet linlii harf
bulunmakta olup bu bakimdan zengin bir dildir. Baz1 {inlii harfler sadece ilk hecede
bulunabilirken digerleri tim hecelerde bulunabilmektedir. Birden fazla {insiliz harf bir
arada bulunmamaktadir. Tiirkce hem ag¢ik hem de kapali hecelere sahiptir. Tiirkgede
baska fonetik 6zellikler de bulunmakta olup bunlar ilk akla gelenlerdir. Tiirk¢e dilinde
yapilan dogal dil isleme caligmalarina ikinci boliimde (Kaynak aragtirmasi) detayl

olarak yer verilmistir.

1.1.1. Tiirkge bicimbilim yapisi

Dilbilgisi bilimde soézciiklerin  yapisim1  inceleyen Dbilesen bi¢imbilim
(Morphology) alt dalidir. Bigimbilim, sozciiklerde meydana gelen bigimsel ve anlamsal
degisiklikleri incelemektedir. Sozciiklerin sozliik anlami ve dil bilgisi yapisinda degisim
gozlemlenebilmektedir. Sozciik yapisinda degisim meydana geldiginde bu durumun
bilgisayarlar tarafindan ¢dziimlenmesi gerekmektedir. Ornegin “kalemler” sdzciigiiniin

kokiiniin “kalem” oldugu bilgisayarlar tarafindan yapilacak olan ¢6ziimleme sonucunda



belirlenebilmektedir. Bu durum morfolojik ¢6ziimleme olarak tanimlanmaktadir. Birgok
dilde morfolojik ¢6ziimleme yapabilmek igin sozciigiin bulunabilecegi formlari
listelemek yeterli olmaktadir. Tiirk¢e dilinde bu yontem etkili bir ¢6ziim olmamaktadir.
Tirkgede bir sozciik birden fazla ek alabildiginden farkli anlamlar kazanabilmektedir.
Bu durum diger dillerle kiyaslandiginda, Tiirkce bir sozciigiin baska bir dilde kurulmus
climlenin anlamini tek bagina karsilayabildigi goriilmektedir. Tiirkge dilinin bu 6zelligi

g6z oniinde bulunduruldugunda sozciiklerin alabilecegi ekleri listelemek ¢ok zordur.

Cizelge 1.2. Ev sozcligiiniin ¢ekimli halleri

ev evler evim evin

evi evimiz eviniz evlerde
evlerim evlerin evleri evdeler
evleriniz evdeyim evde evdesiniz

Cizelge 1.2°de ev sozciigiiniin bazi ¢ekimli halleri bulunmaktadir. Cizelgeden de
goriildigi tizere, Tiirkgede bir sozciik onlarca ¢ekim alabilmektedir. Ev sozciigiiniin
¢ekimli hallerini artirmak miimkiindiir.

Sozciikler bicimbilim agisindan incelendiginde birden fazla ¢oziimleme yapilma
durumlarr ile karsilasilabilmektedir. Ornegin “ani” sozciigii iki farkli bicimde
cozliimlenebilir. Birincisi “Zamanin boliinemeyecek kadar kisa olan parcasi, lahza,
dakika” anlamina gelen “an” kelimesi, ikincisi ise “Gegmiste yasanmis cesitli
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olaylardan bellegin sakladigi her tiirlii iz, hatira” anlamimna gelen “ami” kelimesi.
Hangisinin dogru ¢oziimleme olduguna, climle igerisinde kullanimina bakilarak karar
verilebilir. “Anm1 yasamak bana keyif veriyor.” cilimlesindeki ‘“an1” sozciigi
cozlimlendiginde birinci anlamda kullanildigi goriilmektedir. “Vakit gecirdigim kisa
siire icerisinde ¢ok sayida ani biriktirdim bu sehirde.” ciimlesindeki “an1” sézcligi
¢oziimlendiginde ikinci anlamda kullanildigi goriilmektedir. Buna gore ¢dziimleme
yapilmast dogru olacaktir. Olas1 biitiin ¢oziimlemeler bulunduktan sonra dogru olan
¢oziimlemeye karar verilmesi gerekmektedir. DDI uygulamalarinda sozciiklerin
¢oziimlenmesine ihtiyag duyulmaktadir. Ornegin bir arama motoru iizerinden internette
arama yapildiginda sézciigiin ¢ekimli hallerinin de taranmasi dogru sonuca ulasmak icin
onem arz etmektedir. “Dogayr sevenler dernegi” seklinde bir arama yapilmak
istendiginde, “Dogay1 seven dernegi” ve “Doga sevenler dernegi” aramalarmin da
benzer sonuglar vermesi beklenmektedir. Bu durum i¢in detay seviyesinde bi¢imbilim

cOziimlemesi yapilmasina gerek olmasa da sozciiklerin koklerinin dogru belirlenmesi



gerekmektedir. Sozciiklerin ¢ézlimlenmesine ihtiya¢ duyulan bir diger uygulama alani
da yazim hatalarinin denetlenmesidir. Dijital ortamda belge hazirlarken yazim yanliglart
veya imla hatalar1 sik¢a yapilan bir davranistir. Yanlis yazilan sézciiklerin denetlenmesi
ve dogru yazilisinin bilgisayar tarafindan Onerilebilmesi i¢in morfolojik ¢éziimleme
yapilmalidir. Bu problem igin farkli ¢éziimler de bulunmaktadir. Ornegin ilgili dile ait
sozliikte yer alan sozciikler taranarak yazim yanlist ve dogru yazilisi tespit edilebilir
ancak Tiirk¢e gibi dillerde bdyle bir sozliik hazirlamak miimkiin degildir. Sézciiklerin
morfolojik olarak analiz edilmesi (¢6ziimlenmesi), dogal dil isleme alaninda ¢alisma
yapabilmek i¢in en temelde yapilan bir islemdir. Morfolojik ¢oziimleme yapilabilmesi
noktasinda ¢esitli yaklagimlardan ve bu alanda yapilan calismalardan bahsetmek
miimkiindiir.

Giilsen Eryigit ve Esref Adali tarafindan 2004 yilinda yapilan ¢alismada Tiirkce
icin morfolojik ¢dziimleyici tasarimi1 ve uygulamasi tizerine c¢alisilmistir. Yapilan bu
calismada dilin kuralli yapisi temel alinarak bir ¢oziimleyici gelistirilmistir. Gelistirilen
¢coziimleyici kelimenin kokiine ulasmayi1 hedeflemektedir Bu hedefe ulagmak igin,
kelimenin alabilecegi ekler (yapim ekleri, ¢ekim ekleri vs.) veri tabaninda
tutulmaktadir. Tirkge sozciiklerin ¢Oziimlemesini, eklerin sdzciikten ¢ikarilmasi
yaklagimiyla ve herhangi bir sozlik kullanmadan yapmak ig¢in yeni bir yOntem
onermislerdir. Sozliik kullanmak uygulama performansini etkileyebilecek bir kistastir
(Eryigit ve Adali, 2004).

Prof. Dr. Aydin Koksal tarafindan yapilan “Tiirkgenin Ozdevimli Bicimbilgisi
Coziimlemesine ilk Yaklasim” adli ¢alisma Tiirk¢enin bigimbilim agisindan bilgisayar
ortaminda incelenmesi iizerinedir (Koksal, 1975).

Kemal Oflazer tarafindan 1994 yilinda iki seviyeli bi¢imbilim yaklagimi ile
Tiirk¢enin ¢6ziimlenebilmesi tizerine bir ¢alisma yapilmigtir (Oflazer, 1994).

Ahmet Afsin Akin tarafindan gelistirilen Zemberek Kiitiiphanesi Tiirkce
metinler {iizerinde morfolojik analiz yapilabilmesine olanak saglamaktadir. Java
ortaminda gelistirilen ve acik kaynak olan Zemberek ile yazim denetimi, hatali
kelimeler i¢in 6neri gibi islevler yerine getirilebilmektedir (Akin ve Akin, 2007).

Sezgi Yilmaz tarafindan 2009 yilinda yapilan yiiksek lisans tez ¢aligmasi
kapsaminda, var olan ¢ozlimleyiciler detayli olarak incelenmis ve bu ¢ozlimleyicilerin

eksik olan yonleri iyilestirilerek yeni bir ¢éziimleyici tasarlanmistir (Yilmaz, 2009).



Diger diller i¢in, Daniel Jurafsky ve James H. Martin (2009), Brodda ve Fred
(1980), Kaalep (1997) ve Packard (1973) tarafindan yapilan galismalar 6rnek olarak
gosterilebilir (Eryigit, 2012).

1.1.2. Tiirkge dilbilgisi kurallar:

Her dilin kendine 6zgli kurallar1 bulunmaktadir. Bir dilde metin olusturulmak
istendiginde o dilin kurallarina uymak gerekmektedir. Dilbilgisi kurallarina uyulmadan
veya dikkat edilmeden olusturulan metinler ve kurulan ciimleler anlamli olmamaktadir.
Ciimle igerisinde kullanilan kelimelerin dizilisi, noktalama isaretleri, kelimelerin
yazilis1 vb. durumlarda bu kurallar dikkate alinmaktadir. Imla kurallari olarak da bilinen
bu kurallar kisiden kisiye gore degismemektedir. Bu kurallar olas1 yazim yanliglarini ve
yanlis telaffuzu Onlemekte dolayisiyla okumayi ve anlamayr kolaylastirict bir rol

ustlenmektedir.

1.1.2.1. Biiyiik iinlii uyumu

Bir kelimenin ilk hecesinde a, i, o, u kalin {inliilerden bir tanesi varsa diger
hecelerdeki tunlilerin de kalin, ilk hecesinde e, i, 0, i ince unlilerden bir tanesi varsa
diger tnliiler de ince olur. Silgi, vergi, nine, oyuncak, belge gibi kelimeler biiyiik iinli
uyumuna uymaktadir. Tiirkgede biiyiik Uinlii uyumuna uymayan kelimeler de
bulunmaktadir. Elma, kardes gibi kelimeler biiyiik {inlii uyumuna uymamaktadir. Bagka
dillerden Tiirkceye gecmis olan kelimelerde ve bitisik yazilan kelimelerde biiyiik {inlii
uyumu aranmamaktadir. Cizelge 1.3°de bulunan ekler biiyiik iinlii uyumuna uymayan

eklerdir.

Cizelge 1.3. Biiyiik iinlii uyumuna uymayan ekler

-gil -ken -leyin
-das (-tag)” -mtirak -yor
(*) Bazi1 kelimelerde (iilkii-das, goniil-das)

Tiirkgeye baska dillerden giren (gazete, kalem, telefon vb.) ve son hecesinde

kalin inli bulunduran ve son sesleri ince telaffuz edilen sozciikler ince Unlia ek alir

(helal/helalimiz, idrak/ idrakimiz vb.) (TDK, 2023b).
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1.1.2.2. Kiiciik iinlii uyumu

Tiirkgede tinlii harfler diiz iinlii (a, e, 1, 1) ve yuvarlak iinlii (o, 6, u, i) olarak iki
sinifa ayrilabilir. Kii¢lik tinlii uyumunun oldugu durumlar su sekildedir; bir sozciigiin ilk
hecesinde diiz iinlii bulunuyorsa sonraki hecelerde de diiz iinlii bulundugunda, bir
sozcugiin ilk hecesinde yuvarlak {inlii ve sonraki ilk hecede genis diiz tinlii (a, €) veya
dar yuvarlak {inlii (u, i) bulunuyorsa kiigiik {inlii uyumu bulunmaktadir. Boyunduruk,
yuvarlak gibi kelimeler 6rnek olarak gosterilebilir. Tiirk¢ede kii¢iik {inlii uyumuna
uymayan sozciikler de bulunmaktadir. Yagmur, kavun, avug, savurmak gibi bazi
kelimeler kiiciik iinlii uyumuna aykirt kelimelerdir. Baska dillerden Tiirkceye gecmis
olan kelimelerde kiigiik iinlii uyumu aranmamaktadir. Cizelge 1.4’de kurallar bir biitiin

olarak verilmistir (TDK, 2023a).

Cizelge 1.4. Unlii uyumu

a—>a,l 02U, a
e>e,l o021, e
121a u=->ua
i>ie i€

1.1.2.3. Unlii daralmasi

“_»

Tiirkge bir fiilin “a” veya “e” tnliisii ile bitmesi durumunda s6z konusu fiilin
simdiki zamanda ¢ekiminde “a” tinliisii “7, u”, “e” Uinliisii ise “i, # " linliisiine doniisiir.
Ornegin “izle-” fiili simdiki zamanda ¢ekimlendiginde “izleyor” yerine iinlii daralmas:
kurali dolayisiyla “izliyor” seklinde ¢ekimlenir. Diger bir ornek “ilerle-” fiili simdiki
zamanda c¢ekimlendiginde “ilerleyor” yerine {nlii daralmasi kurali dolayisiyla
“ilerliyor” seklinde ¢ekimlenir. Bu kurala tinlii daralmasi adi verilmektedir. Bir fiilin
birden ¢ok heceli olmas1 ve “a, €” linliisii ile bitmesi durumunda {inlii bir harfle baglayan
ek aldiginda s6z konusu fiilin telaffuzunda “a, e” iinliilerinde daralma goriilse de
yaziminda bu daralmaya yer verilmez. Ornegin “basla-" fiili “baslayan” olarak yazilsa
da genellikle “basliyan” olarak telaffuz edilir. Buna karsin tek heceli olan “de-" ve “ye”

(1344
1

fiillerinde telaffuzda yer alan “i” iinliisii fiillerin yaziminda da yer alir. Ornegin; “yiyor”

ve “diyor” sozciiklerinde oldugu gibi (TDK, 2023k).
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1.1.2.4. Unlii diismesi

Iki heceli olan ve ikinci hecesinde “1, i, u, @i” dar iinliilerinden bir tanesi olan
sozciikler {inlii bir harfle baslayan bir ek aldiginda ikinci hecesindeki dar iinliiniin
diigmesi iinlii diismesi olarak adlandirilir. Ornegin; “karin” kelimesi ek aldiginda
“karm1” ve “fikir” kelimesi ek aldiginda “fikri” haline doniisiir. Buna ilave olarak
asagidaki cizelgede yer alan sozciikler ek aldiklarinda son hecelerinde bulunan {inli
harflerde diisme goriilmez (TDK, 2023)). Cizelge 1.5’de {inlii diismesi goriilmeyen bazi

kelimeler verilmistir.

Cizelge 1.5. Unlii diismesi goriilmeyen baz1 kelimeler

asagi yukari ora
sura bura ileri
iceri digar1 beri

1.1.2.5. Unsiiz harfler

Tiirk alfabesinde sekiz adet sesli ({inlii) harf, yirmi bir adet sessiz (linsiiz) harf
olmak tizere yirmi dokuz harf bulunmaktadir. Yirmi bir adet {insiiz harfin on {i¢ tanesi
yumusak tnsiiz (b, ¢, d, g, j, I, m, n, r, v, y, z) geriye kalan sekiz adeti ise sert (p, ¢, k, h,
t, s, f, s) linstizden olugsmaktadir. Tiirk¢e kdkenli sozciiklerin sonunda “b, c, d, g” linsiiz
harfleri yer almaz. Bazi sozciikler (p, ¢, t, k iinsiizleri ile biten sozciikler) iinli ile
baslayan ek aldiklarinda yumusama (b, ¢, d, g linsiizlerinden birine doniisiir) olmaktadir.

[
1

Ornegin; “kitap” kelimesi iyelik eki aldiginda “kitab1” sozciligline doniislir. Ancak

Tiirkceye baska dillerden gecen sdzciiklerde yumusama olmamaktadir. Ornegin; “sepet”
(Farsca seped) kelimesi “i” iyelik eki aldiginda “sepeti” sdzctigiine doniisiir. Tek heceli
sozcliklerin bazilarinda “yumusama” olurken bazi sozciiklerde sonda bulunan iinsiiz
harfler oldugu gibi korunur. Ornegin; “kurt” sézciigii ek aldigida “kurdu” sozciigiine
doniistirken “sa¢” kelimesi ek aldiginda “sac1” sdzciigii olarak orijinal hali korunarak ek
alir. Tiirkgede; sert iinsiliz harflerin bir tanesiyle biten sozciiklerin ek aldiginda sert
insliz bir harfle baglamasi, yumusak {insiiz harflerin bir tanesiyle biten sozciiklerin ek
aldiginda yumusak iinsiiz bir harfle baglamasi iinsiiz uyumu olarak tamimlanir. Ornegin;
“diis-kiin” ve “bil-gi” sozciiklerinde {insiiz uyumu goriilmektedir (TDK, 2023i).

Tiirkgeye baska dillerden gecen sozciikler tek tinsiizle kullanilir. Bu sézciikler tinlii bir
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harfle baslayan ek aldiklarinda iinsiiz tiiremesi goriiliir. Ornegin; “his/hissetmek” ve

“af/affetmek” sozciiklerinde {insiiz tiiremesi goriilmektedir (TDK, 2023h).

1.1.2.6. Biiyiik harflerin yazim

Tiirkgede ctimleler, dize, 6zel adlar, iki noktadan (:) sonra gelen ciimle, kisi
adlarindan sonra gelen saygi sozleri, yapilar, yapitlar ve tim yer adlari, Kitap/dergi
adlar1, devlet adlar1, millet adlar1, kurum ve kurulus adlari, dil ve lehge adlar1 ve tirnak
icerisinde yapilan alint1 biiyiik harfle baglamaktadir. Buna ilave olarak din ve mezhep
adlari, kanun, tiiziikk, yonetmelik, yonerge, genelge sozciikleri, milli ve dini bayram
isimleri ve bayram niteligi kazanmis giinlerin isimleri ve belirli bir tarih bildiren ay ve
giin adlart biiyiik harfle baslamaktadir. Ancak ciimleye sayiyla baslandiginda sayidan
sonra gelen sozciik ve akrabalik bildiren sozciikler kiigiik harfle baslar. Ciimleye

miimkiin oldugunca sayiyla baglanmamasi esastir (Anonim, 2023b).

1.1.2.7. Sayillarin yazimi

Sayilar harfle veya rakamla yazilabilir. Ancak para miktari, istatistiksel veriler
gibi sayilar yazilirken rakam kullanilmaktadir. Saatler, dakikalar ve uzun basamakli say1
bildiren sozciikler (milyon, milyar gibi) tercihen yaziyla yazilabilir. iki veya daha fazla
sOzciikten olusan sayilar ayri yazilirken ¢ek, dekont veya senet gibi belgelerde yer alan
sayilar bitisik (yiizyirmibir) yazilir. Ozel simgelerle (1+2) beraber kullanilan sayilarla
simge arasinda bosluk birakilmaz. Tarihi olaylarda, kitaplarin, tezlerin ve dergilerin
belirli boliimlerinde ve diger bazi durumlarda Romen rakami kullanilir. Kesirli sayilar
virgiille (,) ayrilirken dort veya daha fazla basamakli sayilar sondan tglii gruplar
olusturularak aralarina nokta (.) konur. Sira bildiren sayilar tercihen yaziyla veya
rakamla yazilabilir. Rakamla belirtilen sira sayilarindan sonra nokta konur. Yaziyla

bildirilen sira sayilarindan sonra gelen ek kesme isareti ile ayrilir. Bir rakam iilestirme
eki aldiginda sayiyla yazilir (TDK, 2023g).

1.1.2.8. Ek veya baglac olabilen “ki” yazimi

Ek olan “ki” bitisik yazilirken bagla¢ olan “ki” ayri yazilir. Ancak bazi

durumlarda “ki” baglacimin bitisik yazildigi durumlar bulunmaktadir. Ornegin;
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“mademki” sozcliglinde “ki” bagla¢ olmasina ragmen kaliplagsmis sozciik oldugu igin

bitisik yazilmaktadir (TDK, 2023f).

1.1.2.9. Soru olan “mi” yazim
“mi” edati soru eki olarak kullanildiginda ve baska amagla kullanildig:
durumlarda ayr1 olarak yazilir. “mi” edati ek aldiginda aldig: ek ile bitisik yazilir (misin,

misin, musun) ve kendinden onceki sozciige bagh olarak {inlii uyumuna uyar (TDK,

2023e).

1.1.2.10. Ek veya baglac olabilen “de” yazim

Ek olan “de” bitisik yazilirken baglac olan “de” ile “ya” sdzctgi ile kullanilan
“de” ayr1 yazilir ve kendinden Onceki sozcilige bagli olarak {inlii uyumuna uyar. Baglag
olarak kullanilan “de” ciimleden ¢ikarildiginda anlamda bozulma olmazken ek olarak

kullanilan “de” ciimleden ¢ikarildiginda anlamda bozulma olur.

1.1.2.11. Mastar eklerinin yazimi

“-mak” veya “-mek” mastar eklerinden bir tanesi ile biten sozciikler “a, e, 1, 1”
(13

iinliilerinden bir tanesini ek olarak aldifinda araya “y” {insiizii eklenir. Ornegin;

“kosmak” sozciigii “a” lnliisiinii ek olarak aldiginda “kosmaka” degil “kosmaya” olur.

1.1.2.12. Kisaltmalarin yazimi

Bir sozcik veya oOzel ad anlasilir olacak sekilde kisaltma olarak
yazilabilmektedir. Kitap, dergi, kurulus ve yon adlarinin kisaltmalar1 her sdzciigiin
birinci harfi bilyiik olacak sekilde yazilmasi seklinde yapilabilir. Ornegin; Tiirkiye
Futbol Federasyonu kurulusunun kisaltmasi TFF olarak yazilir. Kisaltma yapilirken
harflerin arasina nokta konmaz. Ancak harflerin arasina nokta koyularak yapilan
kisaltmalar da bulunmaktadir. Bu durum en ¢ok bilinen 6rnegi Tiirkiye Cumhuriyeti’nin
T.C. seklinde yapilan kisaltmasidir. Bazi kisaltmalarda sozciiklerin birkag harfi alinarak
kisaltma yapilabilir. Ornegin; Ileri Teknolojiler Arastirma Enstitiisii’niin kisaltmasi

ILTAREN olarak yazilmaktadir. Baz1 sézciiklerin kisaltmast ilk harf ile birlikte sézciigii
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olusturan temel harfler alinarak yapilmaktadir. Ornegin, iistegmen sdzciigiiniin
kisaltmas1 {itgm. olarak yapilir. Bazi sozciiklerin kisaltmas: da sozciik gibi
olabilmektedir. Ornegin; HAVELSAN kisaltmasinin agilimi1 Hava Elektronik Sanayii
olarak karsimiza ¢ikmaktadir. Elementler ve Ol¢ii birimlerinin kisaltmasi standart olarak
kabul edilmistir. Ornegin; kobalt elementinin kisaltmasi co, milimetre biriminin
kisaltmast mm olarak uluslararasi alanda kabul edilmektedir. Son olarak 6zel isimlerin
kisaltmalar1 biiyiik harfle baslarken 6zel olmayan isimlerin kisaltmalar1 kiigiik harfle

baslamaktadir.

1.1.2.13. Birlesik kelimelerin yazimi

Birlesik kelimeler yeni bir kavrami karsilamak iizere birden fazla kelimenin bir
araya gelmesiyle olusmaktadir. Birlesik kelimeler bitisik yazilabildigi gibi ayr1 olarak
da yazilabildigi durumlar bulunmaktadir. Birlesik kelimelerin bitigik yazildigi durumlar
asagida detayl olarak agiklanmistir (TDK, 2023d).

a. Birlesik kelimelerin olugmasi esnasinda ses diismesi (linlii diigmesi veya
{insiiz diismesi) varsa s6z konusu birlesik kelimeler bitisik yazilir. Ornegin; “cumartesi”
kelimesi “cuma” ve “ertesi” kelimelerinin birlesiminden olusmakta ve ses diismesi
goriildiigiinden bitisik yazilmaktadir.

b. Kokeni Arapga olan bazi tek heceli sozciikler ile birlesik kelime
olusturulurken ses diismesi, Sses defismesi veya ses tiiremesi olaylar1 goriilmektedir.
Genel olarak etmek, edilmek, eylemek, olmak, olunmak yardimci fiilleriyle birlesirken
bu ses olaylar1 goriilmekte olup bu durumlarda olusturulan birlesik kelimeler bitisik
yazilir. Ornegin; “reddetmek” kelimesi bu kurala gore olusturulmus olan birlesik
kelimedir.

C. Birlesik kelimeyi olusturan kelimelerden her ikisi veya sadece ikinci
kelime benzetme yoluyla anlam de§ismesine ugradiginda olusturulan yeni kelime bitisik
yazilir. Ornegin; civanper¢emi, kamgikuyruk, itdirsegi, kargaburnu, kirlangickuyrugu,
tavukgogsli, dokuztas, samanyolu, vigneciiriigii, hinogluhin vb. kelimelerde anlam
degismesi oldugu i¢in bitisik yazilmaktadir.

d. Baz1 zarf-fiil ekleri ve fiillerle olusturulan birlesik kelimeler bitisik
olarak yazilir. Ornegin; “uyuyakalmak” ve “diisiinebilmek” kelimeleri bu kurala gore

Olusturulmus olan birlesik kelimedir.
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e. Zamanla kaliplasmis bazi birlesik kelimelerin bir veya iki dgesi emir
kipiyle kurulmus durumdadir. Bu bigimde olusturulmus olan kelimeler bitigik olarak
yazilir. Ornegin; “unutmabeni” ve “incitmebeni” kelimeleri bu kurala gore olusturulmus
olan birlesik kelimedir.

f. Baz1 sifat-fiil ekleri ile olusturulan birlesik kelimeler bitigik olarak
yazilir. Ornegin; “degerbilmez” ve “cankurtaran” kelimeleri bu kurala gore
olusturulmus olan birlesik kelimedir.

g. Olusturulan birlesik kelimeler, ikinci kelimesinde gegmis zaman eki (-d1,
-di vb.) alarak kurulmussa sdz konusu birlesik kelimeler bitisik yazilir. Ornegin;
“serdengecti” ve “hiinkarbegendi” kelimeleri bu kurala gore olusturulmus olan birlesik
kelimedir.

h. Olusturulan birlesik kelimelerin, birinci ve ikinci kelimesinin her ikisi de
geemis zaman eki (-t1, -ti vb.) veya genis zaman eki (-r vb.) almissa bahse konu birlesik
kelimeler bitisik yazilir. Ornegin; “uyurgezer” ve “konargdcer” kelimeleri bu kurala
gore olusturulmus olan birlesik kelimedir.

i Olusturulan birlesik kelimeler, ikinci kelimesinde alt, st ve iizeri
sOzciiklerinden bir tanesi kullanilarak olusturulmusgsa bu kurala uyan birlesik kelimeler
bitisik olarak yazilir. Ornegin; “aksamiizeri” ve “olaganiistii” kelimeleri bu kurala gére
olusturulmus olan birlesik kelimedir.

J. Birlesik kelime formatinda olusturulmus kisi adlari, soyadlar ve
lakaplar bitisik olarak yazilir. Ornegin; “Atatiirk” ve “Karaosmanoglu” kelimeleri bu
kurala gore olusturulmus olan birlesik kelimedir.

K. Birlesik kelime formatinda olusturulmus yer adlart (il, ilge vb.) bitisik
yazilir. Ornegin; “Gokgeada” ve “Yenisehir” kelimeleri bu kurala gére olusturulmus
olan birlesik kelimedir.

I Kisi ad1 ve unvanindan (unvanin ikinci kelime olmasi durumunda) olusan
birlesik kelime formatinda olusturulmus yer adlari bitisik yazilir. Ornegin;
“Bayrampasa” ve “Gazi Osmanpasa” kelimeleri bu kurala gore olusturulmus olan
birlesik kelimedir.

m. Olusturulan birlesik kelimenin ara yon belirten bir kelime olmasi
durumunda bu kurala gére olusturulmus olan birlesik kelimeler bitisik yazilir. Ornegin;
“glineybat1” ve “kuzeydogu” kelimeleri bu kurala gdre olusturulmus olan birlesik

kelimedir.
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n. Olusturulan birlesik kelimenin her iki kelimesi de esas anlamini
korumasina ragmen bitisik olarak yazilan ve kaliplasmis kelimeler bulunmaktadir.
Ornegin; “basdgretmen” ve “hanimefendi” kelimeleri bu kurala gore olusturulmus olan
birlesik kelimedir.

0. Birlesik kelimenin olusturulmasinda “ev” kelimesi kullanildiginda
olusturulan kelime genelde bitisik yazilir. Ornegin; “dgretmenevi” ve “orduevi”
kelimeleri bu kurala gore olusturulmus olan birlesik kelimedir.

p. Birlesik kelimenin olusturulmasinda ‘“hane, name ve zade” kelimeleri
kullanildiginda olusturulan kelime genelde bitisik yazilir. Ornegin; “beyanname” ve
“seyahatname” kelimeleri bu kurala gore olusturulmus olan birlesik kelimedir.

[3

g. Birlesik kelimenin olusturulmasinda “-zede” kelimesi kullanildiginda
olusturulan kelime genelde bitisik yazilir. Ornegin; “kazazede” ve “depremzede”
kelimeleri bu kurala gore olusturulmus olan birlesik kelimedir.

r. Birlesik kelime Farsca ve Arapga kurala gore olusturulmussa bitisik
yazilir. Ornegin; “gayrimesru” ve “fevkalade” kelimeleri bu kurala gore olusturulmus
olan birlesik kelimedir.

S. Olusturulan birlesik kelime kanunda bitisik olarak yer aliyorsa ve bitisik
tescil edilen kelimeler bitisik yazilir. Ornegin; “Genelkurmay” ve “Yiiksekdgretim”
kelimeleri bu kurala gore olusturulmus olan birlesik kelimedir.

t. “Alacamenekse” ve “saricicek™ gibi renk adlariyla olusturulan birlesik

kelimeler bitisik yazilir.

1.1.2.14. Yapim ve cekim ekleri

Sozciikler ek alabilen yapiya sahiptir. Tiirkgede ekleri, Sekil 1.5’de goriilecegi
tizere yapim ekleri ve ¢ekim ekleri olarak iki siifa ayirmak miimkiindiir. Yapim ekleri,
eklendigi sdzciigiin tiiriiniin, anlammnin ve gorevinin degismesini saglar. Ornegin;
“sararmus” kelimesinin “sar1” kokiine getirilen yapim ekinden tiiretildigi goriilmektedir.
Kelimenin kokiintin, aldig1 yapim eki ile yeni anlam kazandigi sdylenebilir. Cekim
ekleri, eklendigi sozciigiin tiirlinli ve anlamin1 degistirmezler ancak sdzciiklerin ciimle
igindeki kullanimlarmni saglayan eklerdir. Ornegin; “dgrenciyi” sozciigii aldig1 cekim
eki ile anlam degisikligine ugramamis ancak ciimle igerisinde kullanimi belirtilmistir.
Yapim ekleri kendi arasinda isimden isim yapim eki, isimden fiil yapim eki, fiilden fiil

yapim eki ve fiilden isim yapim eki olmak tizere dorde ayrilir. Cekim ekleri ise kendi
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arasinda isme gelen ¢ekim ekleri (hal ekleri, ¢ogul eki, tamlama ekleri, iyelik ekleri) ve

fiile gelen ¢ekim ekleri (kip ekleri, sahis ekleri) olmak iizere ikiye ayrilir.

Sekil 1.5. Yapim ve ¢ekim ekleri

Sozcliglin gorevini, tiriinii ve anlamin1 degistiren ekler yapim ekleri olarak
tanimlanir. Yapim eki alan sozciikler tiiretilmistir demek miimkiindiir. Bir soézciik
birden fazla yapim eki alabilir. Ornegin; “bil-gi-len-dir” sdzciigii {ic adet yapim eki
almistir.

a. [simden isim yapim eki; isim kokiine gelerek yeni bir isim
olusturulmasini saglayan eklerdir. Ornegin; “su” kelimesi isimden isim yapim eki alarak
yeni bir isim olan “suluk” kelimesinin tiiremesine yol agar.

b. Isimden fiil yapim eki; isim kokiine gelerek yeni bir fiil olusturulmasini
saglayan eklerdir. Ornegin; “sar1” kelimesi isimden fiil yapim eki alarak yeni bir fiil
olan “sararmak” kelimesinin tiiremesine yol agar.

C. Fiilden fiil yapim eki; fiil kokiine gelerek yeni bir fiil olusturulmasini
saglayan eklerdir. Ornegin; “calis-” kelimesi fiilden fiil yapim eki alarak yeni bir fiil
olan “calis-tir”” kelimesinin tiiremesine yol agar.

d. Fiilden isim yapim eki; fiil kokiine gelerek yeni bir isim olusturulmasini
saglayan eklerdir. Ornegin; “sil-” kelimesi fiilden isim yapim eki alarak yeni bir fiil

olan “sil-gi” kelimesinin tiiremesine yol acar.
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Cekim ekleri tiir ve anlam degisikligine yol agmazlar. Yani sdzctigiin gorevini,
tiiriinii ve anlamin1 degistirmeyen ekler ¢ekim ekleri olarak tanimlanabilir. Bir sézciik
birden fazla ¢ekim eki alabilir. Ornegin; “hayvan-lar-imiz-da” sdzciigii cogul, iyelik ve
hal eki olmak iizere ii¢ adet ¢ekim eki almistir. Cekim ekleri iki gruba ayrilmaktadir.
Isim kokiine gelen c¢ekim ekleri isim ¢ekim ekleri olarak tanimlanmaktadir ve kendi
icerisinde dort gruba ayrilmaktadir.

a. Cokluk eki (-ler, -lar), eklendigi ismin sayica birden fazla oldugunu
belirten eklerdir. Ornegin; “Cikardig1 6zet sayfalarca tutmustu.” Ciimlesinde ¢ikarilan
Ozetin birden fazla sayfadan olustugu isme getirilen ¢okluk eki ile belirtilmistir. Net bir
say1 belirtilmemektedir.

b. Hal ekleri (-i, -€, -de, -den), eklendigi isme bulunma, belirtme, ayrilma ve
yonelme anlami kazandiran eklerdir. Ornegin; “Arabay diin aksam boyadim.”, “Hafta
ici tatile ¢iktim.”, “Cantami okulda biraktim.” ve “Annesinden para istedi.”
climlelerinde hal eki kullanimi1 goriilmektedir.

C. Ilgi ekleri (-mn, -in, -un, -iin), eklendikleri isimlerin diger isimlerle bag
kurmasini saglayan eklerdir. Ornegin; “Ablam benim elbisemi giymis.” ve “Ceketin
diigmesi kopmus.” ciimlelerinde ilgi eki kullanim1 goriilmektedir.

d. Iyelik ekleri (-m, -n, -i, -miz, -niz, -leri), sahislara gére ¢ekimlenen bu
ekler eklendikleri isme, kime ait oldugunu gosteren anlam kazandirmaktadir. Ornegin;
“Okulumuzun konferans salonu oldukca biyiiktiir.” ve “Telefonumun kilifi siyah
renklidir.” Ciimlelerinde iyelik eklerinin kullanim1 goriilmektedir. Iyelik ekleri zaman
zaman hal ekleri ile Kkarigtirilabilmektedir. Bu duruma ¢ok dikkat edilmesi
gerekmektedir.

Fiil kokiine gelen ¢ekim ekleri fil ¢gekim ekleri olarak tanimlanmaktadir ve kendi
arasinda kip ekleri ve sahis ekleri olmak iizere iki gruba ayrilmaktadir.

Fiilde belirtilen isin ne zaman ve hangi duyguyla yapildigini belirten sekiller kip
olarak adlandirilir.

a. Haber kipleri zaman anlami tasimaktadir. Eylemin simdiki zamanda,
gecmis zamanda, gelecek zamanda veya genis zamanda yapildigini gdsterir. Ornegin;
“Okula gidiyorum.” ciimlesinde eylemin iginde bulundugumuz simdiki zamanda
yapildig1 goriilmektedir.

b. Dilek kipleri zaman anlami ifade etmez. Eylemin emir duygusu, istek

duygusu, gereklilik duygusu veya sart duygusu igerisinde yapilip yapilmadigini gosterir.
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Ornegin; “Derslerine calisirsan basarili olursun.” ciimlesinde eylemin sart igerisinde
gerceklesecegi gorlilmektedir.

Fiilde belirtilen isin kim tarafindan yapildigini belirten ekler sahis ekleri olarak
adlandirilir. Ornegin; “Bugiin maraton kosusuna katildim.” ciimlesinde eylemin birinci

tekil sahis tarafindan gerceklestirildigi goriilmektedir.

1.1.3. Tiirkge siirlerin incelenmesi

Siir, Arapca si‘r sozciigiinden gelmektedir. Insanlarin duygu ve diisiincelerini
ifade edebildigi, kendi 6zgii kurallar1 olan, sozciiklere siir igerisinde kullanildiginda
farkli anlamlar kazandirabilen, sozciiklerin uyum igerisinde oldugu, cesitli s6z
sanatlarindan faydalanilan ve insanlarda estetik duygular olusturan bir edebiyat tiiriidiir.
Bir sair olan Birhan Keskin Kargo isimli siirinde siiri sdyle tanimlamistir: “Hem zaten
siir niye var? Diinyanin acisini bagkalar1 da duysun! Act mihlanip bir kalpte durmasin.
Ortada dursun. Olur ya biri eline alir oksar, biri alnindan Oper. Az unutursun.” Siir

yazan kisiler ise sair olarak tanimlanmaktadir.

Sekil 1.6. Siir bilgisi (Anonim, 2023a)

Siirin  kendine ait yap1 unsurlart bulunmaktadir. Nazim birimi, nazim

sekli/bi¢imi, kafiye, redif vb. unsurlar yap1 unsurlarini olusturmaktadir. Bir siirin nazim
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birimi dize/misra, beyit veya bent olabilir. Tek bir satirdan olusan siir boliimiine dize
veya musra adi verilmektedir. Bir siir iki adet dizeden olusuyorsa yani iki satirdan
meydana geliyorsa nazim birimi beyit olarak tanimlanir. Bir siir {i¢ ila on misradan
olusuyorsa bu tiir siirlerin nazim birimi bent olarak tanimlanir. Burada ilave bilgi olarak
dort dizeden olusan siirlerin nazim birimi dortlik veya kita olarak da karsimiza
¢ikabilmektedir. Siirler nazim sekli/bi¢cimi agisindan ele alindiginda siirin dis yapisi
(kafiye, kafiye diizeni, vezin vs.) incelenmelidir. Islamiyet dncesi Tiirk edebiyatinda
(kosuk, sagu, destan), halk edebiyatinda (mani, ninni, tekerleme vb.), divan
edebiyatinda (gazel, mesnevi, kaside vb.) ¢esitli nazim sekli/bigimi bulunmaktadir.
Nazim tiirii ile nazim sekli/bi¢imi arasindaki fark kisaca ozetlenecek olursa, nazim

bigimi/sekli siirin dis yapisiyla ilgili iken nazim tiirii siirin igyapisiyla yani konusuyla

ilgilidir.

Siirde ahenk ve dizelerin uyumuna Ol¢ii denir. Bu noktada karsimiza {i¢ adet
Olcii cikmaktadir.

a. Hece Ol¢iistii; siirin her bir satirinin ayni1 hece sayisina sahip olmasidir.

Hece o6l¢iisii Tiirkgeye 0zgii bir ol¢iidiir. Tiirkgede yaygin olarak yedili, sekizli ve on
birli hece Olglisii kullanilmaktadir. Hece Olgiisii bulunan siirde dizeler boliimlere
ayrilabilir. Bu durum durak olarak tanimlanmaktadir. Yedili hece Olgiisiine sahip
siirlerde “4+3”, sekizli hece Ol¢iisiine sahip siirlerde “4+4”, on birli hece Sl¢iisiine sahip
siirlerde “6+5” veya “4+4+3” durak olabilir. Siirde durak olmasi zorunlu degildir. Yani
durak olmayabilir.

b. Aruz 6l¢iisii; Arapgadan Farsgaya, Fars¢adan da Tiirkgeye gegmis bir siir
Ol¢iistidiir. Tirk edebiyatina, divan edebiyatt doneminde girmistir. Yani aruz olgiisii
divan edebiyati doneminde sik kullanilmis bir siir 6l¢iisidiir. Siirde agik (kisa) veya
kapali (uzun) hece kullanimina gore ol¢ii saglanir. Bir hecenin sonu kisa iinlii ile
bitiyorsa kisa hece, bir hecenin sonu uzun iinlii (4, 1, () veya linsiizle bitiyorsa kapali
hece olarak tanimlanir. Ag¢ik heceler noktayla gosterilirken kapali heceler kisa ¢izgi ile
gosterilir. Aruz Olgiisiinde ulama varsa vasl, vezin geregi agik hecenin kapali olarak
okunmasi imale, kapali bir heceyi acik bir heceye ¢evirme zihaf ve uzun hecenin biraz
daha uzun okunmasina ise medd denir.

C. Serbest Olgili; siirde hece Olgilisiiniin aranmadig1 Olgiidiir. Genellikle
cumhuriyet donemi eserlerinde goriilmektedir.

Anlam ve gorev bakimindan ayni seslerin benzesmesine redif denir. Anlam ve

gorev bakimindan farkli seslerin benzesmesine ise kafiye (uyak) denir. Siirde, 6nce var
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ise redif bulunur ardindan kafiye uyumuna bakilir. Siirde kafiye dort baslikta

incelenmektedir.

a. Yarim kafiye; eger bir ses benzerligi bulunuyorsa bu benzerlige yarim
kafiye denir.

b. Tam kafiye; eger iki ses benzerligi bulunuyorsa bu benzerlige tam kafiye
denir.

C. Zengin kafiye; eger lic ve daha fazla ses benzerligi bulunuyorsa bu

benzerlige zengin kafiye denir.

d. Cinash kafiye; dize sonunda yazilislari aym1 fakat anlamlari farkl
sozctikler bulunuyorsa bu benzerlige cinasl kafiye denir.

Dizeler anlam ve gbérev bakimindan incelenip kafiye tespiti yapildiktan sonra bu
dizeler harfler kullanilarak gruplandirilmaktadir. Yaygin olarak “a” harfinden baglamak
suretiyle gruplandirma yapilmaktadir. Bu isleme kafiye diizeni ya da uyak orgiisii denir.
Siirde uyumun saglanmasi agisindan énemli unsurlardan bir tanesidir. Diiz uyak orgiisii,
capraz uyak Orgiisii ve sarma (sarmal) uyak orgiisii olmak iizere {i¢ cesit kafiye orgiisii
bulunmaktadir.

a. Diiz uyak; bir kitayr olusturan misralarin “a, a, a, a” veya “a, a, a, b”
seklinde uyak orgiisiine sahip olmas1 durumudur. Misralarin tamami uyumlu oldugunda
veya li¢ misra uyumlu oldugunda diiz uyak vardir denir.

b. Capraz uyak; bir kitay1r olusturan misralarin “a, b, a, b” seklinde uyak
orgiisiine sahip olmasi durumudur. Yani birinci misra ile iiglincli misra arasinda, ikinci
misra ile dordiincii misra arasinda capraz bir sekilde ses uyumu olmasina ¢apraz uyak
denir.

C. Sarmal uyak; bir kitayr olusturan musralarin “a, b, b, a” seklinde uyak
Orgiistine sahip olmasi durumudur. Yani birinci misra ile dordiincii misra arasinda,
ikinci misra ile iiglincii misra arasinda sarmal bir sekilde ses uyumu olmasina ¢apraz
uyak denir.

Her siirin kendine ait bir konusu vardir. I¢erdikleri konu cergevesinde baz1 siitler
doga ile ilgili temaya sahipken bazi siirler bayrak temasina sahip olabilmektedir. Bu
acidan siirler diiz metin gibi goriinse de duygu yiiklii edebi eserlerdir. Duygularin ifade
edildigi siirler birden fazla duyguyu igerebildiginden okuyucuda birden fazla duygunun
olusmasina yol acarlar. Siirleri Sekil 1.7°de gosterildigi gibi, sahip olduklar1 temaya
gore lirik siir, epik siir, pastoral siir, didaktik siir, dramatik siir ve satirik siir olmak

izere alt1 siir tiirline gore siniflandirmak miimkiindiir.
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Sekil 1.7. Siir tiirleri

Lirik siir; sairin agk, tabiat, 6zlem, gurbet, vatan, din, 6liim vb. icten gelen
duygularint dokunakli bir bi¢imde anlattig1 siir tiiriidiir. Lirik tlirde siirler diinyada ilk
kez Yunanlar tarafindan yazilmistir. Divan edebiyatinda gazel ve sarki, halk
edebiyatinda ise giizelleme siirleri bu tiire 6rnek olarak gosterilebilir. Fuzuli, Asik
Veysel, Karacaoglan, Yahya Kemal Beyatli, Cahit Sitki Taranci bu tiirde siir yazan
sairlerdir. Karacaoglan tarafindan kaleme alinan Sekil 1.8’de bulunan kita lirik siir

tiiriine ornek olarak gosterilebilir.

Komiir gézliim ne salmin kargimda,
Giindiiz hayalimde, gece diisiimde.
Bir giizelin sevdas1 var basimda,
Yar sevdasi ¢etin olur yaradan.

Sekil 1.8. Lirik siir 6rnegi (Karacaoglan)

Epik siir; sairin savas, kahramanlik, vatan sevgisi, yigitlik gibi konular1 coskulu

bir bi¢imde anlattig1 siir tiiriidiir. Halk edebiyatinda kogaklama, destan ve varsagi bu
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tire Ornek olarak gosterilebilir. Sair Mehmet Akif Ersoy tarafindan Canakkale
sehitlerine ithafen yazilan ve Sekil 1.9°da bir boliimii yer alan siir epik siir tiirline 6rnek

olarak gosterilebilir.

Su Bogaz Harbi nedir? Var m1 diinyada esi?

En kesif ordularin yiikleniyor dordii besi,
-Tepeden yol bularak gegmek i¢in Marmara’ya-
Kag donanmayla sarilmis ufacik bir karaya.

Ne hayasizca tehassiid ki ufuklar kapali!

Nerde -gosterdigi vahsetle “Bu: Bir Avrupali!”
Dedirir- yirtic1, his yoksulu, sirtlan kiimesi,
Varsa gelmis, agilip mahbesi, yahud kafesi!

Sekil 1.9. Epik siir 6rnegi (Mehmet Akif Ersoy)

Didaktik siir; sairin bilgi vermeyi amagladigi 6gretici siir tliriidiir. Bu agidan
duygunun ikinci planda oldugu diisiincenin 6n planda oldugu siirlerdir. Okuyucuya
belirli bir konuda nasihat vermek veya ders ¢ikarmak amaciyla yazilir. Diislinceler ve
nasihatler daha kalic1 olmasi agisindan siir olarak aktarilmaktadir. Didaktik siir tiirtine
ornek olarak divan edebiyati sairi Nabi’nin oglu Ebulhayr Mehmed Celebi’ye 6giit
vermek i¢in kaleme aldigi Hayriyye ve Servet-i Fiinin toplulugundan sair Tevfik
Fikret’in oglu Haluk’a 6giit vermek icin kaleme aldigi Halk’un Defteri didaktik siir
tirtine Ornek olarak gosterilebilir. Bir diger ornek, Ziya Gokalp tarafindan kaleme

alinan Lisan siirinden bir boliim Sekil 1.10°da verilmistir.

Gizel dil Tiirkge bize,
Bagka dil gece bize.
Istanbul konusmasi
En saf, en ince bize.

Sekil 1.10. Didaktik siir 6rnegi (Ziya Gokalp)

Satirik siir; bireylerin veya toplumun hos bulunmayan taraflarinin igneleyici bir
dil kullanilarak agiktan veya kapali bir bigimde elestirildigi siir tiiridiir. Sair tarafindan
yergi amaglanmaktadir. Begenilmeyen ozelliklerin zaman zaman giiliing bir tavirla ele
alindig1 goriilmektedir. Bu tiir siirlere halk edebiyatinda taglama ve divan edebiyatinda
hiciv denilmektedir. Bu siirlerde sairler ya bireysel ya da toplumsal elestiride
bulunmustur. Ozellikle konum itibariyle 5nemli gérevde bulunan kisiler bu siirlere konu

olmustur. Sairler Nef’1, Bagdatli Ruhi ve Seyhi satirik siir tiiriinde eserler kaleme
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almistir. Sekil 1.11°de, Tevfik Fikret tarafindan kaleme alinan ve bir bdliimii yer alan

Han-1 Yagma siiri satirik siir tlirline 6rnek olarak gosterilebilir.

Bu sofracik, efendiler - ki iltikaama muntazir
Huzurunuzda titriyor - bu milletin hayatidir;

Bu milletin ki mustarip, bu milletin ki muhtazir!
Fakat sakin ¢cekinmeyin, yiyin, yutun hapir hapar...

Sekil 1.11. Satirik siir 6rnegi (Tevfik Fikret)

Pastoral siir; sair tarafindan tabiat ve dogal giizelliklerin, kdy yasaminin ve
cobanlarin konu alarak yazildig: siir tlirtidiir. Pastoral siirlerde genel olarak sade bir
dil tercih edildigi goriilmektedir. Sairler sehir hayatinin sikici tarafindan uzaklagmak
icin bu siire yonelmistir. Abdiilhak Hamit Tarhan tarafindan kaleme alinan Sahra siiri
Tiirk edebiyatinda ilk pastoral siir olarak kabul edilmektedir. Sair eserinde kir yasamini
dile getirmeyi amaglamistir. Pastoral siirin idil ve eglog olmak iizere iki tiirii
bulunmaktadir. Idil, sairin doga giizelliklerini kir yasamini, ¢oban yasamini
anlatmasidir. Eglog, iki ¢obanin siir araciliyla konugsmasidir. Sekil 1.12°de Kemalettin
Kamu tarafindan kaleme alinan ve bir boliimii yer alan Bingdl Cobanlari siiri pastoral

siir tlirline 6rnek olarak gosterilebilir.

Daha deniz gormemis bir goban ¢ocuguyum.
Bu daglarin en eski asinasidir soyum,
Bekgileri gibiyiz ebenced buralarin.

Bu tenha derelerin, bu vahsi kayalarin
Gormedigi giin yoktur siirii pesinde bizi,
Her giin ayn1 pinardan doldurur destimizi
Kirlara agiliriz ¢ingiraklarimizla...

Sekil 1.12. Pastoral siir 6rnegi (Kemalettin Kamu)

Dramatik siir; insanlarin kolay ifade edemedigi duygularimi ifade edebildigi
siirlere dramatik siir denir. Acikli ve korkung olaylara yer verildigi goriilmekle birlikte
tiyatroda kullanilmaktadir. Bu siirler, dramatik bir konuya odaklanarak karakterler,
diyaloglar ve olay oOrgiisii gibi tiyatroya ait unsurlar igerir. Dramatik siir, siirin
duygusal yogunlugunu, ritmik dilini ve imgesel giiclinii kullanarak okuyucuya bir olay1
veya hikayeyi canli bir sekilde anlatmay1 amagclar. Bu tiir siirler genellikle trajik, acikli
veya duygusal konular1 ele alir ve okuyucunun duygusal tepkilerini harekete gecirmeyi

amaglar. Dramatik siirler lirik siirler ile benzer 6zellikler gostermektedir. Cahit Sitki
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Taranci ve Nazim Hikmet bu tiirde eserler vermis sairlere 6rnek olarak verilebilir. Sekil
1.13°de Melih Cevdet Anday tarafindan kaleme alinan ve bir boliimi yer alan Gelinlik

Kizm Oliimii siiri dramatik siir tiiriine 6rnek olarak gosterilebilir.

Sala verilirken kalktik kahveden,
Kizin babas1 yanimizda, boyu uzun,
Zayif, agz1 miriltilar.

On koyli, iki subay, bir tezkereci er,
Siralandik ahsap mescidin avlusunda,
Aldik cenazeyi sarsmandan, igreti
Ve hafif, gozlerimiz yerde,

Kayi1p bir tayin izini siireriz sanki...

Sekil 1.13. Dramatik siir 6rnegi (Melih Cevdet Anday)

1.2. Dogal Dil Isleme

Dogal dil isleme, insanlar tarafindan kullanilan dillerin (dogal dil) bilgisayarlar
tarafindan islenebilir bir forma donistiirmek icin bilgisayar bilimleri ve dilbilim
yontemlerinin birlikte kullanildig1 bir bilim alanidir. Dogal dil islemenin amaci, dogal
dilde iiretilmis olan metinlerin bilgisayarlar tarafindan anlasilmasini, yorum ve cevap
tiretilmesini saglamaktir.

Dogal dil islemenin amacina ulasabilmesi i¢in bir dizi islemin gergeklestirilmesi
gerekmektedir. Tlk adim, verilerin toplanmasi ve dogal dilde iiretilmis olan metinlerin
elektronik formatta bilgisayara aktarilmasidir. Daha sonra, bu metinlerin ne anlam ifade
ettigini anlamak iizere dilbilim yontemleri, matematiksel ve istatistiksel modeller
kullanilir. Bu teknikler metindeki kelimelerin anlamlarini, yapilarini, baglamlarini ve
anlamsal iligkilerini belirlemeye yardimeci olur.

Dogal dil isleme, insanlarla bilgisayarlarin etkilesimini artirmak ve ozellikle
bliyiik veri setleri tlizerinde calisan kurumlar ve arastirmacilar i¢in dogal dil verilerini
analiz etmeyi ve anlamayi kolaylastirmak amaciyla kendine birgok uygulama alani
bulmustur. Ornek olarak; aramak istedigimiz bilgileri anlayarak buna karsilik en iyi
sonuglar1 getirmeyi saglayan arama motorlari, gerceklestirmek istedigimiz islemi
konustugumuz ve yazdigimiz dogal dili anlayarak yerine getiren akilli sanal asistanlar
giinliik hayatta en sik kullandigimiz dogal dil isleme uygulamalarindandir. Insanlar
tarafindan kullanilan farkl diller arasinda ¢eviri yapan otomatik ¢eviri sistemleri, uzun

bir formatta olan metinlerin daha kisa bir bigimde &zetlenmesini saglayan otomatik
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metin Ozetleme, kullanicilara uygun reklamlarin gosterilebilmesini saglayan sosyal

medya takibi ve daha bir¢ok uygulama sayilabilir.

1.2.1. Dogal dil islemenin tarihcesi

Makine ¢evirisi donemi olarak adlandirilabilecek yillarda (1940-1960) bilim
insanlar1 ¢alismalarinda agirlikli olarak makine ¢evirisine odaklanmistir. Dr. Booth’un,
Dr. R. H. Richens’le birlikte yapmis olduklar1 ¢alisma ve Warren Weaver tarafindan
1949 yilinda ortaya atilan istatistiksel makine ¢evirisi yaklasimina iligkin ilk diisiinceler
dogal dil isleme iizerine yapilan arastirmalarin temelini olusturmustur. Ardindan
1954’te IBM 701 kullanilarak yapilan Georgetown-IBM deneyinde Ruscadan
Ingilizceye ¢eviri yapilabilmesi saglanmustir. Takip eden yillarda uluslararas:
konferanslar yapilmaya baglanmistir.

Verinin veya bilgi tabaninin ele alindigi yillarda (1960-1970) yapilan ¢aligmalar
yapay zekadan etkilenmistir. Bu yillarda BASEBALL soru cevap sistemi gelistirilmistir.
Genel manada; veri tabaninda saklanan verilerle siradan Ingilizcede ifade edilen sorular
yanitlayan bir bilgisayar programidir. Daha sonra yapilan ¢alismalarda daha gelismis
sistemler ortaya koyulmus ve bu sistemlerde dil girdisini (ses veya metin) yorumlama
ve yanitlama yontemiyle veri tabanindan bilgi ¢ikarimi yapma ihtiyaci tizerinde
durulmustur.

Daha sonra yapilan ¢alismalarda (1970-1980), pratik sistem caligmalarinda
istenen basar1 elde edilemediginden yapay zeka ile bilgi temsili ve akil yliriitme
yapabilmek i¢in mantik kullanimma yonelim olmustur. Bu yillarda yapilan sozliik
calismalar1 dilbilimsel-mantiksal yaklasima isaret olarak gdsterilebilir.

Bu asamaya kadar yapilan ¢aligmalar1 takip eden yillarda dogal dil isleme i¢in
makine oOgrenmesi algoritmalarinin kullanilmaya baslanmasiyla dogal dil isleme
caligmalar1 ivme kazanmistir.

Dogal dil, insanlar tarafindan siirekli kullanildigindan ve gelisime acik
oldugundan dinamik bir dogaya sahiptir. Zamanla degisime ugradig1 ve farklilagmalar
oldugu gozlemlenmektedir. Kuralli bir yapiya sahip olan dogal dilin incelenmesi gesitli
disiplinler yardimiyla gerceklestirilir. Her disiplinin kendine 6zgili sorulari/sorunlar1 ve
bunlar1 ¢dzmek icin ortaya koyduklar g¢esitli yontem ve metotlar1 vardir. Asagidaki
cizelge 1.6.°da bahse konu disiplinler, ilgilendikleri problemler ve bunlara yoénelik

¢Ozlim yollar1 anlatilmistir.
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Cizelge 1.6. Disiplinler ve ilgilendikleri alanlar (Tutorialspoint, 2023)

Disiplin Problem Yontem
Sozciikler kullanilarak ciimle Bigimlilik ve ?mlamla ilgili
sezgiler.

o
Dilbilimciler nasil kurulabilir? Matematiksel yap1 modeli.

Bir ciimlenin anlamimni N .
bozabilecek seyler nelerdir? Ornegin, model teorik
) anlambilim, bi¢imsel dil teorisi.

Insanlar tarafindan ciimlelerin

yapisi nasil tanimlanabilir? Deneysel teknikler esas alinarak
psikodilbilimeiler Kelimelerin ifade ettigi anlam | insan performansinin dl¢iilmesi.
nasil tespit edilebilir? Elde edilen gozlemlerin
Anlama eylemi ne zaman istatistiksel analizi.
gergeklesir?

Sozciikler ve ciimleler nasil

anlam kazanir? Sezginin kullanilmasi ile dogal

dil tartigmasi.

Filozoflar Nesneler kelimelerle nasil Mantik ve model teorisi gibi
tanimlanir? -
: matematiksel modeller.
Anlam nedir?
Bir climlenin yapisi nasil Algoritmalar
tanimlanabilir? Veri yapilar
Hesaplamali Dilbilimeiler Bilgi ve akil ytiritme nasil Bigimsel temsil ve a_kll yiiriitme
modellenebilir? modelleri.
Belirli gorevleri gerceklestirmek Arama ve temsil yontemleri
icin dili nasil kullanabiliriz? gibi yapay zeka teknikleri.

Dipnot: Psikodilbilim veya dilin psikolojisi psikolojik stireglerle dilsel etkenler arasindaki iletisimi ¢aligan disiplindir.

1.2.2. Dogal dil islemenin uygulama alanlari

Teknolojinin gelisimine paralel olarak dogal dil isleme ile gelistirilmis bir¢ok
sistem giinliik yasantimizda sikc¢a kullandigimiz bir¢ok teknoloji sayesinde hayatimizin
bir parcasi haline gelmistir. Ilerleyen basliklarda en cok bilinen uygulamamlar

aciklanmugtir.

1.2.2.1. Otomatik arama diizeltme ve tamamlama

Milyonlarca internet kullanicisi istedikleri bilgilere aninda erisebilmek icin
arama motorlarint kullanmaktadir. Arama motorlarint gelistiren yazilimcilar en 1iyi
sonucu sunulabilmek i¢in bir¢ok yontem kullanmaktadir. Bu yontemlerden biri de dogal
dil isleme uygulamalarindan biri olan otomatik arama diizeltme ve tamamlama
sistemidir. Arama motoruna bir seyler yazilmaya baslandig1 anda en alakali bagliklar
kullanicilara sunulmaktadir. Arama islemi yapildiginda herhangi bir yazim hatasi varsa,
bunlar diizeltilir ve yine kullanicilara en alakali sonuglar arama motorlar1 tarafindan

sunulur.
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1.2.2.2. Otomatik ceviri

Insanlar tarafindan kullanilan dogal dillerin sayis1 oldukca fazladir. Bu durum,
farkli dillerde iiretilmis birgok metin ortaya ¢ikarmistir. Bir insanin bildigi dil sayisi
olduk¢a kisithidir. Tiim bu durumlar géz Oniline alindiginda diller arasinda terciime
ihtiyac1 ortaya ¢ikmistir. Bu duruma karsilik en yaygin ve en etkin kullanilan yontem
bir makine tarafindan bir metnin bir dilden baska bir dile terciime edilmesidir. Makine
cevirisi alaninda yapilan c¢alismalar 1950’11 yillara dayanmaktadir. Yapilan ilk
caligmalarda sozlik ve kural tabanli sistemler kullanilmistir. Ancak bu sistemin
basarisinin oldukca diisiik oldugu sdylenebilir. Yapay sinir aglarinin gelisimi ve biiyiik
verilerin islenebilir hale gelmesiyle birlikte makine cevirisi oldukca basarili bir hale

gelmistir. Sekil 1.14.’de makine ¢evirisi adimlar sirastyla verilmistir.

Makine Cevirisi

Kaynak Baglamsa

o - AT i Diizenl
Kaynak Bigimlen On Morfoloji Dilin l, B\i(eirrllq?:: d ur?]een ¢ Hedef
Metin dirme isleme k Analiz Dahili Anlamsal ¢ Metin
i irme Sonras1
Temsili ve

Sekil 1.14. Makine gevirisi islem adimlari

1.2.2.3. Duygu analizi

Insanlar bircok konuda duygu ve diisiincelerini internet tabanli platformlarda
paylasmaktadir. Bu paylasimlar herhangi bir konuda duyulan memnuniyet veya
memnuniyetsizlik, siyasi goriis gibi konular icerebilmektedir. Artan rekabet ortaminda,
firma/kurum/kuruluglar misteri memnuniyetini artirmak, kendi hakkinda yapilan
paylasimlari analiz etmek veya iriinleri hakkinda istatiksel bilgiler ortaya koyabilmek
i¢cin bu verilerin analizi lizerinde ¢alismaktadir. Bu sekilde olusturulan verilerin boyutu
olduk¢a biiyiiktiir. Tam da bu noktada dogal dil isleme, bu konuda galigma yapan

arastirmacilara ¢esitli yontemler sunmaktadir.

1.2.2.4. Sohbet robotu

Sohbet robotlari, kullanicilar: dijital ortamda ulagmak istedikleri alana daha hizl

ve kolay bir sekilde yonlendiren bilgisayar yazilimlaridir. Bir konuda islem yapma ve
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bilgi alma gibi ¢esitli amaglarla kullanilan sohbet robotlar1 basit sorular sorarak bu
islemleri yerine getirir. Bir sohbet robotu kullanarak bankacilik islemi yapmak, bilet
satin almak, ugus i¢in kontrol islemlerini yapmak, miisteri hizmetleri islemlerinin
yapilabilmesi miimkiin hale gelmektedir. Sohbet robotlar1 islemlerin daha hizli ve

sorunsuz yapilabilmesine yardimci olmaktadir.

1.2.2.5. Anket analizi

Anket, aragtirmacinin belirli bir konuda bilgi toplamak {izere hazirlamis oldugu
yazili sorular1 kisilere ¢esitli yontemlerle (telefon, internet, yiiz yiize vb.) yoneltmek
suretiyle yapmis oldugu veri toplama yontemidir. Yapilan anketler ne kadar ¢ok kisi ile
yapilirsa elde edilen verinin boyutu ayni oranda artar. Bu verilerin tek tek analiz
edilmesi oldukg¢a zor bir hal almaktadir. Bu iglemin bir makine tarafindan yapilmasi
ihtiyact ortaya ¢ikmistir. Tam da bu noktada, verilerin analiz edilmesi ve bu verilerden
anlamli sonuglar ¢ikarilabilmesi i¢in dogal dil isleme kullanilmaktadir. Bu yontem

sagladig1 yararlar (zaman, is giicii vb.) nedeniyle sik¢a kullanilmaktadir.

1.2.2.6. Metin 6zetleme

Bir metin i¢inden ana diislinceyi ve Onemli bilgileri igerecek sekilde metni
kisaltma islemi metin zetleme olarak tanimlanmaktadir. Ozetlenecek metnin onlarca
hatta yiizlerce sayfadan olusmasi durumunda 6zetleme islemi oldukg¢a zor bir islem
haline gelmektedir. Bu islemin daha kolay bir sekilde makineler tarafindan
yapilabilmesi i¢in ¢esitli dogal dil isleme teknikleri kullanilmaktadir. Bu sayede blog

siteleri, haberler vb. metinler birkag satir kod kullanilarak 6zetlenebilmektedir.

1.2.2.7. Ise alm siireci

Sirketler yiiriitmiis olduklar1 faaliyetlerde organizasyon yapisina uygun bir
sekilde insan kaynaklarmni olusturmaktadir. Ise alim siirecinde ilgili pozisyona en uygun
personelin alinmasi firmalar i¢in 6nem arz etmektedir. Alim yapilacak bir pozisyon i¢in
ylizlerce bazen binlerce basvuru olabilmektedir. Bagvuran adaylar arasindan en uygun
kisiyi se¢mek zor bir siirectir. Dogal dil isleme yardimi ile insan kaynaklar1 dogru aday1

¢ok daha kisa siirede bulabilmektedir.
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1.2.2.8. Sesli asistanlar

Dogal dil islemenin en yaygin kullanilan 6rnegi olarak goriilebilir. Kullanicilar
tarafindan yoneltilen sorular1 cevaplama (6r. Bugiin hava kac¢ derece?), verilen
komutlar1 yerine getirme (0r. Wi-Fi ag¢) gibi islemleri yerine getiren sesli asistan
yazilimi dogal dil isleme teknikleri kullanilarak gelistirilmistir. Bu yazilimlarin en

bilinen 6rnegi Siri yazilimidir.

1.2.3. Dogal dil isleme siirecinde karsilasilan zorluklar

Bu bolimde dogal dil isleme siirecinde Kkarsilasilan ¢esitli zorluklara

deginilmistir.

1.2.3.1. Dilde belirsizlik

Dogal dil islemede belirsizlik, bir sdzciligiin veya ciimlenin birden fazla anlama
gelmesi durumudur.

a. Bir kelime tek basmna bir anlam ifade edebilirken aldig1 ek sayesinde
bambagka bir anlam kazanabilmektedir. Tiirk¢cede bircok kelime bu sekilde yeni anlam
kazanabilir. Bu durum kelime kokiiniin bulunmasinda aragtirmaci agisindan bir zorluk
igcermektedir. Bu belirsizlik dogal dil islemede sozciiksel (Lexical) belirsizlik olarak
tanimlanmaktadir.

b. Sozdizimsel Dbelirsizlik (Syntactic), bir ciimlenin farkli anlamlara
gelebilmesi durumudur. Belirsizligin sebebi cilimleyi olusturan kelimelerin yer
degistirmesi olabilecegi gibi kelimeye yapilan vurgu da olabilir. Bu belirsizlik
bilgisayarin anlamasi agisindan zorluk icermektedir.

C. Anlamsal belirsizlik (Semantic), ciimlede asil anlatilmak istenene
alternatif olarak baska bir anlamin daha ciimleden ¢ikarilabiliyor olmasidir.

d. Bir dilden bagka bir dile terciime veya ¢eviri yapilabilmektedir. Boyle
durumlarda metinde bulunan O6rnegin zamir gorevindeki kelimenin hangi kelimenin
yerine kullanildiginin bulunmast kismi bilgi yorumlanmasi olarak tanimlanmaktadir.
Ingilizce “he, she, it” zamirleri 6rnek olarak diisiiniilebilir (Seker, 2015).

e. Pragmatik belirsizlik; kullanilan bir ifadenin, kullanan kisi tarafindan

tasidig1 dogruluk veya kesinlik tasimasi kullandig1 kisi tarafindan ayni dogruluk veya
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kesinlik degerini tasimamasi durumudur. Bu tiir bir belirsizligin giderilmesi i¢in bazi
yontemleri bulunmaktadir. Ornegin, diinyaca kabul gérmiis birimlerin (yogunluk,

sicaklik, uzunluk) kullanilarak pragmatik belirsizligin 6niine gecilebilmektedir.

1.2.4. Dogal dil islemenin asamalari

Dogal dil islemenin asamalar1 Sekil 1.15°de gosterildigi gibi olup bu asamalar

ilerleyen boliimlerde agiklanmistir.

Sekil 1.15. Dogal dil isleme agamalar1

1.2.4.1. Sozciik analizi (Lexical Analysis)

Bir metinde gecen sozciiklerin yapisini tanimlamay1 ve analiz etmeyi amaglar.
Bir dile ait sozliik, o dilde bulunan kelimelerin ve deyimlerin bir araya gelmesiyle
olusmaktadir. Kisaca sozciik analizi, bir metnin paragraflara ardindan climlelere ve son
olarak kelimelere ayrilmasi islemidir. Sozciik analizinde yaygin olarak kullanilan iki
yontem (Stemming ve Lemmatization) bulunmaktadir. Stemming; ek almis bir
kelimenin kok haline indirgenmesi olarak agiklanabilir. Lemmatization ise morfolojik

analiz yardimiyla sozciiklerin temel bi¢imlerine indirgenmesi adimidir.
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1.2.4.2. Sozdizimsel analiz (Syntactic Analysis)

Sozciiklerin dizilisinin ve sozciikler arasindaki yapisal iliskinin incelendigi
asamadir. Bu iligki her dile 6zgili dilbilgisi (gramer) kurallar1 dikkate alinarak yapilir.
Sozciiklerin belirli bir diizende dizilimi 6nemlidir ¢iinkii sézciiklerin yer degistirmesiyle
bambagka bir anlam ile karsilasilabilir. Ciimleyi olusturan yiiklem, 6zne vb. ciimlenin

Ogeleri dilbilgisi kurallarina uygun dizilime sahip olmalidir.

1.2.4.3. Anlamsal analiz (Semantic Analysis)

Bir ciimlenin tam olarak ne alam ifade ettigi iizerinde durulur. Ciimlenin tam
olarak ne alam ifade ettiginin anlasilmasi sozclik veya deyim seviyesinde analiz

yapmaktan ziyade ifade ettigi anlamin yorumlanmasi seklinde gerceklestirilir.

1.2.4.4. Soylev (Discourse)

Kelimeler ve ciimleler arasinda baglanti kurarak, metnin yapisinin ve anlaminin
analizi ile ilgilenir (Ozmutlu, 2021). Zamirlerin ciimle iginde kullanimi 6rnek olarak
verilebilir. Zamirlerin kimin yerine kullanildig1 insanlar acgisindan kolay bir sekilde
anlasiliyor olmasinin yaninda bilgisayarlar tarafindan anlagilmasi zaman zaman

karmasik bir hal alabilmektedir.

1.2.4.5. Yorumsal (Pragmatic Analysis)

Sdylenenden ziyade sdylenmek istenen tizerinde durulur. Bilgisayarlar, sdylenen
climleden/kelimeden ortaya ¢ikan anlamlar arasinda se¢im yapmak durumunda kalirlar.
Soylev ile pragmatik analiz birbirlerine yakin alanlarda g¢alistiindan zaman zaman

karistirilsa da 6ziinde farkli konular oldugu sdylenebilir.
1.2.5. Dogal dil islemenin avantajlar1 ve dezavantajlari
Dogal dil islemenin avantajlar1 asagidaki gibi siralanabilir:

a. Dogal dil isleme, insanlarin bilgisayarlarla dogal dilde iletisim kurmasina

yardimc1 olur.
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b. Sagladigi birgok ¢o6ziim ve kolaylik sayesinde zaman ve is giici
kazandirmaktadir.
C. Biiytik o6lgekli verilerin analizinde makine Ogrenme algoritmalariyla

birlikte kullanilabilmektedir.

Dogal dil islemenin dezavantajlar1 asagidaki gibi siralanabilir:

a. Tiirk¢e gibi sondan eklemeli dillerle ¢alismak zordur.

b. Dilin kurallara gore kullanilmamasi ve anlamsiz climleler kullanilmasi
dogal dil isleme ¢alismay1 zorlastirmaktadir. (Nabion eyi misin?)

C. Dilbilgisi kurallarmma ve noktalama isaretlerine uyulmamasi dogal dil

isleme ¢alismay1 zorlagtirmaktadir.
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2. KAYNAK ARASTIRMASI

Tiirkge dogal dil isleme alaninda yapilan ¢aligmalara bakildiginda diger dillere
(latin kokenli diller) kiyasla az sayida oldugu goriilmektedir. Bu baslik altinda Tiirkce
ve diger dillerde dogal dil isleme alaninda yapilan ¢aligmalara deginilmistir.

M. Fatih Amasyali ve Banu Diri tarafindan Tiirkge metinler tizerinde metin
smiflandirma ¢alismasi yapilmistir. Metin smiflandirma yapabilmek i¢in n-gram
yontemi kullanilmistir. Bu yontem elde edilen veride tekrar oranini hesaplamayi
saglamaktadir. Buradaki n, tekrarin kontrol edildigi degere denk gelirken gram ise bu
tekrarin agirligina denk gelmektedir. Yontemin adi n degerine bagl olarak 6zel bir
isimlendirme ile anilabilmektedir. Degerin bir olmas1 durumunda “unigram”, iki olmasi
durumunda “bigram” ve ii¢ olmasi durumunda “trigram” olarak literatiirde gegmektedir
(Seker, 2011). Diger durumlarda yani n degerinin tigten biiylik oldugu durumlarda
genellikle n-gram olarak ge¢mektedir. N-gram dogal dil islemede metin
siniflandirmadan baska uygulamalarda da kullanilmaktadir. Ornegin telefonunuzda
mesaj yazarken son yazmis oldugunuz kelimeden sonra gelmesi muhtemel kelimeyi
telefonunuzun size 6nermesinde istatistiksel verilerle birlikte n-gram kullanilmaktadir.
Ik olarak Tiirkce metinlerden olusan veri setinde bigram ve trigram degerleri
hesaplanmistir. Elde edilen bigram ve trigram degerleri kullanilarak ¢ farkli
siniflandirma (metnin yazarini, metnin tiirlinii ve yazarin cinsiyetini) yapilmis ve iki
farkli n-gram modeli i¢in toplamda alti adet veri seti olusturulmustur. Yapilan
calismada Tiirkce bir metnin yazarimin belirlenmesi, metnin tiirline gore
siiflandirilmas: ve yazarin cinsiyetinin tespit edilmesi tlizerinde ¢alisilmistir. Naive
Bayes, Destek Vektor Makinesi, C 4.5 ve Random Forest smniflandirma ydntemleri
kullanilarak yapilan ¢alismada metnin yazarini, metnin tiirlinii ve yazarin cinsiyetini
belirlemede basari oranlari sirastyla %83, %93 ve %96 olarak elde edilmistir (Amasyali
ve Diri, 2006).

Filiz Tiirkoglu, Banu Diri ve M. Fatih Amasyali tarafindan yapilan ¢alismanin
amaci metnin yazarmin belirlenmesidir. Yazar1 belirlenecek metinden cesitli yazarlik
Oznitelikleri ve n-gram degerleri elde edilerek Naive Bayes, SVM, K-NN, RF ve MLP
siniflandirma metotlar1  karsilagtirmali  olarak analiz  edilmistir. En  basarili
simiflandiricinin MLP ve SVM oldugu, n-gram’larin yazarlik 6zniteliklerine gore daha
yiiksek dogruluk orami verdigi goézlemlenmistir. Bununla birlikte her ikisinin birlikte

kullanilmasi tek tek kullanilmalarina gore daha iyi sonuglar vermektedir. Son olarak
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kullanilan  siniflandiricilarin = etkinligi on kat c¢apraz dogrulama kullanilarak
degerlendirilmistir (Tirkoglu ve ark., 2007).

Metinlerin otomatik olarak simiflandirilmasi miimkiindiir. Bir metnin yazari,
hangi tirde yazildig1 veya yazarmin cinsiyeti gibi bilgiler bilgisayarlar tarafindan
tahmin edilebilmektedir. Bu islemin yapilabilmesi i¢in smifi belirli olan metinler
kullanilarak bir veri seti olusturulur. Bu metinlerin karakteristik 6zellikleri incelenerek
sinift bilinmeyen metinler bu 6zellikler kullanilarak siiflandirilir. Bu siniflandirmanin
yapilabilmesi i¢in metnin en iyi sekilde nasil temsil edilecegine karar verilmesi
gerekmektedir. Bununla birlikte metin temsil yontemlerinin siiflandirma problemleri
ile olan etkilesimi ayr1 bir arastirma konusudur. Daha 6nce yapilan metin smiflandirma
calismalar1 incelendiginde en sik kullanilan metin temsil yontemlerinin kelime grubu
frekanslari, n-gram frekanslar1 vb. yontemler oldugu goriilmektedir. M. Fatih Amasyali
ve arkadaglar1 tarafindan yapilan ¢alismada Tiirk¢e metinlerin siniflandirilmasinda
kullanilan metin temsil yontemlerinin performans karsilagtiritlmasi yapilmistir. Sik
kullanilan metin temsil yontemlerine ilave olarak kendi onerdikleri metin temsil
yontemlerinin farkli veri kiimeleri iizerinden kiyaslamasi yapilmistir. Calismada alti
farkli siniflandirma problemi iizerinde calisilmis ve deney sonuglari paylasilmistir.
Tiirkge simiflandirma veri kiimesi lizerinde on yedi adet 6zellik grubunun (ciimle,
kelime, ek sayilari, n-gramlar, kelimeler, kelime gruplar1 ve sakli anlam indeksi 6zellik
gruplarindan bir kagidir) etkisi incelenmistir. Metin temsil yontemleri arasinda n-
gramlarin diger yontemlere kiyasla daha basarili sonuglar verdigi gozlemlenmistir
(Amasyal1 ve ark., 2012).

Torunoglu ve arkadaglar1 tarafindan yapilan c¢alismanin amaci, metin
siiflandirmasinda Onisleme yontemlerinin Tiirkce metinler iizerindeki etkisini
incelemektir. Yapilan ¢alismada Tiirkge metin simiflandirmasi i¢in kok ayirma, durak
kelime (stopword) filtreleme ve kelime agirliklandirma gibi Onisleme yOntemlerinin
detayl1 analizi yapilmistir (Torunoglu ve ark., 2011).

Savag Yildirim ve Tugba Yildiz tarafindan yapilan ¢alismada, geleneksel kelime
torbas1 yaklagimi ile sinir agi tabanli yaklasim metin siniflandirmasi agisindan
karsilastirilmistir. Calismada bes farkli siniflandirma algoritmasi kullanilmistir. N-gram
yonteminin diger Ozelliklerle birlikte kullanildiginda basarili  sonuglar verdigi
gbzlemlenmistir (Yildirim ve Yildiz, 2018).

Ozcan Kolyigit tarafindan yapilan yiiksek lisans tez ¢aligmasinda Tiirkge bir

metnin yazarinin tespit edilebilmesi amaciyla bir sistem gelistirilmistir. Veri setinin
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olusturulmasinda farkli yazarlara ait kdse yazilart bir araya getirilmistir. Toplamda alt1
farkli yazara ait yetmiser adet kose yazist alinarak 420 adet kdse yazisindan olusan veri
seti elde edilmistir. Veri seti test ve egitim icin boliinerek sistem egitilmistir. Gelistirilen
sistem SVM ve K-NN siniflandirma algoritmalar1 kullanilarak test edilmistir. SVM
algoritmasimnin K-NN algoritmasina kiyasla daha basarili sonuclar verdigi sonucuna
ulagilmistir (Kolyigit, 2013).

Salimkan Fatma Taskiran tarafindan yapilan yiiksek lisans tez ¢alismasinda
dogal dil isleme ile akademik metinlerin kiimelenmesi yapilmistir. Calismada biiyiik
boyutlara ulasan veriler arasindan istenen veriye en hizli ve kolay bir sekilde
ulagilabilmesi i¢in kiimeleme yapilmasi amaglanmistir. Akademik alanda ¢aligma yapan
arastirmacilar acisindan bahse konu metinlerin kiimelenmesi son derece Onemlidir.
Metinlerin Tiirk¢e yazilmis olan 6n s6z boliimlerinden bir veri seti olusturulmustur.
Veri seti gesitli on islemlerden gegirilmis ve metin temsil yontemleri kullanilarak
kiimeleme yapilmistir. Kiimeleme metodu olarak K-Means, OPTICS, Affinity
Propagation ve K-Medoids algoritmalar1 kullanilmistir. TF-IDF ve Word2Vec temsil
yontemleri kullanilarak kiimeleme yapildiginda OPTICS ve Affinity Propagation
algoritmalarinin K-Means ve K-Medoids algoritmalarina kiyasla daha iyi sonuglar
verdigi goriilmistiir (Taskiran, 2021).

Ali Oztiirk ve arkadaslari tarafindan yapilan calismada, kullanicilarm Twitter
tizerinden paylasmis olduklar1 mesajlar icerisinde hastalik konulu olan mesajlar ve
hangi hastalik oldugu tespit edilmistir. Twitter {izerinden paylasilan mesajlardan (1032
adet mesaj) olusan veri seti ¢esitli 6n islemlerden gegirilmistir. Bu mesajlar on farkli
sehirde bulunan kullanicilar tarafindan atilan mesajlardan olusmaktadir. On islemeden
gecirilen metinler Tlizerinde Oznitelik ¢ikarimi yapilmis ve makine Ogrenmesi
algoritmalar1 kullanilarak siniflandirma yapilmistir. Siniflandirmanin yapilabilmesi igin
elde edilen veriler arastirmacilar tarafindan hastalik belirtisi olmayan mesajlar
“saglikl1”, alerji belirtileri iceren mesajlar “alerji” ve nezle belirtilerini iceren mesajlar
“nezle” olarak etiketlenmistir. Siniflandirma algoritmasi olarak toplamda 8 adet
algoritma (K-Means, K-NN, Karar Agaci, Topluluk Ogrenmesi, SVM, Rasgele Orman,
Lojistik Regresyon, Naive Bayes) kullanilmistir. Metin temsil yontemi olarak TF-IDF
ve BOW yontemleri kullanilmistir. Kullanilan algoritmalar kiyaslandiginda gézetimli
O0grenme algoritmalarimin gozetimsiz 6grenme algoritmalarina gore daha basarill
sonuglar verdigi goriilmiistiir. Metin temsil yontemleri kiyaslandiginda ise gozetimsiz

ogrenme algoritmalarinda TF-IDF yonteminin, gozetimli 6grenme algoritmalarinda ise
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BOW yonteminin daha iyi sonucglar verdigi goriilmiistiir. Yapilan ¢alismanin
hastaliklarin yayilma hizinda meydana gelen artislarin ve azalmalarin tespitinde
kullanilabilecegi savunulmustur (Oztiirk ve ark., 2020).

Giilsen Eryigit ve Esref Adali tarafindan yapilan c¢alismada Tiirk¢e igin
morfolojik ¢odziimleyici ve tasarimi sunulmaktadir. Tiirkge kelimelerin analizini ek
cikarma yaklasimiyla ve sozlik kullanmadan yapmak icin yeni bir metodoloji
onerilmektedir (Eryigit ve Adali, 2004).

Giilsen Eryigit ve Kemal Oflazer tarafindan yapilan c¢alisma, Tiirkge i¢in ilk
istatistiksel bagimlilik ayristiricisinin sonuglarint sunmaktadir. Ayristirma igin farkli
temsil birimleri kullanan istatistiksel modeller arastirilmistir (Eryigit ve Oflazer, 2006).

Seker ve Eryigit tarafindan yapilan calisma, haber metinlerinde kisi, yer ve
kurulus varliklarini tespit etme amaci tasimaktadir (Seker ve Eryigit, 2012).

Yasar Anil Sansak tarafindan yapilan yiliksek lisans tez calismasinda
kekemeligin dogal dil isleme yoOntemleri kullanilarak tespit edilmesi ve makine
O0grenmesi yontemleri kullanilarak siniflandirilmas: yapilmistir. Calismada kekemeligin
hangi sinif kekemelik oldugunun tespit edilerek insanlarin giinliik yasaminda
karsilagtiklar1 bu problemin ¢oziimii noktasinda bir potansiyel tasidigi belirtilmistir
(Sansak, 2023).

Rezan Bakir tarafindan yapilan doktora tez calismasinda dogal dil isleme
teknikleri ve derin 6grenme algoritmalart kullanilarak sosyal aglarda spam tespiti i¢in
farkli modeller 6nerilmistir. Onerilen modellerin basarisinin kiyaslanabilmesi amaciyla
farkli siniflandirma algoritmasi kullanilmis ve elde edilen sonuglar mukayese edilmis ve
sonuclar paylasilmistir (Bakir, 2022).

Aybiike Gilizel Altintas tarafindan yapilan yiiksek lisans tez ¢aligmasinda dogal
dil isleme ile edebi eserlerden otomatik olarak soz tespiti uygulamasi yapilmistir. Web
kazima yontemi ile cesitli web sitelerinden veri seti elde edilmistir. Cevrimigi platform
olan Kaggle tlizerinde minimum kullanic1 tarafindan oylanan alintilar elde edilmistir.
Nihai olarak 4554 satirdan olusan bir veri seti elde edilmistir. Alint1 ¢ikarimi igin KRA
ve MatchSum kullanilmistir. Bunun sonucunda sirastyla %27,24 ve %40,54 Rouge-1
skorlarina ulasilmistir (Altintas, 2022).

Mustafa Ozkan tarafindan yapilan yiiksek lisans tez calismasinda Tiirkge
bilimsel metinlerden olusan veri seti iizerinde derin 6grenme ve dogal dil isleme
yontemleri kullanilarak siniflandirma uygulamasi yapilmistir. Veri seti son 10 igerisinde

Tiirkce dilinde yazilmis olan akademik ve bilimsel arastirmalardan olugsmaktadir. Derin
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O0grenme teknigi olan BERT algoritmasi kullanilarak %96 basar1 orani elde edilmistir
(Ozkan, 2022).

Hakan Kekiil tarafindan yapilan doktora ¢alismasinda dogal dil isleme teknikleri
kullanilarak giivenlik ac¢ig1 vektorlerinin farkli ¢ok sinifli siniflandirma algoritmalari ile
tahmini gergeklestirilmistir. Veri seti, egitim ve test veri setlerine boliinmiistiir. Metin
temsil yontemi olarak BOW, TF-IDF, N-gram, Word2Vec, Doc2Vec ve FastText
Ozellik ¢ikarimi yontemleri kullanilmistir. Sinmiflandirma asamasinda MLP, Rasgele
Orman, Karar Agaci, Naive Bayes ve K-NN algoritmalar1 kullanilmistir. Siniflandirma
sonuglarini degerlendirebilmek i¢in F1 degerlendirme (F1 Score), duyarlilik (Recall),
kesinlik (Precision) ve dogruluk (Accuracy) hesaplamalari yapilmistir. Modelin
dogrulugu capraz dogrulama kullanilarak denetlenmistir. Calisma kapsaminda CVSS
skorlama sisteminin 2.0 ve 3.1 versiyonlar1 kullanilmistir. 2.0 versiyonu ile yapilan
deneyde; BOW teknigi kullanildiginda Karar Agaci algoritmasinin, TF-IDF teknigi
kullanildiginda K-NN algoritmasinin, bigram teknigi kullanildiginda Karar Agaci, MLP
ve K-NN algoritmasinin daha basarili siniflandirma yaptigi sonucuna ulasilmistir.
Yapilan calisgmada word embedding yontemlerinin biiyiik veri setlerinde kullanilmasi
durumunda daha basarili sonuglar elde edildigi sonucuna ulagilmistir. 3.1 versiyonu ile
yapilan deneyde; BOW, N-gram ve TF-IDF teknikleri kullanildiginda K-NN
algoritmasi ile daha basarili siniflandirma yapildigi sonucuna ulasilmistir. Ayrica
onerilen modelin yazilim giivenlik agikliklarini degerlendirmede etkili olabilecegi
belirtilmistir (Kekiil, 2022).

Hawar Sameen Ali Barzenji tarafindan yapilan calismada Twitter {izerinden
paylasilan mesajlar kullanilarak duygu analizi yapilmistir. Veri seti web kazima
yontemi kullanilarak Twitter iizerinden paylasilan mesajlarin toplanmasiyla elde
edilmistir. Veri seti veri 6n islemeye tabii tutulmustur. Dogal dil isleme tekniklerinden
yararlanilmis ve (lemmatization, tokenization vb.) ve makine Ogrenmesi yontemleri
kullanilarak siniflandirma islemi yapilmistir. Siniflandirma algoritmasi olarak Rasgele
Orman, Naive Bayes ve Destek Vektor Makineleri kullanilmigtir. Bu algoritmalar
kullanilarak yapilan siniflandirmada sirastyla %88, %72 ve %89 dogruluk oranlar elde
edilmistir (Barzenji, 2021).

Serkan Korkmaz tarafindan yiiksek lisans tezi kapsaminda makine 6grenmesi
yontemleri ve dogal dil isleme teknikleri kullanilarak edebi eserlerin sairinin taninmasi
caligmas1 yapilmistir. Caligmada, yazari bilinmeyen veya belirlenmesinde tereddiitte

kalinan eserlerin yazarmin bilgisayar tarafindan otomatik olarak tespit edilmesi
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amaglanmistir. Veri seti 75 saire ait toplam 2805 adet siirden olusmaktadir. Veri setinde
bulunan kelimelerin koklerinin ve aldigi eklerin tespit edilebilmesi i¢in 64607 adet
kelimeden olusan Tiirk¢e sozliik olusturulmustur. Ek almis sozciiklerin aldiklar ekleri
tespit etmek amaciyla ek tablosu kullanilmistir. Edebi metinlerde kullanilan kelimelerin
yanlis kullanilmis olanlar1 tespit edilmis ve diizletilmistir. Kelimelerin eserlerde
kullanilan hali ve kok halini i¢eren tablo olusturulmustur. Bes farkli yazara ait onar adet
eserin bulundugu sekiz farkli veri seti, on farkli yazara ait onar adet eserin bulundugu
on farkli veri seti ve on bes farkli yazara ait onar adet eserin bulundugu on farkli veri
seti olmak lizere toplamda yirmi sekiz adet veri seti olusturulmustur. Olusturulan veri
setleri farkli makine 6grenmesi yontemleri kullanilarak siniflandirilmis ve dogruluk,
duyarlilik ve kesinlik degerleri hesaplanarak karsilastirilmistir. Siniflandiricilara ait
parametreler revize edilerek tekrar tekrar siniflandirma yapilmis ve elde edilen sonuglar
degerlendirilmistir. Capraz dogrulama teknigi kullanilarak modelin performansi
degerlendirilmistir. Bes yazara ait elli eserin bulundugu veri seti ile 857 oznitelik
cikarilarak yapilan siiflandirmada Nu-Support Vector Machine algoritmasi ile %96,
Extremely Randomized Trees algoritmasi ile %83 dogruluk orani elde edilmistir. Bes
yazara ait 50 eserin bulundugu veri seti ile 857 6znitelik ¢ikarilarak egitim (%80) ve test
(%20) modeli ile yapilan smiflandirmada C Support Vector Machine algoritmasi
kullanildiginda %100 dogruluk elde edilmistir. Bes yazara ait 50 eserin bulundugu veri
seti ile iki yliz on dokuz Oznitelik ¢ikarillarak yapilan siniflandirmada Nu Support
Vector Machine algoritmasi ile %96, Extremely Randomized Trees algoritmasi ile %83
dogruluk elde edilmistir. Bes yazara ait 50 eserin bulundugu veri seti ile iki yliz on
dokuz Oznitelik c¢ikarilarak egitim (%80) ve test (%20) modeli ile yapilan
siniflandirmada C Support Vector Machine algoritmasi %93 dogruluk elde edilmistir.
On yazara ait yiiz eserin bulundugu veri seti ile 468 Oznitelik ¢ikarilarak egitim (%80)
ve test (%20) modeli ile yapilan siniflandirmada C Support Vector Machine algoritmasi
%95 dogruluk elde edilmistir. On bes yazara ait yiiz eli eserin bulundugu veri seti ile
2560 oznitelik ¢ikarilarak egitim (%80) ve test (%20) modeli ile yapilan siniflandirmada
C Support Vector Machine algoritmasi %100 dogruluk elde edilmistir. Sonug olarak Nu
Support Vector Machine ve C Support Vector Machine algoritmalar1 kullanildiginda
daha yiiksek dogruluk orani elde edilmistir (Korkmaz, 2021).

Atilla Suncak tarafindan doktora tezi kapsaminda Tiirkce climlelerdeki anlam
bozukluklarinin derin 6grenme yaklasimlari, makine 6grenmesi yontemleri ve dogal dil

isleme teknikleri kullanilarak tespit edilebilmesi i¢in bir model 6nerilmistir. Bu alanda
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daha oOnce yapilan dogal isleme calismalarinin olmamasi beraberinde bir zorluk
getirmektedir. Yapilan ¢alisgma Oncesinde, egitim bilimci arastirmacilar tarafindan
cesitli analizler yapilmis olsa da yapilan analizlerin hi¢biri makine 6grenimi yontemleri
kullanilarak gergeklestirilmemistir. Veri setinin olusturulmasinda kurs, okul veya sinav
merkezi gibi egitim kuruluslarinin ¢evrimigi kaynaklarindan veri toplama islemi
gerceklestirilmistir. Toplanan verinin miktarinin modeli egitmede yetersiz olacagi
degerlendirildiginden veri miktarini artirmaya yonelik islem yapilmistir. Word2vec
kelime temsil yontemi ile veri seti kullanilarak 6zellik ¢ikarimi igin kullanilmak tizere
bir kelime gomme derlemi olusturulmustur. Makine dgrenmesi yontemlerinden K-NN,
Random Forest ve SVM siiflandiricilart ile derin 6grenme yontemlerinden LSTM ve
CNN mimarileri kullanilarak deneysel ¢alismalar yapilmistir. Caligmalardan elde edilen
sonuclar degerlendirildiginde derin 6grenme modellerinin  makine Ogrenmesi
siiflandiricilarina gore daha basarili sonuglar verdigi gézlemlenmistir. Derin 6grenme
modelleri kendi aralarinda kiyaslandiginda LSTM mimarisinin CNN mimarisine gore
on plana c¢iktig1 goriilmektedir. Bunun sebebinin, Tiirk¢e gibi anlamsal baglam ve
morfolojik gramer agisindan karmasik bir yapiya sahip dilde bazi1 dogal dil isleme
islemleri icin  geleneksel yontemlerin iyi bir secenek olamayabilecegi
degerlendirilmektedir. Sonug olarak; Tiirk¢cede kusurlu ciimlenin otomatik olarak tespit
edilebilmesinde derin 6grenme mimarilerinin kullanilmas: daha kabul edilebilir
sonuglar vermistir (Suncak, 2022).

Emre Mumcuoglu tarafindan ytiksek lisans tezi kapsaminda Tiirk yiiksek
mahkemelerinde karar tahmini yapilabilmesi i¢in dogal dil isleme yontemleri
kullanilmistir. Yiiksek mahkemelerin ve alt baglilarinin vermis olduklar1 kararlar
incelenerek bir veri seti olusturulmustur. Calismada yiliksek mahkemelere yapilan
93,340 basvuru kullanilmistir. Veriler yiiksek mahkemelerin web sitesinden alinmistir.
Metin temsil yontemi olarak unigram kullanilmistir. Dogal dil isleme islemlerinin
yapilabilmesi i¢in Zemberek araci kullanilmistir. Metinlerde gegen rakamsal degerler
(tarih vb.) veri setinden cikarilmistir. Karar tahmininin yapilabilmesi i¢in Karar
Agaclari, Rastgele Orman ve Destek Vektor Makineleri siniflandirma algoritmalari ile
birlikte LSTM ve GRU derin 6grenme mimarileri kullanilmistir. Degerlendirme 6lctitii
olarak accuracy, balanced accuracy ve F1 score hesaplamalari yapilmistir. Destek
Vektor Makinelerinin Karar Agaclart ve Rastgele orman algoritmalarindan daha iyi
sonuglar verdigi gozlemlenmistir. Kullanilan yontemler arasinda derin Ogrenme

mimarileri genel olarak yiiksek dogruluk oranina sahip olmustur (Mumcuoglu, 2022).
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Cagla Ball tarafindan yiiksek lisans tezi kapsaminda sosyal medya kullanicilar
tarafindan paylasilan Tiirkge icerikli paylasimlardan duygu analizi yapilmasi
amaclanmistir. Kullanicilarin sosyal medya paylasimlar1 dogal dil isleme teknikleri ve
makine O0grenmesi yontemleri kullanilarak analiz edilmis ve elde edilen sonuglar
paylasilmistir. Calismada iki farkli veri seti kullanilmistir. Veri setinin birinde on bir bin
gonderi bulunurken diger veri setinde iki bin sekiz yiiz gonderi bulunmaktadir. Veri seti
Twitter iizerinden paylasilan Tiirk¢e gonderilerden olugsmaktadir. Elde edilen gonderiler
arastirmaci tarafindan etiketlenmistir ve veri 6n islemeden gecirilmistir. Veri setinde
bulunan paylasimlar makine 6grenmesi yontemleri kullanilarak pozitif veya negatif
olarak etiketlenmistir. Etiketleme sonucunda paylasimlarin %55°1 pozitif %45°1 ise
negatif paylasimlardan olugsmaktadir. Modelin egitilebilmesi i¢in veri seti egitim (%80)
ve test (%20) verilerine boliinmiistiir. Dogal dil isleme islemlerinin yapilabilmesi i¢in
Zemberek ve SnowBall araglar1 kullanilmistir. Dogal dil isleme araglarinin bagarisinin
deney yapilan veri setine gore farklilik gosterdigi tespit edilmistir. Ornegin; Zemberek
Kiitliphanesi kullanildiginda Lojistik Regresyon, Rastgele Orman ve Destek Vektor
Makineleri algoritmalarinin siniflandirma basarilar1 sirasiyla %85.51, %86.30 ve
%87.47 olarak gergeklesmistir. SnowBall Kiitiiphanesi kullanildiginda ise %85.32,
%86.49 ve %86.10 olarak gergeklesmistir. Metin temsil yontemi olarak TF-IDF teknigi
kullanilmistir (Ball1, 2021)

Mabher Alrefaar tarafindan yiiksek lisans tezi kapsaminda, manuel olarak yapilan
haberlerin siniflandirilmasi isleminin makine 6grenmesi ve dogal dil isleme yontemleri
kullanilarak Tiirk¢e haberlerin otomatik olarak smiflandirilabilmesi i¢in bir c¢alisma
yapilmustir. Veri setinde olumlu duygu iceren haberler “1” olumsuz duygu igeren
haberler “-1” olarak isaretlenmistir. Veri setinde siniflandirma basarisina etki etmeyen
karakterler ¢ikarilmigtir. Siniflandirma basarist artirabilecek bir islem olan “stopword”
kelimelerin ¢ikarilmasi gergeklestirilmistir. Makine 6grenimi siirecinin bir pargasi olan
veri setinin egitim ve test veri setlerine boliinmesi islemi gergeklestirilmistir. Veri setini
olusturan haberler metin formatinda oldugu i¢in bu metinlerin temsil yontemi
kullanilarak vektdr haline getirilmesi gerekmektedir. Bunun i¢in TF-IDF metin temsil
yontemi kullanilmigtir. Makinenin egitilmesi i¢in RF, BERT ve FastText modelleri
kullanilmistir. Modelin performansinin dlgiilebilmesi ¢esitli hesaplamalar yapilmistir.
Kullanilan modeller kiyaslandiginda BERT ve FastText’in, RF’e gore daha iyi sonuglar
verdigi goriilmiistiir. BERT ve FastText modelleri kiyaslandiginda ise BERT’in

FastText’e gore daha iyi sonuclar verdigi ancak FastText ile modeli egitmenin daha
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hizli oldugu tespit edilmistir. Yiiksek lisans tezi sonucunda ulasilan dogruluk oranlar
BERT, FastText ve RF algoritmalar i¢in sirasiyla %95, %92 ve %53 olarak verilmistir
(Alrefaai, 2021).

Alican Bozyigit tarafindan doktora tezi kapsaminda yapilan ¢alismada, sosyal
medya iizerinden uygulanan zorbaligin makine 6grenmesi yontemi kullanilarak
otomatik olarak tespit edilmesi amaglanmistir. Calismada 5000 Tiirkge igerikten olusan
ve ¢esitli Oon islemlerden gecirilen bir veri seti kullanilmistir. Makine 6grenimi
sonuglarmi iyilestirmek i¢in veri setine bazi 6n isleme ve normallestirme adimlar
uygulanmigtir. Veri setini olusturan paylagimlar metin formatinda oldugu i¢in bu
metinlerin temsil yontemi kullanilarak vektor haline getirilmesi gerekmektedir. Bunun
icin TF-IDF metin temsil yontemi kullanilmistir. Veri seti iizerinde yapilan 6n isleme ve
Oznitelik cikarimi islemlerinden sonra makine Ogrenmesi yontemleri uygulanmistir.
Makine O6grenmesi yontemi olarak SVM, LR, K-NN, RF, NBM ve AdaBoost
kullanilmistir. Yapilan deneyler sonucunda AdaBoost algoritmasmin en iyi sonucu
verdigi goriilmiistiir. Diger makine Ogrenimi algoritmalarinin ise %90 civarinda
dogruluk oranina sahip oldugu goriilmiistir. NBM ve K-NN algoritmast digerlerine
kiyasla daha diisiik dogruluk oranina sahiptir. Deneysel calisma sonuglarmin dikkat
ceken noktasi, deneyde kullanilan her bir makine 6grenmesi algoritmasinin, metinsel
ozelliklerin yanmi1 sira sosyal medya oOzelliklerini (takipgi sayist vb.) de igeren veri
kiimesi iizerinde daha basarili bir tahmin performans: vermesidir. Ornegin sosyal
medyada takip¢i sayisi fazla olan kullanicilarin zorbalik iceren paylasim yapmaya
meyilli olmamasi bunun bir sonucudur (Bozyigit, 2021).

Hatice Elif Ekim tarafindan yiiksek lisans tezi kapsaminda yapilan ¢aligmada,
sosyal medya {izerinden havayolu firmalarini ilgilendiren paylasgimlarin makine
O0grenmesi yontemleri, derin 6grenme yontemleri ve dogal dil isleme teknikleri
kullanilarak otomatik olarak siniflandirilmast amag¢lanmistir. Caligmanin asamalari
sirastyla; veri seti olusturma ve etiketleme islemini gergeklestirme, ¢esitli veri 6n isleme
adimlarinin gercgeklestirilmesi, egitim ve test veri setlerinin olusturulmasi, 6zellik
cikarimi yapilmasi, terim agirhiklandirma islemi, 6zellik se¢imi, siiflandirma ve
sonuglarin karsilastirmali olarak degerlendirilmesi seklinde O6zetlenebilir. Veri seti,
Twitter API ve Twitter Archive Google Sheets yontemleri kullanilarak elde edilen on
dort bin dort yliz alt1 adet Tiirk¢e paylasgimdan olusmaktadir. Paylasimlar sefer iptalleri,
kampanyalar gibi basliklar belirlenerek etiketlenmistir. Veri seti dogal dil isleme

teknikleri kullanilarak simiflandirma islemine hazir hale getirilmistir. Siniflandirma
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asamasinda Naive Bayes, DT, SVM, RF ve LR makine 6grenmesi yontemleri ile
birlikte CNN ve LSTM derin 6grenme mimarileri kullanilmistir. Bagging, Adaboost ve
XGBoost topluluk 6grenmesi yontemleri ile de deneyler yapilmistir. Smiflandirma
performansinin Olgiilmesi igin ¢esitli metrik hesaplar1 yapilmistir. Dogal dil isleme
teknikleri igin Istanbul Teknik Universitesi Dogal Dil Isleme Arastirma Grubu
tarafindan gelistirilen iITU NLP Kiitiiphanesi ve Ahmet Akin tarafindan gelistirilen
Zemberek Kiitiiphanesi kullanilmistir. Metin temsil yontemi olarak N-gram ydntemi,
terim agirliklandirma yontemi olarak TF-IDF yontemi kullanilmistir. Siniflandirma
isleminde 6n plana ¢ikan SVM ve RF algoritmalar1 ile %77 dogruluk orani elde
edilmistir. Derin 6grenme yontemleri olan LSTM ve CNN mimarilerinde ise %76
dogruluk orani elde edilmistir (EKim, 2021).

Fatih Giircan tarafindan yapilan calismada, Tiirkce haber metinlerinin bes
kategoride (ekonomi, siyaset, teknoloji, spor, saglik) siniflandirilmast islemi
gerceklestirilmistir. Bu baglamda, Multinomial Naive Bayes, Bernoulli Naive Bayes,
SVM, K-NN ve DT algoritmalarinin Tiirk¢e haber metinleri {izerindeki siniflandirma
performanslar1 degerlendirilmistir. Multinomial Naive Bayes algoritmast diger
algoritmalara kiyasla en yiiksek dogruluk oranina sahip olmustur. Bu oran yaklasik %90
olarak elde edilmistir. Bu durum Multinomial Naive Bayes algoritmasini Tiirkce
metinler ile siniflandirma probleminde 6n plana ¢ikarmaktadir (Giircan, 2018).

Ahmet Bardiz tarafindan yapilan yiiksek lisans tez calismasinda hastalarin
bagvuracagi boliimiin makine 6grenmesi yontemleri ile tespit edilmesi hedeflenmistir.
NBM ve SVM algoritmalar1 tibbi metinlerin siniflandirilmasinda yaygin kullanilan iki
algoritmadir. Veri seti iniversite hastanelerinin gercek kayitlarindan olusmaktadir.
Diger bir ifadeyle alaninda uzman doktorlarin hastalarint muayene etmesi sonucu ortaya
cikan verilerdir. Calismada; fizik tedavi ve rehabilitasyon, cildiye, gastroenteroloji,
jinekoloji, kardiyoloji, kulak burun bogaz, ortopedi, plastik cerrahi, psikiyatri ve tiroloji
branglarindan toplanan veriler kullanilmistir. Her boliimden onar bin olmak iizere
toplamda yiiz bin kayit toplanmistir. Her kayit, hastalarin sikayetlerini ve doktorlarin
hastalarin1 yonlendirdikleri bolim bilgisini icermektedir. Dogal dil isleme asamasinda
morfolojik analiz i¢in Zemberek Kiitiiphanesi kullanilmigtir. Veri seti %80 egitim ve
%20 test olmak ftizere iki veri setine ayrilmistir. Metin temsil yontemi olarak N-gram
yontemi kullanilmistir. Siniflandirma islemi sonucunda SVM algoritmasinin %98.16
dogruluk orani verdigi sonucuna ulasilmistir. Yapilan deneylerde SVM algoritmasinin

fizik tedavi ve rehabilitasyon ile ortopedi boliimlerini birbiri yerine tahmin ettigi
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goriilmigtiir. NBM algoritmasinin siniflandirma dogruluk orani ise %96.7 olarak elde
edilmistir. Son olarak yapay sinir aglar1 mimarisi olan CNN algoritmasinda ise bu oran
%94,6 olarak elde edilmistir (Bardiz, 2019).

Spam filtreleme istenmeyen e-postalarin tespit edilerek siniflandirilmasi
islemidir. Sevinj Shirzadova tarafindan yiiksek lisans tezi kapsaminda bir video
paylagim platformunda yapilan istenmeyen yorumlarin siniflandirilmasi {izerine ¢alisma
yapilmistir. Calismada kullanilan veri seti, video paylasim platformunda (YouTube)
2017 yilinda izlenme sayist en yiliksek bes videoya yapilan Tiirkge yorumlardan
olugmaktadir. Veri seti ¢esitli 6n isleme (biiylik-kii¢lik harf doniistimii vb.) adimlarindan
gecirilmistir. Dogal dil isleme asamasinda Zemberek Kiitiiphanesi kullanilmistir.
Makine Ogrenimi yOntemlerinin uygulanmas1 amaciyla Weka yazilimi kullanilmigtir.
Veri seti egitim (%90) ve test (%10) veri setlerine boliinmiistiir. Siniflandirma islemi
icin birden fazla siiflandirma algoritmasi kullanilmis ve sonuglar karsilastirilmistir.
Kullanilan baglica algoritmalar Naive Bayes, NBM ve RF algoritmalaridir. Deneyden
elde edilen sonuglar kiyaslandiginda Naive Bayes, Jrip ve SMO algoritmalarinin daha
yiiksek dogruluk orani verdigi gozlemlenmistir (Shirzadova, 2020).

Rabia Kontuk tarafindan yiiksek lisans tezi kapsaminda, haberlerin yas
gruplarma gore simiflandirilmasi iizerine bir model Onerilmistir. Dogal dil isleme
islemlerinin gerceklestirilebilmesi igin Zemberek Kiitliphanesi kullanilmustir. Veri seti
iki farkli haber sitesinin web sayfasinda elde edilen haberlerden olusmaktadir. Veri seti
cesitli on isleme (eksik verinin tamamlanmasi vb.) adimlarindan gegirilmistir. Veri seti
egitim (%70) ve test (%30) olarak ikiye ayrilmis ve toplamda ii¢ bin haberden
olugmaktadir. Siniflandirma; ergenlik, ¢cocukluk ve yetiskinlik yas grubu olmak iizere {i¢
baslikta yapilmistir. Yapilan deney sonucunda ilk olarak %71 dogruluk orani elde
edilmistir. Yalnizca isim igeren sozliikk kullanilarak deney yapildiginda ise %73
dogruluk orani elde edilmistir. Ergenlik sinifi ile ¢cocuk simifi birlestirilip siniflandirma
yetigkin ve yetigkin olmayan olmak iizere iki sinifa indirgendiginde %83 oraninda
dogruluk orani elde edilmistir (Kontuk, 2020).

Semuel Franko tarafindan yapilan yiiksek lisans tezi kapsaminda, Ispanyolca
metinlerden olusan bir derlem {izerinde, makine 6grenmesi yontemleri kullanilarak
simiflandirma modeli olusturulmast ve modelin parametreleri optimize edilerek
kiyaslama yapilmast amaglanmigtir. A¢ik kaynak bir veri seti bulunmadigindan farkli
kaynaklardan elde edilen ispanyolca metinler kullanilmustir. Veri seti olusturulduktan

sonra veri On isleme ve dogal dil isleme teknikleri uygulanmistir. Metin temsil yontemi
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olarak birka¢ teknik kullanilmistir. Siniflandirma asamasinda DT, SVM, Naive Bayes
ve Maximum Entropy algoritmalar1 kullanilmistir. Bu algoritmalarin basarilarinin
degerlendirilmesi i¢in capraz dogrulama yontemi kullanilmistir. Yapilan analizler
sonucunda dogruluk oranlarinda %2 ile %16 arasinda artis meydana gelmistir.

Siniflandirma sonucunda en yiiksek dogruluk orani1 %89 olarak gergeklesmistir (Franko,
2018).
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3. MATERYAL VE YONTEM

Tez kapsaminda gerceklestirilen uygulamanin kodlanmasi Anaconda dagitimi
versiyon 2.2.0, Python 3.10.4 versiyon ile Jupyter Notebook 6.4.8 versiyon gelistirme
ortaminda yapilmistir. Java tabanli 0.17.1 versiyon Zemberek Kiitiiphanesi Jar dosyasi
olarak indirilmis, Jar dosyasindaki modiilleri okumak i¢in zipfile kiitiiphanesi; Python’a
entegre edilmesi i¢in 1.3 versiyon Jpype Kkiitiiphanesi kullanilmistir. Veri
manipiilasyonu i¢in Pandas kiitiiphanesi; iist dlizey matematiksel islemler i¢in versiyon
Numpy kiitliphanesi; makine 6grenmesi modelleri ve bazi Onisleme modiilleri igin
versiyon Scikit-learn kiitiiphanesi kullanilmistir.

Veri seti olarak internet sitelerinden web kazima yontemi ile elde edilen, 21
kategoriden ve toplam 4198 siirden olusan bir veri seti kullanilmigtir. Cizelge 3.1°de

veri setinde yer alan kategoriler yer almaktadir.

Cizelge 3.1. Veri setinde bulunan kategoriler

1. Anne 8. Asker 15. Atatiirk
2. Ask 9. Baba 16. Bayrak

3. Bayram 10. Deniz 17. Hasta

4. Kadin 11. Para 18. Savag

5. Spor 12. Tann 19. Tiirkiye
6. Vatan 13. Yemek 20. Yolculuk
7. Ofke 14. Ogretmen 21. Sehit

Veriler internet sitesinden veri kazima yontemi ile elde edilmistir. Veriler CSV
formatinda bir tabloda tutulmustur. Tablo igeriginde siir adi, sair adi, baglanti, siir

kategorisi ve siir i¢erigi bulunmaktadir.

Bashk Sair Kategori Siir
Bayram Mehmet Akif Ersoy Bayram Afak biitiin hande, cihan baska
cihandir;
Bavram Necip Fazil Bavram Oliim 6lene bayram, bayrama
Y Kisakiirek y sevinmek var;
Siileymaniye’de Bayram Yahya Kemal Artarak gonliimiin aydinligi her
Bayram .
Sabahi Beyath saniyede
Bayram Duasi Ozan Arif Bayram Ya Rabbi tadina biitiin milletin
Bayramlar Bayram Ola-1 Abdurrahim Bayram Giines yiikselmeden kusluk yerine
Karakog

Sekil 3.1. Veri seti

Dogal dil isleme islemlerinin yapilabilmesi i¢in Zemberek Kiitiiphanesi

kullanilmistir. Zemberek, Ahmet Afsin Akin tarafindan Java programlama dili
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kullanilarak gelistirilmis agik kaynak Tiirk¢e dogal dil isleme kiitiiphanesidir. Zemberek
Kiitiiphanesi kullanilarak varlik isim tanima, metin siniflandirma, dil tanimlama,
climlenin Ogelerine ayirma, kelimelerin kokiinii bulma, normalizasyon gibi islevler
yerine getirilebilmektedir. Zemberek sadece Tiirkge icin degil diger Tiirk dilleri igin de
dogal dil isleme imkan1 sunmay1 amaglamaktadir. Acik kaynakli olmasindan kaynakli,
kiitiiphaneye yeni bir Tiirk dili eklemek miimkiindiir. Zemberek kiitiiphanesinin Python
programlama dili ile kullanilabilmesi i¢in Jype modiiliiniin projeye dahil edilmesi

gerekmektedir.

3.1. Veri Setinin Hazirlanmasi

Biiyiik boyutlu verilerin kullanilmadan 6nce ¢esitli 6n islemlerden gegirilmesine
ihtiyag duyulmaktadir. Bu islem daha iyi sonuglar elde edilebilmesi amaciyla
yapilmaktadir. Bu iglemin yapilmamasi ger¢ekten uzak sonuglar alinmasina yol
acabilmektedir. Bu c¢aligmanin veri Onisleme sathasinda asagida belirtilen islemler
gerceklestirilmistir.

a. Elde edilen siirlerden iki yazara ait birer siir veri setinden ¢ikarilmistir.
21 adet kategoride 200’er adet siir ve toplamda 4200 adet siirden olusan veri Seti
kullanilmas1 planlanmakta iken veri kazima esnasinda hatali olarak c¢ekilen iki siirin
cikarilmasiyla 4198 adet siirden olusan veri seti kullanilmistir. Sekil 3.2°de, veri setinde

bulunan kategoriler ve her bir kategoride bulunan siir sayisi verilmistir.

SIN Kategori Siir Sayis1 S/N Kategori Siir Sayisi
1 Anne 200 11 Tanri 200
2 Asker 200 12 Tiirkiye 200
3 Atatiirk 200 13 Vatan 200
4 Ask 200 14 Yemek 200
5 Baba 200 15 Ofke 200
6 Bayram 200 16 Ogretmen 200
7 Bayrak 200 17 Sehit 200
8 Deniz 200 18 Spor 200
9 Hasta 199 19 Yolculuk 199
10 Kadn 200 20 Savas 200

21 Para 200

Sekil 3.2. Kategorilerde bulunan siir sayisi
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b. Satir bosluklarinin kaldirilmasi, metnin kii¢iik harfe cevrilmesi ve
noktalama isaretlerinin kaldirilmasi yapilmistir. Bu islem kelimelerin birbirleri ile
karsilastirilmasi veya vektor degerlerini hesaplarken saglikli sonuglar alinabilmesi i¢in
Oonemlidir.

C. Kelime belirteclerinin elde edilmesi yani metnin ciimlelere, ardindan
kelimelere ayirma islemi gergeklestirilmistir. Bu islem ham metnin daha kiiciik
parcalara ayrilmasi islemi olarak da ifade edilebilir.

d. Zemberek Kiitliphanesinde bulunan bir Tiirk¢e stopword listesi
kullanilarak metindeki stopword kelimelerinin kaldirilmasit gergeklestirilmistir. Etkisiz
kelimelerin metinlerden ¢ikarilmasi islemi stopword kelimelerin atilmasi islemi olarak
bilinmektedir. Bu islem stop-word.txt dosyasinda bulunan 1797 adet kelime ile
karsilagtirilarak ~ eslesmesi  durumunda  veri  setinden  atilmasi  suretiyle
gerceklestirilmistir. Tiirkgede anlama etki etmeyen kelimeler genellikle baglaglar,
zamirler, edatlar veya soru ekleri gibi metnin konusu ile ilgili herhangi bir anlami
bulunmayan genel kelimelerdir. Metne etki etmeyen kelimelerin ¢ikarilmasi, ¢aligilacak
verinin boyutunu diisirmekte ve aymi zamanda anlamda degisiklige neden

olmamaktadir (Tagkiran, 2021).

Cizelge 3.2. Durak kelimeler dosyasinda bulunan bazi kelimeler

acaba sirasiyla toskiiri
abes sonradan tiikenik
hatta stiratle tiimiiyle
acaba sirasiyla toskiiri
abes sonradan tiikenik
hatta stiratle tiimiiyle
e. Bu asamada Zemberek Kiitiiphanesi ile kelime koklerinin elde edilmesi

islemi gergeklestirilmistir. Bu asamanin 6nemi, ek almis kelimenin makine tarafindan
farkli bir kelime gibi algilanmasindan kaynaklanmaktadir. Ek alan kelime anlam olarak
degisiklige ugrayabilecegi gibi ugramadigi durumlar da olabilir. Ancak bu durumun
makine tarafindan anlasilmasi beklenemez. Dolayisiyla kelime frekanslarinda farkli
dagilimlara sebep olabilmektedir.

Veri Onisleme adimlarinin tamamlanmasinin ardindan veri setinde bulunan

verilerin temsil edilmesi gerekmektedir. Bu calismada dogal dil islemede siklikla
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kullanilan TF-IDF (Term Frequency — Inverse Document Frequency) yontemi
kullanilmistir.

Metinler tizerinde istatistiksel incelemeler konusunda kullanilan TF-IDF
kavram Ingilizce Term Frequency — Inverse Document Frequency kelimelerinin bas
harflerinden meydana gelmektedir. Temel anlamda, bir metinde gecen kelimelerin
bulunmasi ve kelimelerin tekrarlama sayilarina gore ¢esitli hesaplamalarin yapilmasi
esasimna dayanmaktadir. Bu hesaplamalar; TF ve IDF degerinin hesaplanmasi ve bu
degerlerin c¢arpimiyla TF-IDF degerinin bulunmasidir. Boylece; bir sozciigiin,
bulundugu dokiimani ne kadar temsil ettiginin istatistiksel bir degeri elde edilmis olur.
TF_IDF matrisi ise bu degerlerin biitiin kelimeler ve metinler i¢in hesaplanmis halidir.
Ornek vererek aciklamak gerekirse, elimizde 200 adet dokiimandan olusan bir veri
kiimesi oldugunu kabul edelim. TF-IDF degerinin de ilk olarak okul kelimesi i¢in
hesaplanacagini kabul edelim. Ik adimda okul kelimesinin birinci dokiimanda kag kez
gectigi bulunur. Bulunan degerin 8 oldugunu varsayalm. Ikinci adimda okul
kelimesinin elimizde bulunan 200 dokiimanin kaginda gegtigi bulunur. Burada dikkat
edilmesi gereken nokta kelimenin gecip ge¢cmedigine bakiliyor olmasidir. Yani ikinci
adimda okul kelimesinin diger dokiimanlarda ka¢ defa gectigine degil 200 dokiimanin
kacinda gectigi bulunur. Bulunan degerin 20 oldugu kabul edilir ve TF ve IDF degerleri
ayrt ayri hesaplanarak bulunan degerlerin c¢arpilmasi suretiyle TF-IDF degeri
hesaplanmis olur.

TF degerinin hesaplanabilmesi i¢in ihtiyag duyulan bir diger deger, iizerinde
calisilan dokiimanda (birinci dokiimanda calisildigi kabul edilmis olsun) en sik gecen
kelimenin kag¢ defa gectigidir. Bu deger TF-IDF degeri hesaplanacak kelimenin (okul
kelimesinin 8 defa gectigi kabul edilmisti) tekrar sayisinin bu degere oranlanabilmesi
icin gereklidir. Bu degerin 160 oldugunu varsayarak hesaplama islemine gegelim. TF
degeri 8/160 islem sonucu olan 0,05 olarak hesaplanir.

Ardindan IDF degerinin hesaplanmasina gegilir. IDF degeri toplam dokiiman
sayisinin ilgili kelimeyi igeren dokiiman sayisina oranlanarak logaritmasinin
alinmasiyla hesaplanabilir. Bu formiile gére toplam dokiiman sayis1 200, terimin gectigi
dokiiman sayis1 20 oldugu bilindiginden oran 200/20°den 10 olarak hesaplanir.
Logaritma alma islemi de yapildiginda IDF degeri 1 olarak bulunmus olacaktir. Burada
dikkat edilmesi gereken husus logaritma hesab1 yapilirken tabanin ne oldugunun
oneminin olmadigidir. Yani TF-IDF degeri kelimeler arasinda kiyas igin

kullanildigindan tabanin tiim kelimelerde ayni secilmesi sonucu etkilemeyecektir. Diger



50

bir dikkat edilmesi gereken nokta ise terimi iceren dokiiman sayisinin sifir olma
ihtimaldir. Bu deger paydada oldugundan belirsizlik durumunun ortaya ¢ikma ihtimali

vardir. Bu sorunun ¢6zlimii i¢in bu degere 1 eklenmesi sik¢a kullanilan bir yontemdir.

3.2. Smiflandirma Algoritmalar:

Bir verinin hangi gruba ait oldugunun bilgisayarlar tarafindan tespit edilerek
otomatik olarak smiflandirilmasi i¢in siniflandirma algoritmalar1 kullanilir. Bu siniflar
onceden belirlenmis siniflardir. Siniflandirma algoritmalari ¢esitli hesaplar sonucunda
bir verinin hangi smifa ait olduguna karar verir. Bu tez calismasinda alt1 farkl

simiflandirma algoritmasi kullanilmistir.

3.2.1. Destek vektor makineleri

Destek vektdr makineleri Ingilizce literatiirde Support Vector Machine, SVM
olarak kisaltilmaktadir. SVM, dogrusal ve dogrusal olmayan siniflandirma
problemlerinde kullanilan gozetimli 6grenme yontemlerinden biridir. Veriyi birbirinden
ayirmak i¢in en uygun fonksiyonun tahmin edilmesi esasina dayanmaktadir. Bir
diizlemde bulunan iki grup arasinda ¢izilen ¢izgi gruplar1 ayirmaya imkan tanimaktadir.
Burada cizilen ¢izgi iki grubun iiyelerine de maksimum uzaklikta olmalidir. Bu sinirin
nasil cizilecegi SVM tarafindan belirlenmektedir. Tki gruba teget olacak sekilde birer
c¢izgi cizildikten sonra (maksimum uzaklik dikkate alinarak) bu iki ¢izginin tam ortasina
cizilen ¢izgi smiflandirmada kullanilan ¢izgi olacaktir. SVM, giinlimiizde yiiz tanima

sistemlerinden, ses  analizine kadar  bircok  smiflandirma  probleminde

kullanilmaktadirlar.
X2 Maksimum L
Mesafe Pozitif Hiper
A Diizlem
Maksimum /
Mesafe Hiper
Diizlemi :
\ \\\\\
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Negatif Hiper // Vekireri
Diizlem
X1

Sekil 3.3 Destek vektor makineleri
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3.2.2. Cok katmanh algilayicilar

Cok katmanl algilayicilar ingilizce literatiirde Multi Layer Perceptron olarak
gecmekte ve MLP seklinde kisaltilmaktadir. Makine 6grenmesi algoritmasi olan ¢ok
katmanli algilayicilar smiflandirma problemlerinde etkin calisan bir algoritmadir.
Temelde, Ogrenme ve karar verme olmak iizere iki islevi yerine getirmeyi
amaclamaktadir. MLP, agirliklandirma aktivasyon fonksiyonu ve bias sayesinde
O6grenme ve karar verme islevlerini gergeklestirir. Bir sonraki katmana aktarilmak tizere
giris katmanina gelen veriler bir agirlik degeri ile garpilir. Tiim girdiler, kendilerine
Ozgi agirlik degerleriyle garpilarak toplanir. Aktivasyon fonksiyonu kendine gelen
degere gore karar verir. Bias degeri, kullanicidan kullaniciya, sistemin galisma bigimine
veya amacina gore degisebilen, kullanici tarafindan eklenen bir parametredir (Bulut,
2016).

Cok katmanli algilayicilar; Sekil 3.4’de (Bulut ve Bozyilan) goriildiigii tlizere
girdi degerleri, agirliklar, bias, toplama fonksiyonu ve aktivasyon fonksiyonundan

meydana gelmektedir.
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b
Xy
Aktivasvonf
onksivonu
X3
ztbh —
(zh) Gkn
11.
Toplama
Sfonksivonu
Xm

Sekil 3.4. Cok katmanli algilayicilar
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Cok katmanl algilayicilar ile yapilan siniflandirmanin basarimi etkileyebilecek
gesitli faktorler bulunmaktadir. Veri setinin kalitesi bu faktorlerden bir tanesidir.
Smiflandirma basarisinin artirilmasi i¢in bu durumu dikkat edilmesi gerekmektedir.
Diger bir faktor ise katman sayisi, bias degeri gibi parametrelerin secimidir. Bu

degerlerde ¢ok katmanli algilayicilar arasinda farkliliklar gozlemlenebilmektedir.

3.2.3. Naive bayes algoritmasi

Temelde Bayes teoremine dayanan Naive Bayes algoritmas: Ingiliz matematikgi
Thomas Bayes’den adini almaktadir. En ¢ok kullanilan siniflandirma algoritmalarindan
bir tanesidir. Olasiliksal olarak islem yapilmakta ve veriler kategorilere gore
siiflandirilmaktadir. Sistemdeki veriler degistikce Naive Bayes algoritmasi kendini bu
degisikliklere adapte edebilmektedir. Yani yeni gelen verilere duyarlilik
gosterebilmektedir. Naive Bayes algoritmasi ile siniflandirma yapabilmek i¢in dncelikle
sisteme Ogretilmis veri sunulmalidir. Sunulan bu verilerin sinifinin 6énceden biliniyor
olmas1 gerekmektedir. Bu veriler kullanilarak olasilik temelli hesaplamalar yapilir ve
sistemin, siifin1 tahmin etmesi istenen veriler saglandiginda Naive Bayes algoritmasi
yapmis oldugu hesaplamalara gore bu verilerin sinifin1 tahmin eder. Bu asamada,
tahmin edilen sinifin dogru olma ihtimali egitim verisinin ne kadar ¢cok oldugu ile dogru
orantilidir. Diger bir ifadeyle egitim verisi ne kadar fazla ise tahmin edilen sinifin dogru
olma ihtimali o kadar yiiksektir. Naive Bayes algoritmasi bir¢ok siniflandirma

probleminde kullanilabilir (Kodedu, 2014).

3.2.4. K-en yakin komsu algoritmasi

En yakin k komsu algoritmas1 Ingilizce literatiirde K-Nearest Neighbor/K-NN
olarak gecmektedir. Gozetimli 6grenme yontemi olup benzerlik fonksiyonlarinin
kullanildig1 siniflandirma algoritmasidir. Buradaki k degeri sayisal bir degerdir.
Siniflandirilmasi istenen verinin 6nceki verilerden k tanesi ile benzerligine bakilmasi
icin kullanilir. Bahse konu k degeri genelde tek say1 olarak tercih edilir. Bunun sebebi
esitlik durumunun Oniine gegilmek istenmesidir (Seker, 2008). K-NN algoritmas1 K-
Means algoritmas1 ile benzerlikler gostermektedir. Ancak temel farkliliklar
bulunmaktadir. K-NN algoritmas1 gozetimli 6grenme algoritmas: iken K-Means

algoritmasi gézetimsiz 6grenme algoritmasidir.
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K degerinin belirlenmesi

<7

Mesafelerin hesaplanmasi

I

Mesafelerin siralanmasi

I

En vakin k komsunun alinmasi

I

En yakin komsu sayisinin bulunmasi

U

Sekil 3.5. K-NN algoritmas1 adimlari

K-NN algoritmasinin bes adimdan olustugunu sdylemek miimkiindiir. Bu
adimlar yukaridaki Sekil 3.5°de verilmistir. Ik olarak k degeri belirlenir ve ikinci
adimda &klid mesafeleri hesaplanir. Ugiincii adimda, elde edilen uzakliklar siralanir ve
en yakin k komsu bulunur. Doérdiincli adimda en yakin komsu kategorileri toplanir.
Besinci adimda en uygun komsu bulunur ve son olarak siniflandirma islemi
gergeklestirilir (Uzun, 2023a). Agiklamast yapilan adimlari k degerini 3 olarak

tanimladiktan sonra asagidaki 6rnek {izerinde inceleyelim (Seker, 2008).

A A °
® o 0 )
o 00 o 00
° 0 O e o
™ ] [ ] [ ]
] [ ]
ml B [ ] l... o
| I | g >
n " n
A A °
... [ N ]
o0 o 00
(L. e 0 O
¢ [ ]
'] [ |
gl ® 0 ml B [ ]
'l | | N |
e —— s Ee——
[ | [ |

Sekil 3.6. K-NN algoritmas1 rnegi
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K-NN algoritmasinda k degerinin aldig1 deger ve egitim veri setinin boyutu
onemli bir husustur. Bu veriler artirilarak algoritmanin siiflandirma basarisi
gozlemlenir. Basar1 orani sabit seyretmeye basladiginda dogru degerlere ulasildigi
sonucu ¢ikarilir. K-NN algoritmasinin dezavantaji yeni veri eklendiginde uzaklik

hesaplamalarinin tekrar tekrar yapilmasidir (Uzun, 2023a).

3.2.5. Karar agaci algoritmasi

Karar agaci algoritmasi Ingilizce literatiirde Decision Trees olarak gegmektedir.
Siniflandirma ve regresyon problemleri i¢in yaygin olarak kullanilan algoritmalardan
bir tanesidir. Bir aga¢ yapisi formuna sahip olan model, sisteme sorular sorar ve
karsiliginda aldig1 cevaba gore sonuca ulasir. Bu aga¢ yapisi yaprak diiglimlerden ve
karar diiglimlerinden olugmaktadir. Karar diiglimiiniin birden fazla dallanmaya sahip
oldugu durumlar olabilmektedir. Kok diigiim agactaki ilk diiglimdiir. Karar agaclar
kosul yapisi (if-else) kullanilarak kodlanabilmektedir (Uzun, 2023b). Asagida karar

agaci 0rnegi bulunmaktadir.

Cizelge 3.3. Karar agaci icin drnek veri tablosu

Ozellikler Hedef
Hava Durumu Sicaklik Nem Riizgér Kosu Yap

Yagmurlu Sicak Yiiksek Yok Hayir
Yagmurlu Sicak Yiiksek Var Hayir
Bulutlu Sicak Yiiksek Yok Evet
Giinesli Ik Yiiksek Yok Evet
Giinesli Soguk Normal Yok Evet
Giinesli Soguk Normal Var Hayir
Bulutlu Soguk Normal Var Evet
Yagmurlu Ihk Yiiksek Yok Hayir
Yagmurlu Soguk Normal Yok Evet
Giinesli Ik Normal Yok Evet
Yagmurlu Ihk Normal Yok Evet
Bulutlu ik Yiiksek Var Evet
Bulutlu Sicak Normal Yok Evet
Giinesli Ihk Yiiksek Var Hayir

Sekil 3.7°de, Cizelge 3.3’de verilen tabloda bulunan verilerden elde edilmis

karar agaci bulunmaktadir.
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Hava
Durumu

Riizgar Evet Nem

Evet Evet Evet Evet

Sekil 3.7. Karar agaci 6rnegi

3.2.6. Rastgele orman algoritmasi

Rastgele orman algoritmasi denetimli bir siniflandirma algoritmasi olup
Ingilizce literatiirde Random Forest olarak gecmektedir. Karar agaci algoritmasi gibi
siiflandirma ve regresyon problemleri i¢in yaygin olarak kullanilan algoritmalardan bir
tanesidir. Algoritmada birden fazla karar agaci bulunmaktadir. Aga¢ sayisinin fazla
olmast elde edilen sonucun basarisiyla dogru orantilidir. Aga¢ sayisinin fazla olmasi
asir1 uyum (overfitting) probleminin de oniine gecebilmektedir. Karar agaci algoritmasi
ile benzerlik gostermektedir. Aralarindaki en temel fark, kok diigiimiin rastgele orman
algoritmasinda rastgele ¢alisiyor olmasidir (Cebi, 2020). Algoritma temel olarak dort
adimdan olusmaktadir. Birinci adimda veri seti olusturulur. Ikinci adimda karar agaclar
olusturulur ve bu agaglarin tahmin ettigi degerler elde edilir. Ugiincii adimda elde edilen
tahmin sonuclar1 oylanir. Dordiincii ve son adimda ise en ¢ok oylanan sonug
algoritmanin tahmin sonucudur (Oztiirk, 2022). Sekil 3.8’de rastgele orman

algoritmasinin yapis1 gosterilmektedir.
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Veri seti
Karar Agaci Karar Agaci Karar Agaci
Sonug-1 Sonug-2 Sonug-N

Sonug

Sekil 3.8. Rastgele orman

3.3. Smiflandirma Algoritmalarinin Performans Olciimii

Kullanilan algoritmalardan elde edilen sonuglarin degerlendirilmesi ve birbiri
arasinda kiyaslanmasi i¢in bazi hesaplamalar yapilmaktadir. Bu metrikler asagida

aciklanmugtir.

3.3.1. Karmasikhk matrisi

Karmasiklik matrisi Ingilizce literatiirde Confusion Matrix olarak gecmektedir.
Karmagiklik matrisi siniflandirma algoritmasinin performansini 6lgmek i¢in kullanilan
tablodur. Siiflandirma sonucunda elde edilen sonuglar ile gercek sonuclar tabloda

birlikte gosterilmektedir.
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Gergek Stif

Pozitif Negatif

TP

Pozitif

Tahmin Edilen Sinif
Negatif

Sekil 3.9. Karmagiklik matrisi

Gergek pozitif (True Positive — TP), tahminin pozitif olarak yapilmasi ve
gergekte de pozitif olmasi durumudur. Gergek negatif (True Negative — TN), tahminin
negatif olarak yapilmasi ve gergekte de negatif olmasi durumudur. Yanlis pozitif (False
Positive — FP), tahminin pozitif olarak yapilmasi ve gerg¢ekte negatif olmasi durumudur.
Yanlis negatif (False Negative — FN), tahminin negatif olarak yapilmasi ve gergekte
pozitif olmasi durumudur. TP ve FN degerlerinin toplanmasiyla ger¢ek pozitiflerin
sayisina ulasilir. TN ve FP degerlerinin toplanmasiyla da gercek negatiflerin sayisina
ulagilir. Denklem 3.1°e gore TP, FP, FN ve TN degerlerinin toplanmasiyla da Toplam
degiskeninin degerine ulasilir. (Kiigiik, 2023).

Toplam = TP + FP + FN + TN (3.1)

3.3.2. Dogruluk

Dogruluk Ingilizce literatiirde Accuracy olarak ge¢mektedir. Dogru yapilan
siniflandirma sayisinin (TN+TP) Toplam degerine orami dogrulugu verir. Ornegin
pozitifin pozitif (TP) olarak tahmin edildigi deger 68, negatifin negatif (TN) olarak
tahmin edildigi deger ise 24 olsun. FN ve FP degerlerinin ise sirasiyla 15 ve 29
oldugunu kabul edelim. Bu durumda Denklem 3.2°e¢ (Patro ve Patra, 2014) gore
Accuracy 67.5 olarak hesaplanmis olur.

accuracy = (TP + TN)/(TP + TN + FN + FP) (3.2)
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3.3.3. Kesinlik

Kesinlik Ingilizce literatiirde Precision olarak ge¢mektedir. Model tarafindan
pozitif olarak tahmin edilen degerlerin basarisim1 degerlendirmede kullanilir. TP
degerinin TP ve FP degerlerinin toplamina orani Precision degerini verir. Kisaca,

tahmin edilen tiim pozitiflerin, yilizde kaginin gergekten pozitif oldugunun gostergesidir.

3.3.4. Duyarhhk

Duyarlilik Ingilizce literatiirde Recall olarak ge¢mektedir. Model tarafindan
pozitif olarak tahmin edilmesi gerekenlerin ne kadarinin pozitif olarak tahmin
edildiginin gostergesidir. Recall, TP degerinin, TP ve FN degerlerinin toplamina

oranlanmastyla bulunur.

3.3.5. F1-skor

F1-skor ingilizce literatiirde Recall olarak gegmektedir. F1-skor Recall ve
Precision degerlerinin harmonik ortalamasi olarak tanimlanmaktadir. F1-skor degerinin
harmonik ortalama olmasi, tim durumlarin g6z Onilinde bulundurdugunu
gostermektedir. Hem FP hem de FN degerlerini hesaba katar. Bu nedenle, dengesiz veri
kiimelerinin smiflandirma performans: olglimiinde yaygin olarak kullanilan bir

metriktir.

3.3.6. Min-Max normalizasyonu

Birbirinden farkli skalada bulunan kavramlarin belirli bir formda bir araya
getirilmesi islemine normalizasyon adi verilmektedir. Diger bir ifadeyle verilerin
birbirleriyle ayni1 aralikta ifade edilmesidir. Normalizasyon islemi i¢in kullanilmakta
olan cesitli yontemler mevcuttur. Normalizasyon yoOntemlerinin ¢ogu [0-1] araligina
indirgemeye c¢alismaktadir. Bu yontemlerden bir tanesi Ingilizce literatiirde feature
scaling olarak da bilinen min-max normalizasyon yontemidir. Minimum ve maksimum
degeri bilinen bir aralikta bulunan sayilar Denklem 3.3 (Henderi ve ark., 2021)

kullanilarak [0-1] araliginda normalize edilebilmektedir.
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o= x —min (x) (33)
" max(x) — min (%) '

Denklem 3.3’de yer alan x’ normalize edilmis degeri, x normalize edilecek

degeri, min(x) en kiiciik x degerini ve max(x) ise en biiyiik x degerini ifade etmektedir.
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4. ARASTIRMA SONUCLARI VE TARTISMA

Internet ortamina erisen kisi sayis1 artik¢a iiretilen verinin boyutu da ayn1 oranda
artmaktadir. Bu durum verinin islenmesi ve bilgisayar tarafindan otomatik olarak
simiflandirilmasi ihtiyacin1 beraberinde getirmistir. Dogal dil islemenin ¢alisma
alanlarindan biri de metin smiflandirma uygulamalaridir. Metin siniflandirmanin
bilgisayar tarafindan otomatik olarak yapilmasi internet kullanicilar1 agisindan veriye
erisimde kolaylik saglamaktadir. Bu alanda daha once yapilan calismalara ikinci
boliimde yer verilmistir. Bu ¢alismada ise farkli kategorilerde yazilan siirlerin konusuna
gore (Bayrak, sehit vb.) siniflandirilmasi {izerine bir c¢aligma yapilmistir. Bu
siiflandirmanin yapilabilmesi i¢in Support Vector Machines, Multi Layer Perceptrons,
Naive Bayes, K-NN, Decision Trees ve Random Forest olmak ftizere alt1 farkli
siniflandirma  algoritmas1 kullanilmistir.  Oznitelik ¢ikarimi icin TF-IDF  yontemi
kullanilmistir. Siniflandirma algoritmalarindan elde edilen sonuglar karsilagtirilmistir.

Calisma kapsaminda 4200 adet kayittan olusan ve web kazima yontemi ile elde
edilmis veri seti kullanilmistir. Veri setinde siir basligi, sair adi, kategorisi, link ve siir
metninden olusan 5 adet siitun bulunmaktadir. Toplamda 4198 adet kayittan olusan veri
seti kullanilmistir. Veri setinde 21 adet kategori bulunmaktadir.

Veri seti toplam 594.130 adet kelimeden olugsmaktadir. Benzersiz kelime sayisi
ise 100.812 olarak tespit edilmistir.

Veri seti elde edildikten sonra ¢esitli veri dnisleme islemlerine tabii tutulmustur.
Bu asamada yapilan islemler sunlardir:

a. Satir bosluklart kaldirilmis, metin kii¢iik harfe ¢evrilmis ve noktalama
isaretleri kaldirilmistir. Satir bosluklart metinin diizeni agisindan 6nem tasisa da dogal
dil islemede ayni Onemi tagimamaktadir. Satir bosluklarinin kaldirilmasi, modelin
yiiksek dogruluk oranina sahip sonuglar verebilmesi i¢in yapilmistir. Biiyiik yazilmis
harflerin kiiciik harflere donistiirilmesi dogal dil isleme asamasinda yapilan
islemlerden bir tanesidir. Veri setinde kullanilan biiylik harfler kiiciik harflere
doniistiirilmiistir.

b. Veri setinde bulunan etkisiz kelimeler (Stopwords) kaldiriimistir.
Siniflandirma basarisin1 olumsuz etkileyebilen bu kelimeler veri setinden ¢ikarilmustir.
Etkisiz kelimeler sik kullanilan “ama”, “baz1”, “belki” gibi kelimelerdir. Bu kelimeler
metinden ¢ikarildiginda daha etkili analizler yapilabilmekte ve dogal dil igsleme siirecine

olumlu katki saglamaktadir. Bu kelimelerin veri setinden ¢ikarilmasi igin Zemberek
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Kitiiphanesinin sunmus oldugu etkisiz kelimeler listesi kullanilmistir. Listede daha
Onceden tanimlanan etkisiz kelimeler yer almakta ve veri setinde bulunan kelimeler ile
kiyaslanmaktadir. Eslesen kelimler olmasi durumunda bu kelimeler veri setinden
¢ikarilmaktadir.

C. Veri setinde bulunan ciimleler kelimelere ayrilmistir. Kelimeler

climlelerin en anlaml1 pargalaridir.

d. Veri setinde bulunan siirler ciimlelere ayrilmistir.

e. Veri setinde kullanilan yabanci kelimeler tespit edilmistir.

f. Kelimelerin dagilimlari tespit edilmistir.

g. Kelimelerin harf olarak uzunluk dagilimlar1 hesaplanmstir.

h. Ciimlelerin kelime olarak uzunluk dagilimlar1 hesaplanmistir.

i Kelimelerin toplam kelime sayisina orani hesaplanmustir.

J. Ortalama kelime uzunlugu ile birlikte ortalama climle uzunlugu tespit
hesaplanmastir.

k. Noktalama isareti sayisi, kullanilan stopwords sayisi ve tamami biiyiik

harf ile yazilan kelime sayis1 ¢ikarilmaistir.

Veri Onisleme adimlart gergeklestirildikten sonra metin temsili i¢in 6nemli olan
kok ¢oziimleme asamasina gecilmistir. Bu islem i¢in farkli algoritmalar (ITU Tiirkge
Dogal Dil Isleme Yazilim Zinciri, NLTK, Spacy vb.) bulunmakla birlikte yapilan
calismada ag¢ik kaynak olan Zemberek Kiitliphanesi kullanilmigtir. Ek almis kelimelerin
eklerinin tespit edilerek koklerinin bulunmasi saglanmistir. Bu islemin amaci, ek almig
kelimelerin bilgisayar tarafindan farkli kelimeler olarak algilanmasinin Oniine
gecmektir. Ornegin “iliskilendiremediklerimiz” kelimesinin kokiiniin “iliski” oldugu bu
kiitliphane sayesinde bulunabilmektedir. Bilgisayar tarafindan farkli kelimeler olarak
algilanmasinin sebebi harf bazinda karsilagtirma yapilmasidir. Kelimelerin metin
icerisinde ne kadar gegtiklerine bakilarak frekanslar1 hesaplanmaktadir. Ayni koke sahip
kelimeler tespit edilmedigi zaman kelimelerin frekansinin ¢ikarilmasi adiminda temsil

kabiliyetini diislirmektedir.



62

Kelime Cumle
Bashk Sair Kelimeler Ciimleler Kokler Kok Dagilmi Uzunluk  Uzunluk
Dagimi  Dagilimi

[afak,
S [afak batun butin, {0:-0,1::3; 40:1;1:7;
Mehmet h[:;‘gl; tc)?r::; hande cihan hande, I'maravvet':1, 2:14, 3: 2347 3:
(1] Bayram AKif Erso ci‘handlr’ cihandir, cihan, 'salla:1, 'al:1, 29, 4:45 20, 4: 27,
Y bavan 2 bayram cihan, 'suret:... 5:119, 6: 5:22, 6:
VIAM,-:- kadar... bayram, 6... 125

set...

[ol,
Slene, bayram,  [6lene bayram ayram, v :0,1:0, 10, 1: 0,
[ol b [6l b b [ata™1, bin"1 {0:0,1:0, {0:0,1:0
1 B Necip Fazil bayrama, bayrama bayram, A't‘ahta':( 2: 12353, 2:0:320;
Y Kisakiurek  sevinmek, var,  sevinmekvar, sevin, var, ba ram"3. T 4:0,5:2, 40,52,

ne,ba.. nebayramd... ne, Y TR 62,70, 6:0,7:

bayram, t...
[artarak, [artarak  [art, gondl, {0:0,1:0, {0:0,1:0
Siillevmanive'de Yahya gonliman, goénliman aydin, {ses"1, 'bit"1, 2:4,3:7, 22 4’ 32 6’
2 Ba rém Sgbahn Kemal aydinhgr, aydinhgi saniye, ‘'halk':1, 'beri"1, 4:9,5: 4I 9’ 53 6,
Y Beyatl saniyede, saniyede, mehabet, 'za... 27,6:18, 6 2 7 !

mehab... mehabetl... ol stley... 1 Gt
: [rabbi, tat, {0:0,1:0, {0:0,1:0,
[rabbi, tadina, bgg‘j‘;b;;ﬁ‘l‘é't?na bitin, {zekat:1,'al'l, 2 434 = 223
3 Bayram Duasi Ozan Arif  butan, milletin, varaca“; millet, var, rab"1, 4:7.5. 21, 4.1,
varacagl, bay... ba ramlg bayram, ‘enflasyon:1... 26,6:12, 5:2,6:0,
yrant.:; eris.. | 7 7
ekil 4.1. in tizerinde on isleme yapilmasi sonucunda olusan veri seti (a
kil 4.1. Metin de 6n isleme yapil da olus t
Biiyuk
Baslik Sair Kelime Kok Ort. Kelime Ci.igl;z N°ktia;:2: Stopwords Yazilmig
Zenginligi Zenginligi Uzunlugu Uzunlugu Sayisi Sayisi Kelime
Sayisi
0 Bayram A,:‘I’}eEhr‘::yt 0908046 0652874 6050575 3750000 223 142 1
1 Bayram N;.cs'gkiaé:: 0909091 0727273 5090909 5000000 3 4 0
= o Yahya
%‘geé%agg’gadrﬁ Kemal 00958333 0.808333 6508333 3.928571 62 49 1
Y Beyath

3  Bayram Duasi Ozan Arif 0.826772 0.748031 6692913  3.361111 25 29 0

Sekil 4.1. Metin tizerinde 6n isleme yapilmasi sonucunda olusan veri seti (b)

Sekil 4.1°de, veri setinde bulunan metinlerin, Zemberek Kiitiiphanesi
kullanilarak c¢esitli islemlere tabii tutulmus hali bulunmaktadir. Sekil 4.1 (a ve b)’de
birinci siitunda siirin baslig1 ikinci siitunda ise sairin adi bulunmaktadir. Kelimeler

stitununda; metnin kelimelere ayrilmis hali bulunmaktadir. Ctimleler siitununda; metnin
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climlelerine ayrilmis hali bulunmaktadir. Kokler siitununda; kelime kdoklerinin
bulunmus hali yer almaktadir. Kok Dagilimi siitununda; Kokler siitununda bulunan
kelimelerin harf olarak uzunluk dagilimlar1 yer almaktadir. Kelime Uzunluk Dagilimi
stitununda; Kelimeler siitununda bulunan kelimelerin harf olarak uzunluk dagilimlari
yer almaktadir. Climle Uzunluk Dagilimi siitununda; ciimlelerin kelime olarak uzunluk
dagilimlart yer almaktadir. Kelime Zenginligi siitununda; Kelimeler stitununda bulunan
kelimelerin toplam kelime sayisina orani yer almaktadir. Kok Zenginligi siitununda;
Kokler siitununda bulunan kelimelerin toplam kelime sayisina orani yer almaktadir. Ort.
Kelime Uzunlugu siitununda; Kelimeler siitununda yer alan kelimelerin ortalama kelime
uzunlugu yer almaktadir. Ort. Ciimle Uzunlugu siitununda; Climleler siitununda yer alan
ciimlelerin kelime olarak ortalama ciimle uzunlugu yer almaktadir. Noktalama Isareti
Sayisi siitununda; metinde bulunan noktalama isareti sayist yer almaktadir. Stopwords
Sayist siitununda; metinde bulunan etkisiz kelime sayisi yer almaktadir. Biiyiik
Yazilmig Kelime Sayisi siitununda ise metinde bulunan tamami biiyiik harf olan kelime
sayist yer almaktadir.

Metnin istenen formata doniistiiriilmesinin ardindan kelimelerin metni ne kadar
temsil ettiginin bulunmasi gerekmektedir. Bu temsilin bulunabilmesi igin literatiirde TF-
IDF olarak gecen “Terim Sikligi-Ters Dokiiman Siklig1” kullanilmistir. TF-IDF
Denklem 4.1°¢ (Trstenjak ve ark., 2014) gore hesaplanmaktadir. Denklemde yer alan
Wyxy degeri hesaplanan TF-IDF’i, tfxy x’in y’de ka¢ defa gectigini, dfx kac adet
dokiimanda x’in gegctigini ve N ise toplam dokiiman sayisim1 ifade etmektedir. Bu
degerlerin hesaplanmasinda Python kiitiiphanesi olan Scikit Learn kullanilmistir.
Yiiksek TF-IDF degerine sahip olan kelimenin ilgili metni daha ¢ok temsil ettigi, diisiik
TF-IDF degerine sahip kelimenin ise ilgili metni temsil agisindan az temsil ettigi kabul

edilmektedir.

N
Wyy = tfx,y *log (F) (4-1)

Siniflandirma algoritmalarinin  dogruluk oranlarinin  gosterildigi  Sekil 4.2

asagida bulunmaktadir.
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Sekil 4.2. Siniflandirma algoritmalarin dogruluk (accuracy) sonuglari

Smiflandirma algoritmalar1 kiyaslandiginda en yiiksek dogruluk oranini Random

Forest ve SVM algoritmalarinin verdigi goriilmektedir. Bunu, %86 dogruluk orani ile

MLP ve %83 dogruluk orani ile Naive Bayes algoritmalar: takip etmektedir. En diisiik

dogruluk oran1 %81 ile K-NN ve Decision Tree algoritmalarindan elde edilmistir.

Verilerin %80’1 egitim, %20’i test olmak iizere ikiye ayrilmustir. Scikit-learn

kiitiphanesindeki SVM test edilerek %87 dogruluk oranina ulasilmistir. Elde edilen

Oznitelikler Min-Max Normalization yontemi ile normalize edildikten sonra Scikit-

Learn kiitliphanesinde bulunan varsayilan parametrelerdeki (C=1.0, kernel="rbf,

degree=3, gamma='scale') SVM modelinin sonuglar1 incelenmistir.
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Sekil 4.3. SVM siniflandirma algoritmasi kullanilarak elde edilen karmasiklik matrisi
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Sekil 4.3’de verilen karmasiklik matrisi incelendiginde, “Anne” kategorisindeki
46 adet siirden yanlighikla birer tane “Yemek”, “Bayram” ve “Bayrak” kategorisinde
tahmin edilmistir. 43 tane siirin ise dogru tahmin edildigi goriilmektedir. SVM
algoritmast kullanildiginda en dogru tahmin “Kadm” kategorisine ait siirlerde
gerceklesmistir. Bu sinifa ait siirlerin tamami dogru tahmin edilmistir. Bu kategorideki
siirler daha belirgin kelimeler igerdiginden daha dogru tahminler elde edilmistir. “Agk™
ve “Savas” kategorilerine ait siirlerin dogru siniflandirma orani diisiik oldugundan
basarty1 olumsuz etkiledigi goriillmektedir.

MLP siniflandirma algoritmasi kullanilarak %86 dogruluk oranina ulasilmistir.
SVM siniflandiricinin MLP siniflandiriciya gore daha yiiksek dogruluk oranina sahip

oldugu gozlemlenmistir.
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Sekil 4.4. MLP simiflandirma algoritmasi kullanilarak elde edilen karmagiklik matrisi

Sekil 4.4’de verilen karmasiklik matrisi incelendiginde, “Anne” kategorisindeki

54 adet siirden yanlishkla birer tane “Ogretmen”, “Vatan”, “Ask” ve “Hasta”
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kategorisinde ikiser tane siir ise “Ofke”, “Baba” ve “Bayram” Kategorisinde tahmin
edilmistir. 44 tane siirin ise dogru tahmin edildigi goriilmektedir. MLP algoritmasi
kullanildiginda en dogru tahmin “Bayram” kategorisine ait siirlerde gergeklesmistir. Bu
smifa ait 61 adet siirin 57’si dogru tahmin edilmistir. Bu kategorideki siirler daha
belirgin kelimeler icerdiginden daha dogru tahminler elde edilmistir. “Vatan”
kategorisine ait siirlerin dogru simiflandirma orani diisiik oldugundan basariy1 olumsuz
etkiledigi goriilmektedir.

Naive Bayes algoritmasi ile siniflandirma yapildiginda ise %83 dogruluk oranina
ulasilmistir. Naive Bayes algoritmasi kullanildiginda SVM ve MLP algoritmalarina

kiyasla daha diisiik dogruluk oranina sahip sonug elde edilmistir.
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Sekil 4.5. Naive Bayes siniflandirma algoritmasi kullanilarak elde edilen karmagiklik matrisi
Sekil 4.5°de verilen karmagiklik matrisi incelendiginde, “Asker” kategorisindeki

39 adet siirden yanlhislikla birer tane siir “Sehit”, ve “Savasg” kategorisinde tahmin

edilmistir. 37 tane siirin ise dogru tahmin edildigi goriilmektedir. Naive Bayes
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algoritmast kullanildiginda en dogru tahmin “Kadin” kategorisine ait siirlerde
gerceklesmistir. Bu sinifa siirlerin tamami dogru tahmin edilmistir. Bu kategorideki
siirler daha belirgin kelimeler igerdiginden daha dogru tahminler elde edilmistir.
“Anne” kategorisine ait siirlerin dogru siniflandirma orani diisiik oldugundan basariy1
olumsuz etkiledigi goriilmektedir.

K-NN ile siniflandirma yapildiginda ise K degeri ilk asamada 3 olarak
secildiginde yapilan smiflandirmada %77 dogruluk oranina ulagilmistir. K degerinin 5
olarak secilmesi sonucunda yapilan siniflandirmada %80 dogruluk oran1 elde edilmistir.
K degerinin 7 olarak secilmesi sonucunda yapilan siniflandirmada %81 dogruluk orani

elde edilmistir.
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Sekil 4.6. K-NN smiflandirma algoritmasi kullanilarak k=7 i¢in elde edilen karmagiklik matrisi

Sekil 4.6°de verilen karmasiklik matrisi incelendiginde, “Savas” kategorisindeki
27 adet siirden yanlislikla birer tane siir “Spor”, ve “Asker” kategorisinde tahmin
edilmigtir. 25 tane siirin ise dogru tahmin edildigi goriilmektedir. K-NN algoritmasi

kullanildiginda en dogru tahmin “Baba” kategorisine ait siirlerde gerceklesmistir. Bu
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siifa siirlerin tamami dogru tahmin edilmistir. Bu kategorideki siirler daha belirgin
kelimeler igerdiginden daha dogru tahminler elde edilmistir. “Sehit” kategorisine ait
stirlerin dogru simiflandirma orami diisilk oldugundan basariyr olumsuz etkiledigi
goriilmektedir.

Decision Tree algoritmasi ile smiflandirma yapildiginda ise %81 dogruluk

oranina ulasilmistir.
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Sekil 4.7. Decision Tree smiflandirma algoritmasi kullanilarak elde edilen karmagiklik matrisi

Sekil 4.7°de verilen karmagiklik matrisi incelendiginde, “Anne” kategorisindeki
41 adet siirden yanlislikla birer tane siir “Vatan”, ve “Bayrak” 3 adet siir ise ’Sehit”
kategorisinde tahmin edilmistir. 36 tane siirin ise dogru tahmin edildigi gorilmektedir.
Decision Tree algoritmasi kullanildiginda en dogru tahmin “Spor” kategorisine ait
siirlerde gerceklesmistir. Bu smifa siirlerin tamami dogru tahmin edilmistir. Bu

kategorideki siirler daha belirgin kelimeler igerdiginden daha dogru tahminler elde
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edilmistir. “Vatan” kategorisine ait siirlerin dogru smiflandirma oran1 disiik
oldugundan basariy1 olumsuz etkiledigi goriilmektedir.
Random Forest algoritmasi ile siniflandirma yapildiginda ise %87 dogruluk

oranina ulasilmstir.
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Sekil 4.8. Random Forest siniflandirma algoritmasi kullanilarak elde edilen karmagsiklik matrisi

Sekil 4.8’de verilen karmasiklik matrisi incelendiginde, “Anne” kategorisindeki
50 adet siirden yanlishkla birer tane siir “Ogretmen”, “Vatan”, “Tiirkiye”, “Hasta”,
“Bayram”, “Baba” ve “Asker” kategorisinde tahmin edilmistir. 43 tane siirin ise dogru
tahmin edildigi goriilmektedir. Random Forest algoritmasi kullanildiginda en dogru
tahmin “Para” kategorisine ait siirlerde gergeklesmistir. Bu sinifa 52 adet siirin 51 tanesi
dogru tahmin edilmistir. Bu kategorideki siirler daha belirgin kelimeler icerdiginden
daha dogru tahminler elde edilmistir. “Vatan” ve “Bayrak™ Kategorilerine ait siirlerin

dogru siniflandirma orani diisiik oldugundan basariy1 olumsuz etkiledigi goriilmektedir.
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Siniflandirma algoritmalari kullanilarak varsayilan parametreler ile siniflandirma
yapildiginda elde edilen sonuglarin kiyaslanabilmesi ve daha iyi sonuglar elde
edilebilmesi i¢in kullanilan yontemlerden bir tanesi hiperparametre analizidir. Bu tez
caligmasinda smiflandirma algoritmalarinin  dogruluk oranlarinin artirilmasi igin
hiperparametre analizi c¢alismas1 yapilmistir. Hiperparametre analizinin amaci
smiflandirma algoritmasinin performansint artirmaktir. Hiperparametre analizi ile
birlikte varsayilan parametreler en iyi sonucu verecek seckilde degistirilebilmektedir.
Hiperparametre  analizi  i¢in  kullanilan  yontemler  GridSearchCV  ve
RandomizedSearchCV’dir. GridSearchCV yontemi, belirlenen parametreler ile
modelleri ayr1 ayri test eder. Bu islem sonucunda en iyi sonucu veren parametreler
belirlenmis olur. Tiim olasiliklar denendigi i¢in bulunan parametrelerin en iyi sonucu
verdiginden emin olunabilir. Bu yontem kiigiik veri setleri ile ¢ok iyi sonuglar verebilir.
Biiyiik veri setleri ile ¢alisilmak istendiginde olasilik sayisina bagl olarak ¢ok uzun
islem sliresi ile karsilasilabilmektedir. RandomizedSearchCV  yonteminde,
hiperparametreler rastgele segilir. Segilen bu parametreler ile kurulan modeller iterasyon
sayist boyunca test edilir. Bilyiik veri setlerinde daha az maliyetle iyi sonuglar verebilir.
Parametreler rastgele denendigi i¢in en iyi sonu¢ garanti edilmez. Hiperparametre
ayarlamasinin yapilabilmesi i¢in mevcut modelin belirli bir basartyr sunmasi
gerekmektedir. Basarinin ¢ok diisiik oldugu durumlarda, bu islemin model basarisini
cok yiiksek seviyeye ¢ikarmasi beklenemez.

Bu tez c¢alismasinda kullanilan yontemlerden Rastgele Orman algoritmasi igin
hiperparametre analizi yapilmistir. Bunun i¢in RandomizedSearchCV yontemi
kullanilmigtir. Random  Forest algoritmasinda kullanilan  “n_estimators” ve
“max_depth” degiskenleri degistirilerek en iyi sonu¢ bulunmaya c¢aligilmistir.
“n_estimators” degiskeni algoritmada kullanilan aga¢ sayisim1 ifade eder. Bu
hiperparametrenin artirilmasi1 genellikle modelin performansini artirir ancak ayni
zamanda egitim ve tahminin hesaplama maliyetini de artirir. “max_depth” degiskeni ise
algoritmadaki maksimum derinligi ifade eder. Bu degerin yiiksek ayarlanmasi
overfitting (asir1 6grenme) problemine yol agarken diigiikk ayarlanmasi ise underfitting
(eksik Ogrenme) problemine yol agar. Hiperparametre analizi sonucunda en iyi
“max_depth” degeri 17 ve en iyi “n_estimators” degeri ise 254 olarak bulunmustur.
Parametrelerin bu sekilde ayarlanmasi sonucunda dogruluk orani %87’den %89’a

¢ikmustir.
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Calismada kullanilan diger bir algoritma SVM igin de hiperparametre analizi

yapilmistir. Bunun i¢in GridSearchCV yontemi kullanilmistir. SVM  algoritmasinda

kullanilan “C”, “gamma” ve “kernel” degiskenleri degistirilerek en iyi sonu¢ bulunmaya

calistimistir. Bu degiskenler sirasiyla varsayilan “1.0”, “scale” ve “rbf” degerlerine

sahiptir. GridSearchCV yontemi ile bu degerlerin farkli kombinasyonlari ile model 125

defa egitilmistir. “C” ve “gamma” degiskenleri i¢in beser adet parametre tanimlanmus,

“kernel” degiskeni i¢in ise bir adet parametre tanimlanmistir. Buradan ortaya ¢ikan 25

adet kombinasyon i¢in 5 kat ¢apraz dogrulama yapildiginda model toplamda 125 kez

test edilerek en iyi parametreler bulunmaya c¢alisilmistir. Hiperparametre analizinde

kullanilan kombinasyonlarin bir kismi Cizelge 4.1°de verilmistir.

C Gamma Kernel Score Egitim Siiresi
0.1 1 rbf 0.679 8.1min
0.1 0.01 rbf 0.051 8.2min

1 0.1 rbf 0.812 5.1min

10 0.001 rbf 0.402 8.2min
100 1 rbf 0.858 6.3min
1000 0.001 rbf 0.865 3.9min
1000 0.0001 rbf 0.839 5.0min
1000 0.001 rbf 0.875 4.0min

Cizelge 4.1. SVM algoritmasmin hiperparametre analizinde kullanilan parametre 6rnekleri

Hiperparametre analizi sonucunda “C” parametresi i¢in 1000, “gamma”

parametresi i¢in 0.001 ve “kernel” parametresi i¢in “rbf” degerleri ile en iyi

kombinasyon saglanmigtir. Bu kombinasyon ile %87.5 dogruluk orani elde edilmistir.

Hiperparametre analizinden 6nce de ayni dogruluk orani elde edildiginden herhangi bir

artis gozlemlenmemistir.
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5. SONUCLAR VE ONERILER

5.1 Sonuclar

Dogal dil isleme gilinlimiiziin dikkat ¢eken alanlarindan bir tanesidir. Bunun
sebebi uygulama alaninin ¢ok genis olmasi ve giinliik hayatimizi kolaylastiran birgok
orneginin bulunmasidir. Bunlardan bir tanesi de dogal dil isleme yontemleri kullanilarak
metinlerin smiflandirilmasidir. Giinlimiizde veri boyutunun biiyiikliigii ve artis hizi
dikkate alindiginda metin siniflandirma yapmanin 6nemi ortaya ¢ikmaktadir. Makine
ogrenmesi ve dogal dil isleme yontemleri kullanilarak metinler hizli ve maliyet etkin bir
sekilde otomatik olarak smiflandirilabilir. Siniflandirilmamis metinlerle ¢alismak
yorucu ve zaman alan bir siirectir. Metin siniflandirma, istenen veriye daha hizli
ulagsmay1 ve kolay islem yapabilmeyi daha maliyet etkin bir bi¢imde saglar. Metinin
smiflandirilabilmesi i¢in genellikle denetimli makine 6grenmesi algoritmalari kullanilir.
Denetimli makine d6grenmesi kullanmadan da metin simiflandirmasi yapilabilir. Yani
kural tabanli bir sistem tasarlanarak siniflandirma islemi yapilabilir. Ancak bu tez
calismasinda kural tabanli model yerine makine 6grenimi temelli model ile ¢aligilmistir.

Calismada farkli kategorilerde yazilmis olan siirlerin kategorisi, otomatik olarak
onceden belirlenmis kategorilere gore tahmin edilmektedir. Bu siniflandirmanin
yapilabilmesi i¢in alt1 farkli makine 6grenmesi algoritmasi ve dogal dil isleme teknikleri
birlikte kullanilmigtir. Yapilan ¢alisma yedi asamadan olusmaktadir. Birinci asamada
gerekli kiitiiphaneler projeye dahil edilmistir. Ikinci asamada veri seti projeye dahil
edilmistir. Veri seti web kazima yéntemi ile elde edilmistir. Ugiincii asamada metin &n
isleme yapilmigtir. Bu asamada dogal dil isleme yapilabilmesini saglayan Zemberek
Kiitliiphanesi kullanilmistir. Dordiincli agamada metnin sayisal bir formatta temsil
edilebilmesi igin vektorlestirme yapilmistir. Bilgisayarlarin sayisal veriler iizerinde
islem yapabilmesi nedeniyle metinlerin sayilardan olusan vektorlere doniistiiriilmesi
islemidir. Metni sayisal forma doniistiirmek i¢in farkli yaklagimlar bulunmaktadir. Bu
calismada metinin sayisal forma donistiiriilmesi i¢in TF-IDF yontemi kullanilmistir.
Besinci asamada egitim ve test veri setleri olusturulmustur. Calismada kullanilan veri
seti %80 egitim ve %20 test olacak sekilde kullanilmistir. Altinc1 asamada siiflandirma
algoritmalar1  kullanilarak  olusturulan model egitilmis ve tahmin islemi
gerceklestirilmistir. Siniflandirma yapilabilmesi icin SVM, MLP, Naive Bayes, K-NN,

Karar Agaci ve Rastgele Orman algoritmalart kullanilmistir. En 1yi sonucu %87
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dogruluk orani ile SVM ve Rastgele Orman algoritmalar1 vermistir. Yedinci ve son
asamada siniflandirma algoritmalarinin performansi degerlendirilmistir.
Degerlendirmenin yapilabilmesi i¢in karmasiklik matrisi kullanilmustir.

Siniflandirma basarisinin artirilmast igin hiperparametre analizi yapilmistir.
Bunun i¢in RandomizedSearchCV ve GridSearchCV yontemleri kullanilmistir. Bu
analiz sonucunda ise Rastgele orman algoritmasinin dogruluk sonucu %89 olarak elde

edilmistir.

5.2 Oneriler

Bu c¢aligmada makine 6grenmesi ve dogal dil isleme yontemleri kullanilarak
metinlerin siniflandirilmasi ¢alismasi yapilmustir. Internet sitelerinden elde edilen ve
smif etiketleri onceden belli olan veri seti egitim ve test veri setlerine boliinerek
siiflandirma islemi gergeklestirilmistir.

Yapilacak olan smiflandirma galigmalarinda, veri seti 6nemli bir yere sahiptir.
Veri setinin boyutu sonucu etkileyen bir faktor olup veri setinin boyutu arttikga zaman
maliyeti ve basar1 orant dogru orantili olarak artmaktadir. Tam tersi durumda ise zaman
maliyeti ve bagar1 oran1 dogru orantili olarak azalmaktadir. Siniflandirma ¢aligmalarinda
veri setinin boyutu kademeli olarak artirilarak elde edilen sonuglar neticesinde veri seti
boyutuna karar verilmelidir.

Calismada kullanilacak olan veri seti, veri 6n isleme adimindan gegirilmelidir.
Bu islem dogru ve giivenilir sonuglar elde edilmesi bakimindan 6nemli bir asamadir.
Veri o6n isleme adiminda eksik verilerin tamamlanmasi, tekrarlayan verilerin
kaldirilmas: gibi diizeltici islemler yapilabildiginden veri seti smiflandirma adimina
hazirlanmig olur. Dogal dil isleme adimlarimin gergeklestirilebilmesi igin farkli
kiittiphaneler bulunmaktadir. Calismada farkli kiitiiphaneler kullanilarak elde edilen
sonuclarda olusan degisim gozlemlenebilir.

Veri 6n isleme adimi yapildiktan sonra calismada kullanilacak olan metin
vektorlestirme yontemleri belirlenmelidir. Farkli yontemler kullanilarak elde edilen
sonuclar kiyaslanmali ve ¢alisma icin en uygun yonteme karar verilmelidir.

Smiflandirma islemi i¢in kullanilabilecek birgok algoritma bulunmaktadir.
Algoritmalar farkli problemeler i¢in farkli sonuglar vermektedir. Bu ¢alismada metin
simiflandirma problemi i¢in yaygin olarak kullanilan gozetimli 6grenme algoritmalari

(SVM, MLP, K-NN, Decision Tree, Random Forest, Naive Bayes) kullanilmistir. Farkli
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algoritmalar kullanilarak elde edilen sonuglarin gézlemlenmesi daha verimli sonuglar

alinmasini saglamaktadir.
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