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POZ TAHMINI iCiN SENSOR TABANLI BiR SiISTEM TASARIMI VE
UYGULAMASI

OZET

Fiziksel hareketlerin dijital ortamlarda ger¢ek zamanli olarak modellenmesi son
yillarda gelismekte olan bir konudur. Elektronik alanindaki hizli gelisimler,
gercekligin  dijital ortama déniistiiriilmesinde kolaylik saglamaktadir. Insan
viicudunun eklem bolgelerinin hareketlerinin dijital ortama aktarilmasi hem tibbi
uygulamalarda hem de insan viicudu ile senkronize ¢alisan diger sistemlerde kritik bir
rol oynamaktadir. Eklem hareketlerinin hassas ve hizli bir sekilde dijital ortama
aktarilmasi, tibbi teshis ve tedavi siireglerinde daha hizli ve dogru sonuclar elde
edilmesini saglamaktadir. Tibbi alanlarinin disinda insan-robot etkilesimi gibi
alanlarda da kullanilmas1 6nemli avantajlar sunmaktadir. insan viicudu ile senkronize
bir sekilde caligabilen bu sistemler, insanlarin zorlandigi goérevleri daha yapilabilir
duruma getirmekle kalmaz, ayni zamanda insanlarin potansiyel zarar gérmesini de
engelleyebilmektedir. Bu tez ¢alismasinda, insan viicuduna ait pozlarin tahmini igin
bir sistem gelistirilmesi amaglanmistir. Sistemin hem elektronik hem de yazilim
bilesenleri bulunmaktadir. Tasarlanan elektronik sistem insan viicudu iizerinde on
bolgeye yerlestirilecektir. Elektronik sistem {izerinde mikrodenetleyici, IMU sensor,
Wi-Fi modiilii ve diger bilesenler bulunmaktadir. IMU sensorler kullanilarak insan
viicudu {izerinden egim degerleri alimarak Wi-Fi modiilii ile bir veritabanina
gonderilmektedir. Bilgisayar ortaminda ise, tasarlanan bir arayiiz programi ile bu
sensor verileri veritabanindan alinarak bir yapay sinir ag1 modeli ile tahmin etme
islemi gergeklestirilmektedir. Tahmin sonucunda ise, tahmin edilen pozun goérsel ve
sayisal bilgileri ayni arayiliz programinda gosterilmektedir. Tasarimda, elektronik
sistemler tamamen modiiler olarak kullanilmistir. Besleme kaynagi olarak LiPo pil
kullanmilmistir. Yapay zeka modeli egitilmesi i¢in gerekli veri setleri elektronik cihazin
veri seti liretimi boliimii ile gerceklestirilmistir. IMU sensor verileri mikrodenetleyici
hafizasinda tutulmaktadir. Bu veriler yapay zeka modelinin egitimi igin girdi olarak
verilmistir. Sistemin egitimi i¢in 300.000 sensor verisi elde edilmis ve sonug olarak 10
poz igin %90 dogrulukla poz tahmini gerceklestirilmistir.

Anahtar kelimeler: Mikrodenetleyici, IMU sensor, Wi-Fi moduli, Yapay zeka,
Sistem tasarimi, Gomiilii yazilim.
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A SENSOR BASED SYSTEM DESIGN FOR POSE ESTIMATION AND
APPLICATION

SUMMARY

The real-time modeling of physical movements in digital environments has emerged
as agrowing field in recent years. Advances in electronics have significantly facilitated
the transformation of physical reality into digital form. Digitally capturing the motion
of human joint regions plays a critical role in both medical applications and systems
synchronized with the human body. The precise and rapid transfer of joint movements
to a digital platform enhances the accuracy and speed of medical diagnosis and
treatment processes. Beyond medical fields, such systems offer significant advantages
in areas such as human-robot interaction. Systems synchronized with the human body
not only make physically demanding tasks more manageable but also reduce potential
risks to individuals. This thesis aims to develop a system for predicting human body
poses. The proposed system encompasses both electronic and software components.
The electronic system is designed to be deployed across ten regions of the human body.
Key components include a microcontroller, IMU sensors, a Wi-Fi module, and other
electronic elements. Using IMU sensors, angular orientation data is collected from the
human body and transmitted to a database via the Wi-Fi module. On the software side,
a custom-designed interface retrieves sensor data from the database and processes it
using an artificial neural network (ANN) model for pose prediction. The predicted
pose is then displayed both visually and numerically on the same interface. The
electronic components of the system are designed to be fully modular. A LiPo battery
is used as the power source. The system also features a data generation mechanism for
training the Al model. IMU sensor data is stored in the microcontroller's memory and
used as input for Al model training. A dataset comprising 300,000 sensor readings was
collected for training, resulting in a pose prediction accuracy of 90% for 10 distinct
poses.

Keywords: Microcontroller, IMU sensor, Wi-Fi module, Artificial intelligence,
System design, Embedded software.
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1. GIRIS

Teknolojinin hizli bir sekilde gelismesiyle birlikte, kamera ve giyilebilir teknoloji
cihazlarinin kullanimi da hizla artmaktadir. Bu gelisim, sadece son kullanicilarin
glinliik yasamlarmi kolaylagtirmakla kalmayip, aym1 zamanda g¢esitli alanlarda
hedeflenen sonuglara daha hizli ve giivenilir bir sekilde ulagilmasini saglamaktadir.
Ornegin, insan poz tahmini birgok uygulama i¢in énemli bir konudur. Biyomekanik,
fizyoloji, psikoloji, animasyon, insan-bilgisayar etkilesimi, insan-robot etkilesimi gibi
baslica uygulama alanlar1 buna 6rnek verilebilir. Ilerleyen bilgisayar teknolojisi ve
Metaverse teknolojisinin de hayatimiza girmesi sonucu sanal uygulamalarin
artmasiyla, sanal-gerceklik (VR), artirllmig gergeklik (AR) ve karma gergeklik (MR)
uygulamalari giiniimiizde de lizerinde durulan ve gelecekte daha da 6nemli olacak olan
uygulama alanlaridir. Bu alanlara hizli sekilde adapte olabilmek, uygulamalar ve
sistemler gelistirebilmek ilerleyen ylizyillarda var olabilme agisindan Onem arz

etmektedir.

Ozellikle sanal gerceklik uygulamalan diisiiniildiigiinde, artik kullanicinin sadece
elindeki sensorlerin ve bag hareketlerinin sanal diinyaya aktarilmasi ve buna gore tepki
olusturulmasi yeterli gelmemektedir. Kullanicinin tiim viicut pozu veya bazi vucut
parcalarinin X, Y, Z konumlar1 ve acilarinin elde edilmesi ile kullanicinin avatarinin
gercek zamanli olarak sanal ortama aktarilmasi bu uygulamalarin 6niinii daha da
acacaktir. En basitinden silahli askeri egitimler bu tiir bir sistem ile, yaralanma riski
olmadan gercege en yakin deneyimi saglayacak sekilde sanal ortamda rahatlikla
gergeklestirilebilir. Yine viicut pozlarinin 6nem arz ettigi ¢esitli spor dallarina ait
uygulamalar bu tiir bir sistem ile gelistirilebilir. Bu ve bunun gibi sistemlerde, poz
verilerinin sanal ortama aktarilirken aktarilma hizi ve veri gonderilme dogrulugu da
cok onemlidir. Gonderilen verilerin dogrulugu ne kadar yiiksek ise, sanal ortamda da
alacak sonucun dogruluk orani ayni oranda yiiksek olacaktir. Veri glivenirliginin

diisiik olmas1 durumunda beklenen sonucun daha altinda sonug almak kaginilmazdir.

Yapay zeka alanindaki gelismelerin hizli bir sekilde artmasiyla birlikte neredeyse her

alanda bir yapay zeka modelinin kullani1ldig1 goriilmektedir. Bu yapay zeka modelleri,
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sistemleri kontrol eden klasik yontemler yerine daha verimli, hizli ve giivenilir
sonuglar vermektedir. Sensorlerden veya kameralardan girdi olarak gelen veriler ile
bir model egitilebilir ve bu model ile daha basarili bir sonu¢ elde edilebilir.
Teknolojinin her alandaki gelisimi ve bu gelisimlerin birbirine olan etkisiyle beraber
daha iyi sistemler elde edilebilmektedir. Yukarida 6rnek gosterilen sistemlerin de sanal
diinya ile iligkilendirilmesi ve yapay zekanin birlikte kullanilmasi ¢ok yiiksek bir

ihtimalle gerceklestirilecektir.

Coklu girise sahip bu tiir sistemlerin karmasiklik seviyesi arttikga ¢O6ziim
bulunabilmesi de zorlagmaktadir. Bu karmasik sistemlerde yapay zekanin pratik olarak
kullanilmas biiyiik avantaj saglamaktadir. Bu gibi avantajlarinin yaninda, yapay zeka
modellerinin tiimlesik sistemlere kolayca entegre edilebilmesi de sagladigi diger
biiyiik avantajlardandir. Karmasik sistemlere bulunacak ¢6ziimlerin yiksek
maaliyetlerine kars1 hem pratik hem de ucuz sekilde ¢6ziim bulunabilmesi yapay zeka

ile cok daha kolay olmaktadir.

1.1 Tezin Amaci

Sanal gergekligin kullanim alanlarmin ¢ogalmasiyla beraber gergek zamanli poz
tahmini alaninda da ¢alismalar hizla artmaktadir. Bu ¢alismalarda da kamera veya
atalet 6lcum (IMU) sensorleri kullanilmaktadir. Sadece kamera kullanilan sistemlerde
alinan goriintiiler tizerinde goriintii isleme teknikleri ve diger yapay zeka yontemleri
kullanilarak poz tahmini yapilabilmektedir. Diigiik maliyetli bu sistemlerde sonuglar
1yi cikabilir fakat kameralar 6lii bolgelerde goriintli alamayacagi i¢in dezavantajlara
sahiptir. Ayrica, kamerali sistemler kullaniciy1 belirli bir konumda kisitlayabilir. IMU
sensOr kullanilan g¢aligmalarda sensoriin esnek yapida olmasit ve hassas Olglim
yapabilme yetenegi ile daha verimli oldugu sdylenebilmektedir. Bu sensdrlerin

maliyetinin diisiik olmasi ve kullaniminin kolay olmasi biiytik bir avantaj sunmaktadir.

Bu tez ¢aligmasinda sadece IMU sensdrler kullanilarak yapay zeka ile birlikte 3B insan
poz tahmini yapabilen bir sistem tasariminin gerceklestirilmesi hedeflenmistir. Tez
calismasinda sadece insan viicut parcalarinin konum ve agilarinin elde edilmesi ile bir
arayliz programinda insan pozunun gosterilmesi amaglanmigtir. VUcut Uzerinde
toplam 10 adet olacak sekilde IMU sensorli sistem yerlestirilmistir. Bu sistemler viicut
tizerinde yerlesim olarak uygun goriilmiis boliimlere yerlestirilmistir. Bu sistemler

birbirinden bagimsiz galisabilse de calismanin amacina uygun olarak birbiriyle



bagimli ve senkronize bir sekilde ¢aligmasi gerekmektedir. Yapay zeka modeli, insan
pozisyonunu tahmin etme islemini gerceklestirirken, bu girdilerin de ayni1 anda

senkronize sekilde gelmesi gerekmektedir.

IMU sensorlerden verilerin kolay bir sekilde alinabilmesi ve diger sistemlerle beraber
senkronize bir sekilde galisabilmesi i¢in mikrodenetleyici tabanli bir sistem tasarimi
yapilmistir. Elde edilen sensor verilerinin yapay zeka modeline gonderilmesi icin
kablosuz bir haberlesme modili kullanilmistir. Bu sistemler beslemesini bir pil
Uzerinden almaktadir. Yapay zeka modelini egitmek icin gerekli veriler, tasarlanan
elektronik sistem (zerinde kaydedilerek yapay zeka modeline girdi olarak
verilmektedir. Bu veriler belirli sayida hareketlerin tekrar edilerek kaydedilmesiyle
olusturulmustur. Veri seti olusturulurken, veriler mikrodenetleyicinin hafizasinda
tutulmakta ve bir arag ile bu veriler bilgisayar ortamina aktarilmaktadir. Poz tahmin
etme fonksiyonu gergeklestirilirken on adet sistemden gelecek sensor verileri Wi-Fi
modiili ile bir veri tabanina gonderilmektedir. Tasarlanan arayiiz programi ise, poz
tahmin etme fonksiyonu ¢alistirildiginda veri tabanindan sensdor verilerini alarak yapay
zeka modeline girdi olarak verilmekte ve yapay zeka modelini ¢alistirmaktadir. Cikt1
olarak tahmin edilen pozun gorseli ve dogruluk oranini gosterilmektedir. TUm sensér
verileri ger¢ek zamanl olarak hem veri tabanindan hem de arayiiz programindan
izlenebilmektedir. Viicut lizerinde bulunan sistemin hangi bélgede bulundugu ve hangi
verileri yolladig1 isaretlenmis olarak arayiiz programinda goriilebilmektedir. Veri

gonderilmesinde bir karigiklik olmasi durumu sistemden kolayca izlenebilmektedir.

Kablosuz modiil ile veri gonderilirken bir hata olusmasi durumunda ilgili modil hata
moduna diigmektedir ve bu mod sonrasinda sistem kendisini resetleyebilir ve diger
sistemlerin akisin1 bozmadan ¢alisma durumuna otomatik geri dénebilmektedir. Bu
sayede sistemin senkronize c¢aligmasini etkileyecek etkiler ortadan kaldirilmasi
hedeflenmistir. Vicut Uzerinde modillerin yerlestirilmesini ve bulundugu konumu
koruyabilmesi icin saat kordonuna benzer bir kordon tasarlanmistir. Bu sayede vicut
tizerine kolayca takilip c¢ikarilabilmektedir. Sistem tasarimi yapilirken sistemin
modiiler olmasi1 hedeflenmistir. Viicut iizerine yerlestirilen her bir moduliin sahip
oldugu bir numara bulunmaktadir. Bu numaralar, tasarlanan cihaz iizerinden kolayca
secilebilmektedir. Bu sistemlerden birisinin bozulmas1 durumunda yedek bir sistemi

bu akisa dahil etmesi miUmkin olmaktadir. Bozulan sistemin bulundugu viicut



bolgesinin numarasi yeni sistemde secildikten sonra ilgili sistem, akisa otomatik olarak

katilabilmekte ve veri akigin1 devam ettirebilmektedir.

Tez ¢alismasindaki ilgili elektronik kart tasarimi siirecinde, kullanilacak elektronik
bilesenlerin birbirleriyle olan etkilesimlerinin minimum seviyede tutulmasi esastir.
Bu, elektromanyetik girisim (EMI) ve diger parazitik etkilerin en aza indirilmesi
acisindan kritik dneme sahiptir. Ayrica, montaj sirasinda karsilasilan zorluklarin
azaltilmas1 ve {iretim siirecinin kolaylastirilmasi i¢in bilesen yerlesimi dikkatle
planlanmalidir. Bu planlama, hem otomatik montaj makinelerinin verimliligini
artiracak hem de manuel montaj islemlerini kolaylastiracaktir. Sistem tasariminin
0zglin olmas1 amaglanmaktadir. Son kullanicinin rahat bir sekilde kullanabilecegi bir
sistem olmasi1 hedeflenmektedir. Bundan dolayi elektronik kart tasarimi, kart yazilimi
ve bilgisayar arayliz programinin yazilimi ve tasarimi 6zgiin olarak yapilmistir. Tez
calismasi su sekilde sekilde organize edilmistir. BOIUm 1.2°de literatiir ¢alismalarina
yer verilmis, 2. boliimde gelistirilen poz tahmin sistemi agiklanmigtir. 3. b6lumde ise

sonuglar sunulmus ve 4. bolimde tartismaya yer verilmistir.

1.2 Literatlr Arastirmasi

Literatiirdeki 3B insan poz tahmini iizerine yapilan ¢alismalar incelendiginde bir¢ok
yontem kullanilarak insan poz tahminin gercgeklestirildigi arastirmalarin mevcut
oldugu goriilmiistiir. IMU sensorlerin yanininda farkli sensérler veya kamera
modillerininde kullanildigi hibrit sistemlerde mevcuttur. IMU sensorler disinda
gorinti verilerin Gzerinde de insan poz tahmininin yapildigi c¢alismalar da

bulunmaktadir.

1.2.1 SensoOr tabanh ve hibrit sistemler

Von Marcard ve dig. (2016) 3B insan poz tahmini ger¢eklestirmislerdir. Calismada,
video verilerinin kullanilmasinin yaninda IMU sensdr verileri de kullanilarak hibrit bir
sistem olusturulmustur. Video verileri hareket analizinde kullanildiginda, hizli
hareketlerde veya belirsiz durumlarda hatalara sebep olmaktadir. Bu hatalarin
giderilmesi i¢in IMU sensorler kullanilmistir. Sadece IMU sensorler kullanildiginda
da dogru konum bilgisi alinmamaktadir. Bu hibrit sistem ile dezavantaj durumlarinin

ortadan kaldirilmas1 hedeflenmistir.



Trumble ve dig. (2017) c¢oklu agidan video goriintiisii ve IMU sensér kullanarak 3
boyutlu konum ve poz tahmini calismast gergeklestirmistir. Tahmin islemini
gergeklestirebilmek icin yapay zeka modeli olarak 3 boyutlu konvoliisyonel sinir ag1
modelini kullanmislardir. Viicut iizerinde Ol¢im yapilacak belirli bolgelere IMU
sensorleri yerlestirerek veri toplama islemi gergeklestirmislerdir. Ancak, bu siiregte
hareket algilama sirasinda veri kaymalarmmin meydana geldigi gozlemlenmistir.
Aragtirmacilar, bu kayma sorunlarini gidermek ve veri dogrulugunu artirmak amaciyla
alternatif bir yontem onermislerdir. Bu yontem ile, elde edilen poz goriintiileri ile viicut
uzerindeki IMU sensonlerinden elde edilen verilerin entegre edilmesiyle ¢ift akisli bir
sinir ag1 modeli sunarak bu modeli hibrit model olarak kullanmiglardir. Bu model ile
kullanilan modiillerin belirsizlikleri azaltilarak, 6nceki yontemlerin sonuglarina gore

daha yiiksek dogruluk saglamislardir.

Malleson ve dig. (2017), viicut hareket yakalama sistemi sunmuglardir. Bu sistemde,
IMU sensorleriyle birlikte kamera verilerini de kullanmislardir. IMU sensorleri ile
kamera verilerinin birlestirilmesiyle hibrit ve gercek zamanli bir sistem
Onermektedirler. Yazarlar, gelecek caligmalarinda algilama hizinin artirmak igin
birden fazla GPU kullanmay1 hedeflemektedir. Zheng ve dig. (2018), ger¢ek zamanl
insan hareket yakalamasi i¢in kamera ve IMU sensdr tabanl bir sistem sunmusglardir.
Sistemin pratik yapisindan dolay1 ger¢ek zamanl olarak artirilmig gergeklik (AR) ve

sanal gerceklik (VR) uygulamalarinda kullanilabilmesi miimkiin olmaktadir.

Pathirana ve dig. (2018) dogrusal olmayan problemlerin tahmin edilebilmesi igin
geleneksel yontemlerden ziyade, poz tahmininde farkli bir yontem sunmaktadirlar.
Kullandiklart yontem ile dogrusal olmayan problemlerin dogrusal baglamda ele alan
Olciim tekniklerini gostermislerdir. Bu ¢alismada engelli insanlarin hareket
bozukluklarinin tespit edilebilmesi i¢in IMU sensorler kullanilmistir. Calismanin
hedefi engelli bir birey oldugu i¢in, insan viicudu lizerindeki bolgelere yerlestirilirken
bu bireyleri zorlamayacak ve pratik olmasini saglayacak sekilde en az say1 da sensor
kullanimi hedeflenmistir. Tahmin etme siireclerinde kalman filtresi kullanilmistir. Bu
filtrenin kullanilmas1 durumunda, tek bir sensor kullanildiginda eklem pozisyonlarinin
tahmin sonuglarimin daha 1yi elde edildigi gosterilmistir. Bu ydntemlerin
dogrulugunun gosterilmesi i¢in hem bilgisayar simiilasyon ortamlarinda hem de

deneysel ¢alismalarla gosterilmistir.



Von Marcard ve dig. (2018), IMU sensorleri ve kamera kullanarak 3B insan poz
tahmini gergeklestirmislerdir. Calismada, IMU takili kisilerde 2B ve 3B verilerin
birbirine olan tutarliliginin saglanmasi i¢in grafik tabanli yontem kullanilmistir.
Gelistirilen yontem TotalCapture veri seti lizerinde dogrulanmistir. Calisma, 3DPW
ad1 verilen yeni bir veri seti sunmaktadir. Chan ve dig. (2018), yaptiklari ¢aligmada el
hareketlerinin izlenilmesini saglayan bir sistem gelistirmislerdir. Calismada, kamera,
IMU ve flex sensor olmak tizere ii¢ farkli sensor kullanmiglardir. El hareketleri ger¢ek
zamanli olarak bilgisayar ortamina aktarilmis ve sanal el modeli ile es zamanli olarak

calistirilmaktadir.

Vu ve dig. (2019) el pozu tahmini iizerine bir ¢alisma gergeklestirmislerdir. Bu
calismada iki adet ivmedlcer (IMU) sensorii ve Leap Motion Kamerast (LMC)
kullanilmistir. Calismada kullanilan IMU sensorleri, elin arka kismina yerlestirilen bir
kutu {lizerine monte edilmistir. Poz tahmini sirasinda, IMU sensorlerinden elde edilen
verilerin dogrulugu i¢in Ortalama Kare Hatasi (MSE) degeri minimize edilmistir.
Calisma, sanal gerceklik (VR) ve artirilmis gergeklik (MR) uygulamalarinda
kullanilmas1 hedeflenmektedir. Onerilen ydntem ile el pozlarmin ger¢ek zamanlh
olarak tahmin edilmesi miimkiin kilinmistir. Yapilan ¢alismada, yontemin VR uyumlu
bilgisayar ortamlarinda 70 Hz yenileme hizinda izlenebilir ve tahmin edilebilir oldugu
gosterilmigtir.  Gelecekteki ¢aligmalar i¢in, el poz tahmininin dogrulugunun
artirtlmasin1  ve bilgisayarlarin  yaninda mobil akilli telefonlarda VR/MR

uygulamalarinin kullanilmasini 6nermislerdir.

Baldi ve dig. (2019) insan viucudunun (st boélgesinin tahmin edilmesi Gzerine bir
calisma gerceklestirmislerdir. Bu ¢calismada tahmin islemi i¢in donanimsal olarak IMU
sensorler kullanilmistir. Elde edilen sensor verilerinin birlestirilmesinde Multiplicative
Kalman Filtresi (MEKF) kullanilmistir. Calismada, mevcut sistemlerde kullanilan
sensOrlerin  dezavantajint  kaldirmak icin ivmedlger sensorlerin  kullanildig
algoritmalar kullanilmistir. Calismanin deneysel sonuglarina bakildiginda, kullanilan
yontemin manyetik alanlardan etkilenmeyen, diisiik maaliyetli ve yiiksek dogrulukta
viicut durus tahmini saglandigini goriilmektedir. Yapilan ¢alisma gercek zamanl
olarak bilgisayar iizerinde izlenebilmektedir. Sonug olarak, 1 kHz sinyal hizinda
gerceklestirilen ornekleme islemlerinde takip hatasinin ortalama olarak 1 dereceyi
asmadig1, 100 Hz sinyal hizinda yapilan 6rneklemelerde ise bu hatanin 1,50 dereceden

daha diisiik seviyelerde kaldig1 gézlemlenmistir.



Huang ve dig. (2020) bu ¢alismada, insan pozunun 3B olarak tahmin ettirilebilmesi
icin bir model 6nermektedir. Bu model tasariminda IMU sensdrler kullanilmigtir. IMU
sensoOrlerinden elde edilen veriler ve goriintii verileri birlestirilerek insan pozunun 3B
tahminini gerceklestiren entegre bir yaklasim gelistirmislerdir. Bu yontem ile hem
goriintii  verilerinin hem de sensor verilerinin birbirini tamamlayic1 6zellerini
kullanarak daha yiiksek performans sunmaktadirlar. Onerilen model, “DeepFuse”
olarak adlandirmaktadirlar. Bu model iki ana asamadan olusmaktadir. Ilk asamada,
goriintii tabanli poz tahmini gerceklestirilmektedir. Ikinci asamada ise, IMU
sensorlerinden elde edilen veriler ile goriintii verileri birlestirilerek daha hassas ve
dogru bir 3B poz tahmini saglanmaktadir. Yazarlar tarafindan 6nerilen bu model, hibrit

bir yap1 sunarak yenilik¢i ve yliksek performansli bir ¢6ziim saglamaktadir.

Rohan ve dig. (2020) gergek zamanli olarak insan yiiriiyiis analizi {izerine bir ¢aligma
gerceklestirmislerdir. Bu c¢alismada, yapay zeka modeli olarak derin 6grenme
yontemleri tercih edilmistir. Bu model, insan hareketlerinin daha dogru bir sekilde
analiz edilebilmesi amaciyla derin Ogrenme tabanli olarak gerceklestirilmistir.
Modelin yan1 sira, veri toplama ve isleme siireclerinde kameralar, IMU sensorler ve
diger teknolojiler kullanilmistir. Kaydedilen verilerin anlamlandirilmasi igin derin
ogrenme araci olan konvoliisyonel sinir ag1 kullanilmistir. Bu sinir ag1 modeliyle,
normal ve anormal insan ylriylisleri simiflandirilmigtir. Model egitimi, farkl
durumlarda yiiriiyen kisilerin  verilerini  toplanmas1  ve etiketlenmesiyle
gerceklestirilmistir. Her bir yiiriiyiis hareketi canli video akisi olarak kaydedilerek veri
toplama stireci gergeklestirilmistir. Viicut tizerinden 25 farkli bolgeden olusan bir
iskelet modeli goriintiisii gosterilmektedir. Deneylerin sonucunda %97,3 dogruluk

orani elde etmislerdir.

Ababsa ve dig. (2020) yapmis olduklari ¢alismada Catadioptric kamera sensorii
kullanarak ortam ig¢indeki insanlarin pozlarin1 elde etmeye c¢alismislardir. Bu
caligmada insan pozlarinin 3B olarak tahmin edilmesi amag¢lanmaktadir. Bu ¢alisma
karmasik ortamlarda yapilmistir. Tamamen kamera tabanli 360 derece goriintii almaya
dayali bu sistemde insan poz tahmini i¢in insan hareket modeli, SVM ve parcacik
filtresi kullanilmistir. Kullandiklar1 yontem deneysel olarak denenmistir ve farkli
yontemleri ile karsilastirilmistir. Elde edilen deney sonuglari ile makine 6grenimi
tabanl teknikler karsilastirildiginda, kullanilan yontemin olumlu sonuglar aldig:

gosterilmektedir. Yazarlar, gelecek caligmalarda tahmin dogrulugunu arttirabilmek



icin imu sensoOrlere benzer sensdrlerin ayrintili boliimlerini kullanmay1r ve bu
sensorlerin yaninda yapay zeka modelini de eklemeyi diisiinmekte ve yapay zeka

yontemi olarak derin 6grenme yaklagimini kullanmay1 planlamaktadirlar.

Konak ve dig. (2020) IMU sensorlerinden elde edilen verileri kullanarak insan
hareketlerinin siniflandirma ¢alismasini gergeklestirmislerdir. Caligmada farkli olarak
elde edilen IMU sensor verilerinin iki boyutlu 1s1 haritasina dontstiiriilmesi
amaclanmustir. Sinirli sayida IMU sensor veri seti kullanilarak, veri miktarinin sinirh
olmasma ragmen siniflandirma performansmin yiiksek oldugu ortaya konmustur.
Ayrica, daha biiytlik veri setleri kullanilarak bu testler tekrardan gergeklestirilmis ve
testler sonucunda performansin daha da arttigi goézlemlenmistir. Siniflandirma
yontemi olarak, konvoliisyonel sinir ag1 (CNN) ile uzun kisa siireli bellek (LTSM)
aginin birlesimi olan ConvLSTM modeli kullanilmistir. Yazarlar yaptiklar1 bu ¢alisma
ile elde ettikleri sonucglara ek olarak, IMU sensor degerlerinin giiriiltii oraninin
azaltilmasi i¢in teknikler uygulanmasi gerektigini hem IMU sensorler hem de goriintii
verileri kullanilarak yiliksek dogruluklu hibrit modeller olusturulabilecegini

onermektedirler.

Malleson ve dig. (2020), video kamera ve IMU sensor kullanarak ger¢ek zamanli
hareket yakalama c¢alismasi gergeklestirmislerdir. Kamera ve IMU verilerini
birlestiren bir sistem sunmaktadirlar. Sunduklar sistem ile ayn1 anda birden fazla kisi
takip edebilmektedir. Caligma, TotalCapture ve Human3.6M veri setlerinde iyi
sonuclar elde etmistir. Zhang ve dig. (2020), 3B insan poz tahmini
gerceklestirmislerdir. Bu ¢alismada, IMU sensoérleri ve goriintii verileri kullanilmagtir.
Elde edilen verilerle ilk 6nce 2B olarak poz ¢ikarimi yapilir ve sonrasinda 3B poz
cikarimi yapilmaktadir. Yazarlar, gelecek c¢alismalarinda IMU sensor verilerinde
meydana gelen giiriiltiler i¢in filtreleme gibi yontemleri kullanmay1

hedeflemektedirler.

Butt ve dig. (2021) 3B insan pozu tahmin edilebilmesi i¢in elektronik donanim olarak
alt1 adet IMU sensor kullanmislardir. Poz tahmini yapilabilmesi i¢in derin 6grenme
tabanl1 bir model tercih edilmistir. Bu model ¢ift yonlii olarak kurgulanmistir. Onerilen
yontem, manyetik giiriiltiinlin yogun oldugu ortamlarda dahi etkili ve giivenilir
sonuclar Uretebilme kapasitesine sahiptir. Calismanin sonuglari iki farkli DIP-IMU ve
Total Capture veri setlerinde gosterilmistir. Calismanin en énemli katkisi az sayida

sensOr kullanilarak elde edilen sensor verilerinin, 3B insan pozlarinin belirsizlikler ve



hatalarla olan iliskilerinin etkili bir sekilde kalibre edilmesi sonucunda, yiiksek
dogrulukta bir tahmin modelinin gelistirilmesidir. Kullanilan modelin tahmin ettirme
isleminin sonucunda elde edilen poz verileri, daha sonrasinda Kalman filtresi gibi

algoritmalarla birlikte kullanilmasini miimkiin kilmaktadir.

Patil ve dig. (2021) yaptig1 ¢alismada ise IMU sensorlerinin kullanimina ilave olarak
insan konumunun tespit edilebilmesi i¢in lidar sensor kullanilmistir. Sadece IMU
sensOr kullanilmasi durumunda, bir siire sonra sensor kaymasi sonucunda insan poz
tahminin verilerinin dogrulugunun azaldig1 ifade edilmektedir. Bu problemi
¢Ozebilmek i¢in ilk ¢alismada iki lidar ve 10 IMU sensor kullanmiglardir. Sonrasinda
ise IMU sensor sayist yaklasik olarak ayni sayida kalmistir, fakat lidar sayisi ise bire
disiiriilmiistiir. IMU sensorlerle beraber lidarin kullanilmasi bir¢ok avantaj
saglamistir. Bu avantajlar, hedeflenen durumun daha iyi tahmin edilebilmesi, insan
hareket takibinin ve pozisyon dogrulugunda olumlu sonuglar elde edilebilmesi olarak
belirtilmektedir. Tahmin edilen insan poz verisi bilgisayar ortaminda 3B avatar

olusturmak i¢in kullanilmistir.

Palermo ve dig. (2021) ¢alismalarinda, iki adet RGB+D kamera kullanarak gergek
zamanli, viicut durus tahmini yapmislardir. Bu kameralar, rehabilitasyonda kullanilan
akilli yiiriiteg ekipman1 iizerine konumlandirilmistir. Insan viicudu iizerindeki belirli
noktalarinin tahmini yapilirken iki agamali bir sinir ag1 kullanmislardir. Bu sinir agi
modelinin ilk asamasinda, viicut lizerindeki noktalar 2 boyutlu olarak tespit edilmistir.
Diger asamasinda ise tespit edilen noktalar 3 boyutlu olarak iligkilendirilmistir. Veri
setleri tiretilirken on dort saglikli insan lizerinden veri alarak {iretilmistir. Veri
setlerinin iiretiminden sonra bu veri setleri kullanilarak egitilen model yliriiteg
ekipmani lizerinde uygulanmistir. Yapilan calisma da iyi sonuglar elde edilmistir fakat
daha iyi ve gergekgi performanslar igin veri setleri tiretme isleminin yiiriime bozuklugu
olan insanlarin iizerinde fazlasiyla yapilmasi gerektigi sonucuna varmislardir. Bu

calisma ayn1 zamanda akilli yiiriitecler konusunda yenilik¢i bir yaklasim sunmaktadir.

Ogata ve dig. (2021), insan hareketlerinin Olciilebilmesini saglayan bir c¢aligma
gerceklestirmislerdir. Bu ¢alismada, goriintii tabanli modiil ve IMU sensor verilerini
birlestirerek Marker-IMU sistemini  gelistirmislerdir. Ust uzuv ve yiiriime
hareketlerindeki deneylerde, sistemin 6l¢iim isleminin basarili oldugu gosterilmistir.
Chen ve dig. (2021), viicudun alt bolgelerinin 3B olarak tahmin edilmesi {izerine bir

calisma gerceklestirmislerdir. Calismada, IMU sensorleri ile grafik konvoliisyon ag1



(GCN) tabanli bir derin 6grenme mimarisi kullanilmistir. Veriler, saglikli bireylerden
toplandigr i¢cin anormal yiirlimeye sahip hastalarda model dogru tahmin
edememektedir. Yazarlar, gelecek calismalarinda Onerilen sistemin ve modelin

rehabilitasyon Gzerindeki etkilerinin dogrulanmasini hedeflemektedirler.

Pascual-Hernandez ve dig. (2022) ger¢cek zamanli 3B insan poz tahmini {izerine
yaptiklar1 ¢alismada, insan viicudunun 3B poz ve konum tahminini daha hassas ve
dogru bir sekilde yapabilmek i¢in, sadece renkli goriintii verileri degil ayn1 zamanda
derinlik bilgisi de iceren verilerileri de kullanmislardir. Calismada RGBD sensorler
kullanilmistir. Bu sensorlerle kaydedilen goriintiiler ile gercek zamanli ¢alisan bir
yaklasim Onermektedirler. RGBD sensor verileri ile derinlik bilgilerinin birlikte
kullanilmast insan viicudu tahmininin daha dogru yapilabilmesine olanak
saglamaktadir. Poz tahmini i¢in konvoliisyonel sinir agr mimarisi (CNN)
kullanilmistir. 2B olarak CNN mimarisi ile tahmin edilen poz verisi 3B projeksiyon
yontemi ve kalman filtre yaklasimi ile 99 kare/sn performans ile elde edilebilmistir.
Calismada Kalman filtresi, poz tahminlerinin dogrulugunu artirmak ve giiriiltiilii

verileri filtrelemek amaciyla kullanilmistir.

Kim ve Lee (2022) ¢alismasinda sunulan sistem, 6 adet IMU sensdr, sistem bag takibi
ve derin 6grenme tabanli poz siiflandirict kullanilarak gelistirilmistir. Bu ¢calisma da
insan poz tahmini ve konum takibi yapilmistir. IMU sensorler, daha hassas veri 6l¢iimii
yapabildiginden dolay1r goriintii isleme tabanli yOntemlere gore sanal gergeklik
uygulamalarinda ve karmasik ortamlarda daha iyi calisabilmektedir. Fakat, sanal
gerceklik uygulamalarinda sadece IMU sensorlerin kullanilmast insan konumunun
takip edilmesini zorlastiracagi igin yeterli olmamaktadir. Insan viicudunun
konumunun takip edilebilmesi i¢in IMU sensdrlerinin yaninda baga monte edilen insan
konumunun izlenmesi saglayan bir sensor kullanilmistir. Bu kullanilan ydntemin
sonucunda daha yuksek tahminler elde edilmistir. Ozellikle tahmin edilmesi zor olan
insan pozlarinda ¢dmelme veya egilme gibi duruslarda yiiksek dogrulukta tahmin
edildigi belirtilmistir.

Bao ve dig. (2022) 3B insan poz tahmini {izerine gergeklestirdikleri ¢alismada giysi
lizerine yerlestirilen sensorler ile veriler toplanmaktadir. Elde edilen bu sensor verileri
ile goriintli verilerini birlestirerek bir sistem tasarimi gergeklestirilmistir. Bu sistem
tasarimi ile, yalnizca goriintii verilerine dayali poz tahminine kiyasla, sensor ve

goriintii verilerini birlestirerek daha hassas ve gilivenilir bir poz tahmin modeli
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olusturmusglardir. Toplanan veriler tizerinde dogrulugun artirilmasi i¢in kalman filtresi
uygulanmistir. Bu kalman filtresi ile verilerdeki giriiltiiler azaltilarak tahmin
isleminde daha giivenilir bir poz tahmin sistemi gerceklestirilmistir. Calismada, sensor
ve goriintii verilerinin birlikte kullanilmasi, sistemin belirsiz ve tahmin edilmesi zor
olan pozlarda dahi yiiksek performans ve dogrulugun elde edilmesine olanak
saglamaktadir. Gorilintii verilerinin yetersiz kalmasi durumunda sensor verilerinin

birlestirilmesiye sonug¢ daha giivenli olmaktadir.

Zhou ve dig. (2023), insan poz tahmini ¢alismasi1 gerceklestirmislerdir. MD-Pose adli
bu sistemde, tek kanalli UWB radar kullanilmistir. Calismada, radar verisinden elde
edilen veriler ile insan viicudu Uzerinde 14 boélgeyi tahmin edebilmektedir. MD-Pose
sisteminin tek kanalli UWB radar ile insan poz tahminin etkili bir sekilde
gerceklestirdigi gosterilmektedir. Dahiya ve dig. (2024), el hareketi tanima {izerine bir
calisma gergeklestirmislerdir. Calismada, IMU tabanli bir sistem kullanmiglardir. IMU
sensoriiniin yaninda CNN modeli de kullanilmistir. Modelin dogruluk orant %97,88
olarak gosterilmistir. Yazarlar, sistemin giivenirliginin artirilmasi i¢in EMG/MMG

gibi ek sensorlerin entegrasyonunu dnermektedirler.

1.2.2 GOruntiu tabanh sistemler

Andriluka ve dig. (2010), 3B insan poz tahmini ve takibi i¢in bir ¢alisma
gerceklestirmislerdir. Bu calisma kalabalik sokak kosullarinda gerceklestirilmistir.
Yazarlar, kalabalik ortamlarda insan poz tahmininin mevcut yontemlerle tahmin
edilmesinde zorluk yasanmasinda dolay1, bu zorluklara ¢dziim olabilecek bir ¢alisma
gerceklestirmislerdir. 3B pozun elde edilebilmesi i¢in {i¢ asamali bir sistem
gelistirilmis ve HumanEva II veri setinde test sonucunda basarili oldugu belirtilmistir.
Pons-Moll ve dig. (2014), goriintii lizerinden 3B insan poz tahmini iizerine bir ¢alisma
gerceklestirmislerdir. Gelistirdikleri bu yonteme Posebits adi verilmistir. Calismada
poz tahmininin gerceklestirilebilmesi icin SVM model kullanilmistir. Yazarlar gelecek
calismalarda, daha fazla veri seti kullanarak tahmin uygulamalarin1 gerceklestirmeyi

hedeflemektedirler.

Pfister ve dig. (2015) calismalarinda, videolardan insan poz tahmini
gergeklestirilmistir. Yontem olarak, optik akis ve derin 6grenme modeli kullanilmstir.

Viicut eklemlerinin 1s1 haritalar1 olusturulmustur. Model, BBC Pose, Chal.earn ve
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Poses in the Wild gibi veri setlerinde test edilmis ve zor eklem pozisyonlarinda yiiksek

dogruluklu bir tahmin sonucu elde edilmistir.

Dib ve Charpillet (2015) RGB-D kameralar kullanarak insan viicudunun poz tahminini
gerceklestirmistir.  Sistem {i¢ asamadan olusmaktadir ve gergek zamanh
calistirilmaktadir. Model, HumanEva ve Qualisys veri setlerinde test edilmis ve elde

edilen sonucun diger yontemlere gore daha iyi performans verdigi ortaya koyulmustur.

Belagiannis ve dig. (2015) 3B insan poz tahmini yapabilmek icin kameralar
kullanmiglardir. Farkli kamera goriintiileri lizerinde problemli bdliimleri ortadan
kaldirmak i¢in 3D Pictorial Structures modeli Onerilmistir. Model, HumanEva,
Campus ve Shelf veri setlerinde test edilmistir. Test sonrasindaki sonuglar, mevcut

yontemlere gore daha iyi performans gostermistir.

Bogo ve dig. (2016), yaptiklar1 ¢alismada insan viicudunun 3B olarak poz tahmini
gerceklestirmislerdir. Kullanilan yontemde CNN tabanli bir model kullanmislardir.
Calismada, ilk olarak 2B tahmin gerceklestirilmis ve sonrasinda bu tahmin degerlerine
gore 3B tahmin gergeklestirilmistir. Kullanilan yontem ile, Leeds Sports, HumanEva
ve Human3.6M veri setlerinde poz dogrulugunun yiiksek oldugu gésterilmistir. Tome
ve dig. (2017), bir RGB goriintiisiinden 3B insan poz tahmini gergeklestirmislerdir.
Tahmin islemi ilk olarak 2B olarak yapilmistir ve 2B veriler kullanilarak 3B tahmin
gerceklestirilmistir. Kullanilan yontem, Human3.6M veri setinde iyi sonuglar elde
ettigi gosterilmistir.

Moreno-Noguer (2017) bir RGB gorinti Gzerinden 3B insan poz tahmini
gerceklestirmistir. Poz tahmini icin Oklid Uzaklik Matrisi (EDM) kullanilmistir.
HumanEva ve Human3.6M veri setleri lizerinde testler gergeklestirilmistir. Bu testler

sonucunda iyi sonuglar elde edildigi ortaya konulmustur.

Mehta ve dig. (2017) elde edilen goruntiler (zerinde 3B insan pozu tahmini
yapilmiglardir. Poz tahmini i¢cin CNN tabanli bir yontem kullanilmistir. 2B
pozisyonlariin tespit edilebilmesi i¢in 2DPoseNet, 3B pozlarin tahmin edilebilmesi
i¢in 3DPoseNet kullanilmistir. Model, Human3.6M veri seti lizerinde test edilmistir.

Test sonuglarina gore tahmin islemde iyi performans goriilmiistiir.

Fang ve dig. (2018) 3B insan viicut poz tahmini ger¢eklestirmislerdir. Yontem olarak
Pose Grammar modeli gelistirilmistir. Bu model ile 2B goriintiilerden 3B goriintiilere

¢evriminin saglanmasi amaclanmaktadir. Model, Human3.6M ve HumanEva veri
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setlerinde test edilmistir. Test sonuglarinda performansinin yiiksek oldugu

gosterilmistir.

Luvizon ve dig. (2018), insan poz tahmini ile hareket tanimay1 birlestiren bir ¢alisma
gerceklestirmislerdir. Kullanilan yontem ile RGB goriintiilerinden 2B ve 3B poz
tahmini yapilabilmektedir. Onerilen yéntem MPII, Human3.6M, Penn Action ve NTU
veri setlerinde denenmis ve elde edilen sonuglarin basarili oldugu séylenmektedir.
Pavlakos ve dig. (2018), yaptiklar1 ¢calismada renkli bir goriintii iizerinden 3B insan
poz tahminini gergeklestirmislerdir. Yazarlar bu calismada, konvoliisyonel aglarin
(ConvNets) yetersiz kalmas1 durumunda daha verimli ve etkili olmasini saglayacak bir

tahmin yontemi énermektedirler.

Pavllo ve dig. (2019) videolar iizerinde 3B insan poz tahmini yapmislardir. Calismada
2B noktalar iizerinden 3B pozlara gecis yapilmistir. RNN tabanli yontemler yerine
evrisimli modeller daha performanslidir. Son olarak model, Human3.6M ve
HumanEva veri setleri lizerinde test edilmis ve mevcut yontemlere gore %11 daha

diisiik hata oran1 elde edilmistir.
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2. GELISTIRILEN POZ TAHMIN SISTEMi

Gelistirilen poz tahmin sistemi, sensérden alinan egim verilerinin aktarilabilmesi i¢in
0zel olarak tasarlanan elektronik kart, egim verilerinden poz tahminini gergeklestiren
yapay sinir ag1 tabanli tahmin modeli ve bilgisayar arayiiz ekrani bilesenlerinden
olugmaktadir. Bu boliimde, sistemi olusturan bu bilesenler detayli olarak

acgiklanacaktir.

2.1 Sistemle ilgili Temel Bilgiler

Poz tahmininin yapilabilmesi icin viicut boliimlerinin egim verilerinin alinmasi
gerekmektedir. Bu is icin gelistirilen sensorler bulunmakta ancak bu verilerin
senkronize olarak alinabilmesi i¢in ilave donanimlara ihtiya¢ duyulmaktadir. Bu
veriler alindiktan sonra da islenip degerlendirilerek poz tahmini yapilabilmesi i¢in
matematiksel modellere ihtiya¢ duyulmaktadir. Bu tez ¢alismasinda, s6zii edilen ilave
donanim ihtiyact 6zglin olarak tasarlanan elektronik sistem ile giderilmistir. Poz
tahmini igin ihtiya¢ duyulan matematiksel modelleme yerine de yapay sinir ag1 tabanl
bir sistem kullanilmistir. 2.1.1 bélumiinde gébmull sistemin poz tahminindeki 6nemi
aciklanmistir. 2.1.2 boéliimiinde ise, yapay zeka ile ilgili temel bilgiler verilmis olup
calismaya esas teskil eden matematiksel denklemler ve performans kriterleri de

aciklanmugtir.

2.1.1 GOmUuld sistem

Sensdr tabanli poz tahmin sistemlerinde sensorlerden alinan verilerin 6n islemlerden
gecirilmesi, hafizada saklanmasi, senkron/asenkron sekilde kablolu veya kablosuz
olarak gonderilmesi islemlerine ihtiya¢ duyulmaktadir (Kim, 2022; Zheng, 2018;
Trumble, 2017). Verilerin alinmasi asamasinda her sensor verisi bir baglanti ile
bilgisayara aktarilabilir. Ancak verilerin ¢ok olmasi ve baglantt konusundaki
kisitlamalar sisteme ilave dezavantajlar getirmektedir. Bu dezavantajlar1 ortadan

kaldirmak i¢in mikrodenetleyici tabanli sistemler kullanilmaktadir. Bu sistemler,
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sensor verilerinin alinip 6n islenmesi ve poz tahmini sistemine aktarilmasi islemlerini

hizl1 ve hassas bir sekilde yapabilmektedir.

X, Y, Z Sensor Verileri

X, Y, Z Sensor Verileri

X, Y, Z Sensér Verilerf| t

X, Y, Z Sensor Verileri :' |
»| 1. poz sinifi verisi |

X, Y, Z Sensér Verileri LI P I
__________________ : 2. poz sinifi verisi |

|

X, Y, Z Sensér Verileri . __ -

Sekil 2.1 : Poz tahmin isleminde goémiilii sistemin fonksiyonu.

Poz tahmin isleminde verilerin alinarak poz tahmin sistemine aktarilmasi agamasinda
gomiilii sistemin fonksiyonu Sekil 2.1°de gosterilmistir. Sekilde, sar1 kutu ile
gosterilen boliim verilerin alinmasindan, 6n islenmesinden, gerekiyorsa hafizada
saklanmasindan ve kontrollii sekilde poz tahmin sistemine aktarilmasindan sorumlu

gémul sistemi ifade etmektedir.

Sekil 2.2 : Viicut boliimlerinden verilerin gomiilii sistem ile alinmasi.

Sekil 2.2°de poz verilerinin alinmasi i¢in gomiilii sistemin nasil kullanilacagi
gosterilmektedir. Sekilde, eksenel vektorlerin oldugu noktalara goémiilii sistemler

yerlestirilmistir (Zheng ve dig, 2018).
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2.1.2 Yapay zeka

Yapay zeka, insan beyninin fizyolojik yapisini baz alan bir sistem dalidir. Temel yapisi
ndronlara benzetilerek olusturulmustur. Ik temelleri 1943 yilinda bilim insanlari
Warren McCulloch ve Walter Pitts’in noronlarin ¢alisma mekanizmasinin
matematiksel olarak ifade edilmesiyse atilmistir. Bir diger bilim insan Turing, yazmis
oldugu bir makalesinde bilgisayarlarin insanlarin  zekasini taklit edilip
edilemeyecegini sorgulamistir. Bu sorgulamanin yapilabilmesi i¢in bir ydntem
Oonermistir. Bu sayede, ilk yapay zeka uygulamasi ortaya ¢ikmistir. Teknolojinin
gelismesiyle beraber yapay zeka, baslica matematik, miithendislik, tip ve finans gibi

alanlarda ¢ok sik kullanilmaya baglanmaistir.

Gunumuzde yapay zeka, nesnelerin interneti, veri analizi, bulut sistemleri ve yuksek
hesaplama gerektiren sistemlerle birlikte ¢aligmaktadir. Giinliik yagsamdan endiistriyel
alana kadar ¢ok genis yelpaze de kullanilmaktadir. Bir¢ok sektorde insan giiciine ek
olarak gelismis yapay zeka sistemlerinin kullanilmasi, verimliligi arttirmakla beraber

dijital doniisiimiin baglamasina olanak saglamistir.

Sekil 2.3 : Yapay zeka alt kimeleri.

Sekil 2.3’te yapay zekanin alt kiimeleri gdsterilmistir. Biiylik verilerin ortaya
cikmasiyla birlikte yapay zekanin bir alt kiimesi olan makine 6grenmesi kullanilmaya
baslanmistir. Makine 6grenmesi algoritmalari, elde edilen verileri isleyerek yiiksek

dogruluklu sonuglar ortaya ¢ikarmistir. Daha sonrasinda bu bilgiler makine igerisine
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yazilimsal olarak gomiilmiistiir. Makine 6grenmesinin de bir alt kiimesi olan derin
O0grenme, yapay sinir aglarini baz almaktadir. Bu yontem ise daha karmasik verilerde

¢Ozlim olarak kullanilmaktadir.

2.1.2.1 Yapay sinir aglan

Yapay sinir hiicreleri, insandaki sinir hiicrelerine benzer yapidadir. Yapay noéronlar
giris sinyallerini topladiktan sonra igleyerek bir ¢ikt1 olugturmaktadir. Bir yapay sinir
hiicresinin yapisi, girdi, agirlik, toplama fonksiyonu, aktivasyon fonksiyonu ve ¢ikti

katmaniyla birlikte toplam bes ayr1 boliimden olusmaktadir. Sekil 2.4°te bu bolumler

gosterilmistir.
Bias
b
X1
Yerel Aktivasyon
Katmani
Xy O—) w, y
: -
: : Toplama
: Fonksiyonu
X, O » W,
—
Girdi .
Degerleri Adirliklar

Sekil 2.4 : Yapay sinir hicresi.

Girdi boliimiindeki veriler, noronlara gelen verilerden olusmaktadir. Bu girdi verileri,
sensOrlerden alinan veriler veya goriintiilerden elde edilen veriler olabilmektedir.
Agirliklar ise, her bir girdinin ¢ikt1 lizerindeki etkisini gostermektedir. Toplama
bolimiine gelmeden dnce, her girdi kendi agirlik katsayisi ile garpilmaktadir. Toplama
fonksiyonu bdliimiinde ise, agirliklarla ¢arpilan girdiler toplanarak o hiicrenin toplam
girdisi elde edilmektedir. Toplam girdiler, bir aktivasyon fonksiyonu kullanarak ¢ikisa
aktarilmaktadir. Aktivasyon fonksiyonu olarak, Sigmoid, ReLU, Hyperbolic Tangent
ve Leaky ReLU 6rnek verilebilir. Cikt1 ise, aktivasyon fonksiyonundan sonra iiretilen
sonugtur. Her hiicrenin bir ¢ikti bulunmaktadir. Bu ¢iktilarin birden fazla girdisi

olabilmektedir.

Yapay sinir hiicrelerinin birlesimiyle yapay sinir aglari olusmaktadir. Sinir aglarinin

yapist li¢ katmandan meydana gelmektedir. Sekil 2.5°te bu yap1 gosterilmektedir.
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Girdi Gizli Gizli Gkt
Katmani Katman Katman Katmani

Sekil 2.5 : Coklu gizli katmanli yapay sinir ag1 modeli.

[k katman girdi katmanidir. Giris verileri bu katmana aktarilmaktadir. Bu katmanda,
agirlik degerleri girdi verileriyle c¢arpilmaktadir. Ciktilarin dogru olabilmesi igin

agirlik degerlerinin dogru segilmesi gerekmektedir.

Ikinci katman ise, gizli katman olarak adlandirilmaktadir. Bu katmanda, girdi
katmanindan gelen veriler toplanir ve bu verilere bias degeri eklenmektedir. Tiim
hepsinin toplanmasi sonrasinda aktivasyon fonksiyonu uygulanmaktir ve sonrasina bir
esik degeri ¢ikmaktadir. Bu deger ¢ikis katmanina aktarilmaktadir. Gizli katman, tek
katmanli ve ¢ok katmanli olarak ikiye ayrilmaktadir. Tek katmanli sinir ag1 yapasi,
karmasik olmayan basit yapili ¢aligmalarda siklikla tercih edilmektedir. Bu yap,
dogrusal olarak ayrilabilen problemlerde kullanilmaktadir. Cok katmanli sinir ag
yapist ise, dogrusal olmayan ve karmasik sistemlerde kullanilmaktadir. Birden fazla

ara katman bulunmaktadir.

Son katman ise, ¢ikis katmani olarak adlandirilir. Bu katmanda, 6nceki katmanlarin
gerceklestirdigi  durumlar sonrasinda ortaya ¢ikan sonucun  gdsterilmesi

gerceklesmektedir.

2.1.2.2 Yapay sinir aglarinda egitim islemi

Model egitiminde, ¢oklu gizli katmanli yap1 kullanilacaktir. Bu yap1 genellikle lineer
olmayan sistemleri ¢cozmek i¢in kullanilmaktadir. Gizli katman sayisinin arttirilmast,
parametre sayisinin arttirilmasina sebep olmaktadir ve bununla birlikte uyum

kapasitesi artmaktadir. Gizli katman sayisi, probleme gore degisiklik gostermektedir.
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Esitlik 2.1°de x giris verilerinin, w agirliklarla ¢arpilip toplanmasi sonucu f giris

katmani olarak ifade edilmektedir.

fi = z WqjXj @.1)

Esitlik 2.2°de f giris katmanindan gelen bilginin bir s sigmoid fonksiyonundan
gecirildikten sonra o katmana ait v agirliklari ile ¢arpilip toplanmasi h ikinci katman

c¢iktis olarak ifade edilmektedir.

k

B =) vigs () (22)

q=1

Esitlik 2.3’te h ara katmandan gelen bilginin, yine aymi sekilde bir s sigmoid
fonksiyonundan gecirildikten sonra ¢ikis katmanindaki u agirlik degerleri ile ¢arpilip

toplanmasi y ile ifade edilmektedir. Bu sonug, modelin tahmin ettigi degerdir.

r

yi = Z uys (hy) (2.3)

=1

Katmanlara ait hata degerinin hesaplanmasi i¢in esitlikler kullanilmaktadir. Bu

esitliklere ait parametrelerin, ilgili katmana ait olmas1 gerekmektedir.

Esitlik 2.4, ¢ikis katmaninin hata degerini hesaplamak i¢in kullanilir.
B4 = (vf—sGD)s' G (2.4)

e [E} :Cikistaki hata degeri

e y!:En son tahmin edilen deger

e s :Sigmoid fonksiyonu

e s’ :Sigmoid fonksiyonunun tirevi
eyl :Bir dnceki tahmin edilen deger

Esitlik 2.5, ikinci katmaninin hata degerini hesaplama islemini gosterir.
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Ej = (Z Elt“‘ll) s'(hp) (2.5)
E3

. Ikinci katmandaki hata degeri

(]
)

E} : Cikistaki hata degeri

u : Agirlik degeri

h : Ikinci katmandaki deger

Esitlik 2.6, birinci katmanin hata degerini hesaplamak i¢in kullanilir.

Eg = (Z E; tvzq> s'(f4) (2.6)

e EZ, : Birinci katmandaki hata degeri
e [} : ikinci katmandaki hata degeri
o v : Agirlik degeri

e [ : Birinci katmandaki deger

Asagidaki esitliklerin - kullanilmas1  ile agirlik  degerlerinin  optimizasyonu
saglanmaktadir. Elde edilen her bir deger, bir onceki degerin yerine kullanilarak
hesaplamalarin tekrar edilmesini gerektirmektedir. Belirlenen esik degerine

ulagildiginda, modeldeki agirlik degerlerinin optimum degere ulastig1 anlasilmaktadir.

Esitlik 2.7, cikis katmanmin yeni agirhik degerlerinin  hesaplanmasi igin

kullanilmaktadir.

p

wy(yeny) = ug(eski) +a ) (E4s(hh) 2.7

t=1

u : Agirlik degeri

a : Adim genisligi

E} : Cikistaki hata degeri

s : Sigmoid fonksiyonu
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e h: Ikinci katmandaki deger

Esitlik 2.8, ikinci katmanin yeni agirlik degerini hesaplamak i¢in kullanilmaktadir.

p

via(yen;) = v, (eski) + az (Ei%s(fqt)) (2.8)

t=1
e v : Agirlik degeri

e «a:Adim genisligi

e [E} :ikinci katmandaki hata degeri

e f : Birinci katmandaki deger

Esitlik 2.9, birinci katmanin yeni agirlik degerini hesaplamak i¢in kullanilir.

p
wyj(ven;) = wg;(eski) + aZ(E,?txjt) (2.9)

t=1

w : Agirlik degeri

a : Adim genisligi

EZ, : Birinci katmandaki hata degeri

e x : Birinci katmandaki deger

2.1.2.3 Basarim degerlendirilmesi

Denetimli 6grenmede iki farklt model kullanilmaktadir. ilk model regresyon modeli,
sonu¢ olarak sayisal ve siirekli bir deger dondirmektedir. Diger model ise,
siniflandirma modelidir. Bu modelde, kategorik ve ayrik olarak bir sonug
dondiirmektedir. Bu modeller, igerisinde farkli algoritmalara sahiptir. Modelin
egiltilmesinden sonra ise, basarim degerlendirmesi i¢in farkli istatistiksel Olgiiler

kullanilmalidir. Bu tez ¢alismasinda regresyon modeli kullanilmistir.

Regresyon modelinin degerlendirilmesinde birinci ydntem R?>’dir. Esitlik 2.10’da
gosterilmigtir. Bu yontem, dogrusal regresyon i¢in yakinsallik olciisiidiir. Dogru
tahmin igin, yiiksek R? degeri gereklidir. Bu modelinin basarimini gosteren tek bir

ol¢iit degildir.
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> i — 902

R2=1-— Z
(i —9)?

(2.10)

e R?: Determinasyon katsayisi

e n:Toplam veri sayist

e y; : Gergek deger

e §; : Tahmin edilen deger

o y: Gergek degerlerin ortalamasi

Bir diger yontem ise ortalama mutlak hatadir. Esitlik 2.11°de gosterilmistir. Tahmin
ile gercek deger arasindaki farki ifade etmektedir. Gergek deger ile tahmin deger
arasindaki farkin mutlak degerlerinin ortalamasidir. Bu deger ne kadar diisiik ise,

model basarimi o kadar yiiksektir.

1 n
MAE = ;Zl lvi = il (2.11)

i=0

Son yontem ise, ortalama kare hatasidir (Esitlik 2.12). Gergek deger ile tahmin edilen
deger arasindaki farkin karelerinin toplaminin 6rnek sayisina boliinmesini ifade

etmektedir. Bu deger ne kadar diisiik ise, sonug o kadar dogrudur.

n
1
MSE = =) (y; — §))?
S nZ(yl 91) (2.12)
1=

2.2 Sistem Yapisinin Asamalari

Sistem yapisinin ana agamalar1 Sekil 2.6 ile gosterilmistir. Sistem akisinin ilk agamasi
olan verilerin alinmasi ve gonderilmesi boliimiinde, insan poz verilerinin IMU sensor
ile mikrodenetleyici kullanilarak alinmasi ve bu verilerin Wi-Fi modilu ile veri
tabanina kablosuz bir sekilde gonderilmesi olarak agiklanabilir. Kullanilan elektronik
kartin yapitaslar ise, elektronik komponentler, pil ve diger mekanik pargalardir. Bu
pargalarin her birisinin bir gérevi bulunmaktadir. Kiigiik alt sistemler buyuk bir sistemi

olusturmaktadir.
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Elde edilen sonucun
Verilerin alinmasi ve gorsel ve sayisal olarak
gonderilmes1 ifade edilmesi

Alinan verilerin
1slenmesi ve vapay zeka
modelinin tahmin
isleminin
gerceklestirilmesi

Sekil 2.6 : Sistemin ana asamalari.

Sistem akisinin bir diger asamasi ise, alinan verilerin islenmesi ve yapay zeka
modelinin tahmin isleminin gerceklestirilmesidir. Bu boliimde, elektronik Kkarttan
gelen sensor verilerinin veri tabaninindan alinmasi ve sonrasinda ise yapay zeka
modeline girdi olarak verilmesi gergeklestirilmektedir. Bu boliimdeki tiim siiregler,
tasarlanan bir arayiiz programinda gerceklestirilmektedir. Alinan sensor verileri anlik

olarak arayiiz programinda izlenebilmektedir.

Sistem yapisinin ana bilesenleri Sekil 2.7 ile gorsellestirilmistir. Sistemin ilk
asamasinda, elektronik sistem insan viucudu Uzerinde uygun pozisyonlara
yerlestirilmektedir. Sonrasinda ise, bu bolgelerden sensor verileri aktif olarak okunur
ve Wi-Fi araciligiyla veri tabanina gonderilir. Sistemin ikinci agsamasinda ise, veri
tabanindan alinan veriler yapay zeka modeli ile islenmektedir. Sistemin son
agsamasinda ise, sensOr verileri veri tabanininda anlik olarak alinir ve insan viicudu
pozisyon bilgilerine gore bu degerler gosterilmektedir. Gosterim sonrasinda ise, yapay
zeka modelinin tahmin sonucunda ki degerlere gore pozisyon gorseli ve sayisal deger

gosterilmektedir.

Sekil 2.7 : Sistem yapis1 gorselleri.
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2.3 Sistemin Donanimsal Yapisi

Elektronik kart1 olusturan bir¢ok komponent bulunmaktadir. Bu komponentlerin
Ozelligi sistemin ihtiyacina gore belirlenmistir. Sistem tasarimi yapilirken bu
komponentlerin birbirine olan etkileri de dikkate alinmasi gerekmektedir. Bu boliimde,

elektronik kartta kullanilan komponentler a¢iklanacaktir.

Sekil 2.8’de tasarlanan elektronik kart ve bu kart Gzerinde isaretlenmis olan
komponent ise, devrede kullanilan mikrodenetleyicidir. Mikrodenetleyiciler, islemci,
bellek, giris-¢ikis  birimlerini  bulunduran bir entegre devredir. Yeniden
programlanabilir olmasi sayesinde bir¢ok alanda kullanilabilirler. Genellikle otomotiv,
ev aletleri ve tibbi cihazlarda kullanilirlar. Bu tez ¢alismasinda ST firmasinin iiretmis
oldugu STM32G070CBT6 mikrodenetleyici kullanilmistir. Bu mikrodenetleyici 64
Mhz saat hizi, 128 KB hafiza, 36 KB ram ve toplam 43 giris-¢ikis birimine sahiptir. 2
V ile 3.6 V arasinda ¢alisabilmektedir. Oldukg¢a hizli ve gii¢lii bir mikrodenetleyicidir.

Sekil 2.8 : STM32G070CBT6 mikrodenetleyici.

Sekil 2.9’da isaretlenmis olan komponent, egim sensoriidir. Bu sensor, hassas olarak
egim Olgebilmektedir. Genellikle hava araglarinda, denge kontrol edilen iiriinlerde
kullanilirlar. Fiyat olarak ucuz ama oldukga giiglii bir sensordiir. Sensor, 3 V ile 5V
arasinda calisabilmektedir. Olgiilen sensor degerlerini baska bir birime 12C
haberlesmesi ile gonderebilmektedir. Hazir modiil olarak bulunabilir. Kiiciik
devrelerde ise direkt olarak entegre devre kullanilabilir. Bu tez ¢alismasinda direkt

olarak entegrenin kendisi kullanilmistir.
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Sekil 2.9 : MPUG6050 egim sensord.

Elektronik sistemde kullanilmis olan pil Sekil 2.10°da gosterilmistir. Lityum polimer
piller, yiiksek enerjili sarj edilebilir bataryalardir. Taginabilir elektronikte ¢ok sik
kullanilmaktadir. Bu tez ¢aligmasinda 3.7 V 250 mAh degerlerine sahip Power-Xtra

marka bir batarya kullanilmistir.

PoweR-XTRA

: Rechargeable

Sekil 2.10 : Lipo pil.

Sekil 2.11°de isaretlenmis olan komponent voltaj regulatoridir. Voltaj regulatorleri,
devrede girisi yliksek olan voltajlar1 istenen seviyeye getirmekle gorevlidir. Bu tez
calismasinda MCP1825ST kodlu regiilator kullanilmistir. Devrenin voltajini 3.3 V’ta

tutmakla gorevlidir.
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Sekil 2.11 : MCP1825ST voltaj regilatord.

Sekil 2.12°de isaretlenmis olan komponentler butonlardir. Butonlar, bir devrede iki
noktayr ayirip baglamakla gorevli bir elemanlardir. Butonlar sayesinde, sistem
akiginda gorevler kontrol edilebilmektedir. Bu gorevlere ekranlarda gezinmek, bir
cikisi agip kapatmak gibi ornekler verilebilir. Bu tez ¢alismasinda, lipo pilden gelen
enerjiyi acip kapatmakla gorevli ve sistem akisinda bazi gorevleri yerine getirecek

butonlar kullanilmistir.

Supervisor Mustafa Ozden

Sekil 2.12 : Butonlar.

Sekil 2.13’te isaretlenmis olan komponentler direng, led ve kondansatorlerdir.
Direncler, devreden gecen akimin sinirlanmasi i¢in kullanilirlar. Kondansatorler ise
cogunlukla filtreleme yapilmasi i¢in kullanilirlar. Ledler ise, 151k vererek gorsel ikaz

icin kullanilirlar.
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Sekil 2.13 : Direng, led, kondansator.
2.4 Sistemin Donanimsal Tasarimi

Sistemin donanimsal tasarimi yapilmaya baslanmadan Once devrede kullanilacak
komponentlerin listesi belirlenmistir. Bu liste genellikle devrenin ihtiyaci olan eleman
sayis1 kadar belirlenir ya da ileriye doniik ihtiya¢ olmasi halinde adet miktar1 fazla
eklenerek bir liste ¢ikarilabilir. Bu boliimde, devrenin sematik tasarimindaki

baglantilar agiklanacaktir.

2.4.1 Gug devresi

Sekil 2.14°te goriilen gli¢ devresi sematiginde J3, lipo pilin baglanacagi ve enerjinin
buradan dagilacag: bir konnektordiir. Lipo pilden gelen enerjinin kisa devre olmasina
kars1 giivenlik amagli R20 sembollii sigorta bulunmaktadir. Sigortadan ¢ikan enerji bir
anahtar ile devreye beslenip beslenmeyecegi kontrol edilmektedir. Beslemenin stabil
olabilmesi i¢in kondansatorler eklenmistir. Devrede enerji oldugunu gostermek i¢inde
bir led diyot eklenmistir. TP1 ve TP2 kart ilizerinde multimetre ile kolay bir sekilde

voltaj 6l¢limii yapilabilmesi i¢in eklenmis padlerdir.

TPt >——] TP2 >——o+3V3

+3v3

u4
SW1,  MCPIB25ST-3382E/DB

J3
s R20 | o2 — U 2 g ouT 2
7 5 &
FSMD@50-24-1206R 3]

=
o

18@nF
cie
1e@nF
R1

LED1

I

Sekil 2.14 : Gug devresi sematik boluma.
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2.4.2 Buton

Sekil 2.15°te verilen sematikte toplam {i¢ adet buton kullanilmistir. Sistemdeki
gecisleri ya da belli bir gorevleri gergeklestirmek i¢in kullanilmistir. Buton pininin bir
tanesi direkt olarak GND’ye baglanmaktadir. Diger pini ise mikrodenetleyici pinine
gitmektedir. Mikrodenetleyici pini, dahili olarak Pull-Up (+3V3) se¢ilmistir. Butona
basilmadigr durumda, mikrodenetleyici pini Lojik-1 (+3V3) olarak okumaktadir.
Butona basilmasi durumunda ise, bu pin Lojik-0 (GND) olarak okumaktadir. Bu

yontem sayesinde butona basilip basilmadig1 okunabilmektedir.

Sw2 SW3 Sw4
BTN1 0 BTN2 0 BTN3 o

$——X K——X $——X

Sekil 2.15 : Buton sematik bolimu.
2.4.3 Harici pinler

Sekil 2.16°da verilen sematikte 2x5 toplam 10 pinli bir pin header kullanilmistir. Bu
headerler, bir kablonun ya da baska header grubunun birbirine baglantisin1 olusturmak
icin kullanilir. Bu ¢alismada ise, mikrodenetleyicinin bazi pinleri bu headerlara
baglanmistir. Tez calismasi yapilirken, bir ihtiya¢ olmasi durumunda hizli bir sekilde
devreye alinabilmektedir. Bu pinlere mikrodenetleyicinin haberlesme pinleri
baglanmustir. Ornegin, tez g¢alismasinda SD kart modiilii kullanilmas: ihtiyaci
duyuldugunda bu haberlesme pinleri ile SD kart modiilii birbirine baglanabilir ve

modul kullanilabilir.

+3V3

J1
2[ s {EXT_CLK
EXT SDA>— 4 P QEXT WMoSI
EXT_SCL : j EXT_MISO

-

Sekil 2.16 : Harici pinler sematik bolumd.
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2.4.4 Mikrodenetleyici

Sekil 2.17°de verilen sematikte mikrodenetleyici olarak ST firmasinin
STM32G070CBT6 kodlu iirtinii kullanilmistir. Bu mikrodenetleyici oldukca gii¢lii,
hizl1 ve ucuzdur. Besleme ve diger modiillere giden pinler i¢in baglantilar yapilmustir.
MHx isimli semboller kart UGzerindeki montaj delikleri olup vidalama igin
kullanilmaktadir. FIDx isimler semboller ise, kart iizerinde SMD dizgi yapilabilmesi
icin kullanilan referans padlerdir. Dizgi makineleri bu padlere gore referans alir ve
ilgili koordinatlara komponentleri yerlestirmektedirler.

MH1 MH2 MH3 MH4

+3V3
FID1 FID4 FID2 FID3

' s

L]

4

s
oo 2%
PO 3%

g
< )
R a3
g b aa Pa0
& = e b
=) pe2[%h
P32 ED5
a4 |2 4
pas |+ M
Pas [*2 T
7 a7 |48 DA
& ras |47 3
P paa 2 7
P10 XT_SCL |
32 [l XT_SDA_|
33| parfras] ez [%h
&4 parz[paie) pe13 |24
e =g1e | ¥
PEi5 (2R
38| pats-swoio ] B {ESP_EN |
3] 0p14-SWELK-BOOTE pe7 2
< eeis ! (_LEDZ ]
o8l ore-osc_in ] peiasosciz_m 2
=¥ PF1-05C_ouT & PCI5/05C32_0UT | °
7}
2

uz
STM32G@70CBT6

Sekil 2.17 : Mikrodenetleyici sematik bolim.

2.4.5 Sensor
Sekil 2.18’de verilen sematikte ivme ve gyro sensorii olarak MPU6050 kullanilmistir.

Hassas 0l¢tim yapabilen ve ucuz bir sensordiir. Sensoriin teknik dokiimaninda 6nerilen

tasarima gore baglanti semasi olusturulmustur.

+3Vv3
U1 c2
vop |2 . |
+IV3 R2 viogc |8 ‘\ng
orR |7; CLKIN Sﬁ_
R5 »— aux_cL ]
| AN . 91 apa INT 25 1enF
oR RESV [223
REsvel [
"Irsvne RESV®2 |2 % 2027,__
.Zn
> SCL cPouT |22 -
4l spa REGOUT —|‘“ I__V
ca
AUX_DA 18@nF
18

GND
MPUE@5@

Sekil 2.18 : Sensor sematik bolumu.
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2.4.6 Programlayici

Sekil 2.19°da verilen sematikte mikrodenetleyiciye program atilabilmesi igin gerekli
pinler gosterilmektedir. Bu pinler 1x5 headera baglanmistir. ST-LINK programlayict
kablolar1 bu pinlere baglanarak mikrodenetleyiciye program yuklenebilmektedir. Tez
calismasindaki bir sistemin 6zelligi olan veri seti tretimi i¢in X, Y, Z verilerinin
depolandig1 hafiza biriminden bu pinler ile veriler bilgisayar tarafindan

okunabilmektedir.

+3V3

10K
R4
10K

J2

. SWDIO |

S NRST
* SWCLK

u#J:-m—
R3

Sekil 2.19 : Programlayici sematik bolum.
2.4.7 ESP8266 Wi-Fi modull
Sekil 2.20°de verilen sematikte Wi-Fi modilinin baglantilart gosterilmektedir. Elde

edilen sensor verilerinin, veri tabanina gonderilmesi i¢in Wi-Fi moduli

kullanilmaktadir. Bu modiil ESP8266’dir. Kullanimi kolay olup maliyeti diistiktiir.

+3V3 +3V3
o (o3
Cc9
100nF
. 238
Q
CH_PD £ cP002 [2x
ESP_TX 81 1xp RST/GPI016 |© €SP_RST]
3
ESP_RX 41 RXD % GPI0RD |P—x

R12
NN
10K

u3 i
ESP8266-01/ESP-01

Sekil 2.20 : Wi-Fi modulu sematik bolumd.
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2.4.8 Led

Sekil 2.21°de verilen sematikte led baglantilar1 gosterilmektedir. Sistem caligirken
hangi asamada oldugunu bilgi vermek amagl bu ledler kullanilmistir. Bir ledin ilgili
asamada birden fazla gorevi olabilmektedir. Ledin eksi ucu mikrodenetleyi pinine
gitmektedir. Mikrodenetleyici pinine lojik-0 verildiginde led 151k vermektedir. Lojik-

1 verilmesi durumunda led sonmektedir.

+3V3

Sekil 2.21 : Led sematik bolimu.
2.4.9 Baski devre

Sekil 2.22°de verilen ¢izimde, elektronik kartin PCB tarafi gdsterilmektedir. Sematik
¢izim tamamlandiktan sonra PCB ¢izim igin ilgili ara¢ agilmis ve sematik bilgileri
buraya aktarilmistir. Kart boyutunun belirlenmesinin ardindan eleman yerlesimi
yapilmistir. Eleman yerlesimi yapilirken {iriiniin kendisi ve yan komponentlerinin
birbirine yakin olmasina dikkat edilmistir. Kartin seri {iretimi yapilirken iiretim
asamalarinin kolay bir sekilde tamamlanabilmesi i¢in {iretimi zorlastiracak yerlesimler

kacimilmistir.

Supervisor Mustafa Qzden
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Sekil 2.22 : Tasarimm PCB bolumdi.
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2.4.10 Kartin 3B gorunumdu

Sekil 2.23’te kartin 3B goriiniimii gosterilmektedir. PCB ¢izimi bittikten sonra kontrol
yapilirken 3B goriiniimde yapilabilmekte ve kontrol edilmesini kolaylastirmaktadir.
Kontrol disinda ise, kartin nasil goriindiigii gosterilmekte ve istege gore kart renkleri

de degistirilebilmektedir.

Supcrviser Mustafa Ozden

Designod By EBB

Sekil 2.23 : Kartin 3B gorunuma.
2.5 Sistemin Gomiilii Yazilim Tasarimi

Sistemin gomiilii yazilim1 gelistirilmeye baslanirken tasarimi yapilan donanim
incelenmis ve yazilim asamalarinin ana hatlar1 belirlenmistir. Donanimda kullanilan
komponentlerin nasil kullanilacagir analiz edilmistir. Sonrasinda ise yazilimin
gelistirilecegi gelistirme ortami belirlenmistir.  Yazilimin algoritma semas1 da
belirlendikten sonra sistemin yazilimi gelistirilmeye baslanmigtir. Bu bdlumde,
kullanilacak olan gelistirme ortami, yazilim algoritma semasi ve sistemin yazilim

akiglar1 agiklanacaktir.

2.5.1 STM32CubelDE

Bu tez calismasinda gelistirilen elektronik kartin yazilimi i¢in STM32CubelDE
gelistirme ortami tercih edilmistir. STM32CubelDE programi, ST firmasi tarafindan
gelistirilen ve STM32 mikrodenetleyicileri i¢in kullanilan bir gelistirme ortamidir. Bu
gelistirme ortami sayesinde, STM32 mikrodenetleyicilerinin gelistirilmesi ve
programlanmast kolaylagtirllmistir. Bu program ayni zamanda ST firmasinin

gelistirmis oldugu diger program Cubemx programini da kapsamaktadir. ST firmasi
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iki ayr1 programi tek bir programda entegre etmeyi planlamistir. Bu sekilde

kullanicilarinin islerini daha da kolaylagtirmistir.

Pinout & Configuration Clock Configuration

v Software Packs Vv Pinout

i} Pinout view

<
System Core > _ 8

g3
Anal > c £
nalog g

g g
Timers > R
Connectivity >

13 4 -
Multimedia 5 Leo_pie [HERE SYS_SWELK
LED_WIFLDATA s¥s_sapo

Computing > Lep_ewpry [0S
Middleware >

USARTH RX

ESP_EN
USARTI_TX
STM32G070CBTx

Sekil 2.24 : STM32CubelDE programi (Cubemx).

Sekil 2.24’te programin arayiliz ortamu gosterilmektedir. Bu program ile,
mikrodenetleyicinin pin ayarlamalar1 hizli bir sekilde yapilabilir ve bu ayarlara gore
yazilim ayni program da yapilabilmektedir. Pin se¢imleri ve bu pinlerin gorevleri
secilirken, donanimda kullanilan diger komponentlerin &zelliklerine bagli olarak

secilmektedir.

Sekil 2.25’te programin kod gelistirme ortamina ait arayiz gosterilmektedir. Cubemx
tarafinda mikrodenetleyicinin tiim ayarlar1 yapildiktan sonra kod Uretimi igin sistem
hazir duruma gelmektedir. Ilgili konfigiirasyon icin kod Uretimi otomatik olarak

yapildigindan sistemin ana akiginin yazilim: hazir duruma gelmektedir.

mainc  [g processc X [@wifih  [f processh  [§ wific  [g app_freertos.c

// STATE-MACHINE
switch (enProcess)
{

ledControl (LED!
ledControl (LED!
// STATE LEDs
ledControl (LEDTYPE EMPTY, LED OFF);

o WIFI CONTROL
HAL GPIO_WritePin(ESP_EN_GPIO Port, ESP_EN_Pin, GPIO PIN RESET):
enProcessWifi = WIFI IDLE;
PASS TC RUN
if (stBtnVals.btnl val && !stBtnVals.btnl_oldVal)
{
6 // ZERO
for (int i=0;i<l0:i++)
1
19 stSensorFilterVals.accXarr[i] = 0;
stSensorFilterVals.accYarr[i] = 0;
1 stSensorFilterVals.accZarr[i] = 0:
\

Sekil 2.25 : STM32CubelDE programi (IDE).
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2.5.2 Sistemin algoritma semasi

Sekil 2.26°da sistemin algoritma semas1 verilmistir. Algoritmada sistemin durumlari
arasindaki gecisler, sistem agamalar1 ve bunlarla ilgili akislar gosterilmistir. Buradaki

akislarin detaylar1 bir sonraki bélumde tasarlanan elektronik kart ile iligkili olarak

aciklanacaktir.

Kartin
enerjilendiriimesi

v
Bilgilendirme iglemi
ve sayacin saymasi

<280

Sekil 2.26 : Sistemin algoritma semasi.
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2.5.3 Sistemin yazilim akisi

Bu boliimde, elektronik sistemin akigini olusturan asamalar agiklanmigtir. Elektronik
sistemi olusturan yazilimsal asamalar gorsellerle desteklenerek detaylandirilmustir.
Elektronik kart sisteminin kullanilmas: siirecinde, islem asamalarin1 meydana getiren

fonksiyonlarin ve bunlara karsi olusturulan ¢iktilarin bilinmesi gerekmektedir.

Sekil 2.27°de sistem akisinda kullanilan ledler ve butonlar numaralandirilmistir. Bu

numaralar kullanilarak sistemin mevcut durumlar agiklanacaktir.

Sekil 2.27 : Sistemdeki ledler ve butonlar.
2.5.3.1 Enerjilendirme ve bilgilendirme modu

Sekil 2.28’de goriulen sistem durumu kartin ilk baglama durumudur. Karta enerji
verildikten sonra ilk olarak kartin etiket degeri kag ise iki saniye boyunca bu bilgi 5-
6-7-8 nolu isaretlenmis yerdeki ledler ile gosterilmektedir. Bu ledlerin yanma durumu,
etiket degerine gore degismektedir. Siirenin sonunda bekleme moduna gecis
yapmaktadir. Kartin 9 nolu besleme ledi ise kart enerjilendiginden itibaren yesil renkte

yanmaktadir.

Sekil 2.28 : Enerjilendirme ve bilgilendirme modu.
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2.5.3.2 Bekleme modu

Sekil 2.29°da gosterilen sistem durumu kartin bekleme modudur. Bu mod, aktif olarak
calisacak fonksiyonlarin durduruldugu moddur. Bekleme modunda oldugunun
gosterilmesi i¢in 1 nolu led kullanilmaktadir. Bu moddan diger modlara gegis butonlar
kullanir. 10 nolu buton ile sistemin aktif olarak ¢alisacagi moda gecis yapilir. 11 nolu
buton ile sistemin etiket degeri se¢cim moduna gegis yapilir. 12 no’lu buton ile veri seti

olusturma moduna gegis yapilir.

Sekil 2.29 : Bekleme modu.
2.5.3.3 AKktif cahisma modu

Sekil 2.30’da gorllen sistem modu kartin aktif ¢alisma modudur. 2 nolu led ile
sistemin bu modda oldugu gosterilmektedir. 5 nolu led ile sensoriin, 6 nolu led ile Wi-
Fi modiiliiniin aktif oldugu gosterilmektedir. 7 nolu led ile Wi-Fi verisinin gonderildigi
bilgisi verilmektedir. Wi-Fi moduli ile baglanti kurulamamasi durumunda, sistem hata
moduna gegis yapar. 11 nolu butona basildiginda Wi-Fi moduli resetlenir ve tekrar
baglant1 kurup akisa devam etmesi saglanmaktadir. 10 nolu buton ile idle moduna

gecis yapilabilmektedir.

Sekil 2.30 : Aktif galisma modu.
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2.5.3.4 Etiket degeri secim modu

Sekil 2.31°de gorilen sistem modu kartin etiket degeri segcim modudur. Bu modda,
elektronik cihazin insan viicudu iizerinde hangi pozisyona yerlestirilecegi
secilmektedir. 3 nolu led ile sistemin bu modda oldugu gosterilmektedir. 5-6-7-8 nolu
ledler ile etiket degeri gosterilmektedir. 10 nolu buton ile bu numaranin etiket degeri
arttirtlmaktadir. 12 nolu buton ile etiket degeri azaltilmaktadir. 11 nolu buton ile etiket

degeri onaylanir ve hafizaya kaydedilir.

Sekil 2.31 : Etiket degeri se¢im modu.
2.5.3.5 Veri seti olusturma modu

Bu mod, veri seti olusturmak igin gelistirilmis olup bes farkli siire¢ten olugmaktadir.
Bu siireglerin her birisi ledler ile gosterilmektedir. Sekil 2.32’de gorillen asama
hazirlik stirecini gostermekte ve bu asamada herhangi bir islem yapilmamaktadir. 30
saniye boyunca sistem hazirlik igin beklemektedir. Siire sonunda sistem otomatik
olarak diger asamaya ge¢mektedir. Veri seti olusturma modunun aktif oldugunun
gosterilmesi icin 5-6-7-8 nolu ledler siirekli bir sekilde yanmaktadir. Hazirlik

asamasinda oldugunun gosterilmesi icin de 1-2-3-4 nolu ledler yanmamaktadir.

Sekil 2.32 : Veri seti olusturma modu.
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Sekil 2.33’te gorllen asama ornekleme siirecidir. Bu asamada, X, Y ve Z sensor
verilerinden 1.000’er adet 6rnek alinmaktadir. Her 6rnek 200 mS’de bir alinmaktadir.
Bu 6rnekleme siireci toplam 200 saniye siirmektedir. Ornekleme islemi yapilirken,
ilgili pozisyon igin viicut hareket ettirilebilir. Ornekleme islemi tamamlandiktan sonra
otomatik olarak sonraki asamaya gecilmektedir. 1 nolu led, drnekleme asamasini

gostermektedir.

Sekil 2.33 : Veri seti olusturma modunda verinin 6rneklenmesi.

Sekil 2.34°te goriilen asama verileri kaydetme ve bekleme asamasidir. Ornekleme
asamasi tamamlandiktan sonra veriler otomatik olarak mikrodenetleyicinin hafizasina
kaydedilmektedir. Bu islem tamamlandiktan sonra bekleme asamasina gegilir. Bu
asamada 11 nolu butona basilmasi beklenir. Butona basildiktan sonra sistem bekleme
moduna geri donmektedir. 4 nolu led ile bu asama gosterilmektedir. Verilerin
mikrodenetleyicinin  hafizasinda  ilgili  adreslere  birbirleriyle karigmadan
kaydedilmektedir. Bu hafizadaki veriler bir yazilim sayesinde kolayca

erisilebilmektedir.

Sekil 2.34 : Veri seti olusturma modunun tamamlanmasi.
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2.6 Sistemin Yapay Zeka Tasarimi

Yapay zeka modelinin egitilebilmesi i¢in kullanilacak olan veri setleri tasarlanmig olan
gomula sistem ile Gretilmistir. Bu elektronik sistem ile veri setinin Uretilmesi 2.5
Sistemin Gomiilii Yazilim Tasarimi boliimiinde agiklanmistir. Yapay zeka modelinin
egitilmesi i¢in Matlab programinin yapay zeka calismalari icin olusturdugu araglar
kullanilmistir. Egitim islemi tamamlandiktan sonra yapay zeka modeli, tasarlanmig
olan arayliz programi boliimiine eklenerek ¢alismasi saglanmistir. Tasarlanmis olan
elektronik sistemler, viicudun ilgili boliimlerine konumlandirilarak her bir poz igin 200
sn boyunca veri alinarak mikrodenetleyicinin hafizasina kaydedilip sonrasinda
bilgisayar ortamina aktarilarak veri seti olusturma asamasi tamamlanmistir. Veri
setinin kullanilacak olan yapay zeka modelinin girdi ve ¢iktilarina uygun olarak

sekillendirilmesi ve egitilmesi asamalar1 asagida aciklanmaistir.

2.6.1 Veri setinin uygun duruma getirilmesi

GOmull sistem tasariminda veri seti tiretimi igin 6zel bir yazilim gelistirilmistir. Belirli
bir siire Ornekleme islemi yapildiktan sonra alinan bu veriler kullanilan
mikrodenetleyicinin hafizasina kaydedilmektedir. Kaydedilen verilerin, yapay zeka
modelinin egitiminde kullanilabilmesi i¢in birkag islemden gegirilerek hazir duruma
getirilmesi gerekmektedir. Sekil 2.35’te veri setlerinin anlamlandirma akis semasi

gosterilmistir.

Say1 sistemi
doniigiimiiniin
saglanmasi

Tablonun uygun
duruma

getirilmesi

Sekil 2.35 : Veri seti anlamlandirma akis semasi.
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[k adim olan verilerin okunmasi asamasinda, mikrodenetleyiciye yazilim ylikleme ya
da mikrodenetleyicideki yazilimin okuma islemlerinin yapildigi ST-Link Utility
programi kullanilarak mikrodenetleyicinin hafizasina erisim saglanmaktadir. Erigim
saglandiktan sonra 6rneklenmis sensor verilerinin bulundugu hafiza alanindan veriler
kopyalanarak 6zel olarak hazirlanmis excel dosyasi igerisine eklenmektedir. Sekil

2.36°da hafizaya erisim sonrasi 6rneklenmis veriler gosterilmistir.

 STM32 ST-LINK Utility
File Edit View Target ST-LINK Extemalloader Help

il BEOU B

Memory display

Address: | 0x0801E000 - | Size: 06000 Data Width: | 32bits - |

Device Memary Fle : y.bin
[y b, il sizes 23576 Bytes

Address [) [4 s [ [asan
OX0000000_|0000T164 00000000 | 0000TIEA 00000000 d......d..
0000010 [0000TISE 00000000 | 0DOOTISE 0000000 .......[
O:O0000020  [00000E33 0000000 | 00000BAS  0O0DOD00  3.......E
X000 [00000COD 00000000 | 0000OCOE 00000000
Ox000040 _[00000C1 | 000G0D00 | 00DOOCT? 00000000
OX0000050__[00000CT 00000000 | 0ODDOBFS 00000000
OX00000G0__[00000CT4 00000000 | 00000B4S 00000000
OX0000070 | 00000ESE 0000000 | 00DDOBSC 00000000
O:0000080 |000ODBSF 00000000 | 00DDOBES 00000000
X000 |00000B47 0000000 | 0OD0OBD 00000000
x00000A) _[OOODUFE4  00000O00 | OODODFF1  00DOOCO
OxO0O00BD___|OOOOOFFS  000G0D0O | DODOOFED 00000000
OX00000CO___[0000DFDD 00000000 | 0000OB4E 00000000
OX00000D [ 00000DST 00000000 | 00DDODAC 00000000
OGOO0ED [00000D9 00000000 | 00000DS1 00000000
OGO00000FD _|00000D94 00000000 | 00001165 00000000
OxO00O0I00 _[0000T163 00000000 | 0000TTFT 00000000
0000110 [0000TI65 00000000 | 0DDDTIGE  0ODODCO
Ox00O0120 _[000OTI6A 00OGODGO | DODOOB2E 00000000
OX000T0  [00000E25 00000000 | 0ODDOE4A 00000000
OX0000140|OOOODEAC 00000000 | OODDOE4E 00000000
OX00O0150 |O00ODEAD 0000000 | 0DDDOES2 00000000
O:O0000160 _|000ODEAS 0000000 | 0ODDOESS 00000000
OxO00O0T70 |OO0ODESS 00000000 | OODOOE44 00000000
0000180 [OOODIEAE 00000D00 | OODOES6  0ODODCO

Sekil 2.36 : Mikrodenetleyici hafizasina erigim.

Ikinci adimda ise, Excel tablosuna kaydedilen bu verilerin, 16’lik say1 sisteminden
10’luk say1 sistemine c¢evrilmesi i¢in programin mevcut araglart kullanilmustir.
Boylece bu sayilar orijinal degerlerine getirilmektedir. Sekil 2.37°de say1

doniistimiinlin gergeklestirilmis durumu gosterilmistir.

Dosya Girig Ekle  Sayfa Dizeni  Formiller Veri Gozden Gegir  Gorundm — Otomatiklestir  Yardim

E'Iil X Kes

Vapistir (B kopysla -

Pano & Yazi Tipi Hizalama Sayi

TOPLA v i X o fx -HEX2DEC(F2)

A B C D E F G H | J

2 00001164 00001164 ! 00001164 ! =HEX2DEC{F2) 1
3 0000115E 00001158 0000115E HEX2DEC(say1) |

4 00000B33 00000B4S 00000B33 2867

5 00000C0OD 00000COE 00000C0D 3085

6 00000C19 00000C17 00000C19 3097

T 00000C16 00000BF9 00000C16 3094

8 00000C14 00000B49 00000C14 3092

9 00000BSB 00000B5C 00000B5SB 2907

10 00000B5F 00000865 00000B5F 2911

1 00000847 00000B50 00000BA7 2887

12 00000FE4 00000FF1 00000FE4 4068

13 00000FFS 00000FED 00000FFS 4085

14 00000FDD 00000B4AE 00000FDD 4061

15 00000D91 00000D8C 00000D91 3473

16 00000093 00000DS1 00000D93 3481

17 00000094 r 00001165 00000094 3476

10 r nnnn1169 r onnn1171 nnnn1169 A457

Sekil 2.37 : Say1 ¢evrim islemi.
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Cevrim islemi tamamlandiktan sonra bu sayilardan offset degeri olarak 5.000 degeri
cikarilmasi gerekmektedir. Bunun sebebi ise sensorlerden negatif degerler geldigi i¢in
hafizaya oldugu sekliyle kaydedilememesidir. Bu problemi ¢6zebilmek icin elektronik
sistemde bu veriler pozitif bir offset degeri ile toplanmaktadir. Excel tablosu tizerinde
ise bu offset degerleri ¢ikarilarak sensoriin gergek degerine ulagilmaktadir. Sekil

2.38’de offset degerinin ¢ikarilmig durumu gosterilmistir.

Hizalama Say Stiller Hucreler
E F G H 1 J K L M N o P

00001164 4452 =12:12001-P2] | _soo0 |
0000115E 4446 -554

00000833 2867 -2133

00000C0D 3085 -1915

00000C19 3097 -1903

00000C16 3094 -1906

00000C14 3092 -1908

00000B5B 2907 -2093

00000BSF 2911 -2089

00000847 2887 -2113

00000FE4 4068 -932

00000FF5 4085 -915

00000FDD 4061 -939

00000091 3473 -1527

00000099 3481 -1519

00000034 3476 -1524

00001169 4457 -543

00001165 4453 -547

0000116A 4458 -542

00000B28 2859 -2141

00000E4C 3660 -1340

0000040 3648 -1352

0000049 3657 -1343

00000E55 3669 -1331

NNNNNFAF 2RRY -122R

Sekil 2.38 : Offset ¢ikarma islemi.

Son asamada ise belirli islemlerden gecmis sensor verilerinin Matlab programinda
anlagilabilir olmasi i¢in bir diizen uygulanarak dosya formatinda kaydedilmektedir.
Sensor verileri girdi ve poz degerleri ise ¢ikti olarak olusturulmaktadir. Sensor

verilerinin son asamasi Sekil 2.39°da gosterilmistir.

- u = e L o L ' g n L v &

1]
2 | -5000 -5000 -700 -740 -739 -704 -715 711 -707 -689 -700 -681 676 -70.
3 -462 -491 -485 -489 -489 -483 -468 -488 -471 -478 -531 -481 -480 -48:
4 390 384 167 170 170 174 169 172 177 174 176 175 175 172
5 | -5000 -5000 -744 -742 -733 -754 -755 741 -5000 46 66 58 69 63
6 -637 -638 -636 -631 -633 -631 -627 -628 -2235 -2225 -2225 -2228 -2232 -223
7 77 273 56 58 63 64 64 64 66 68 69 68 65 65
8 | -5000 -5000 -609 613 621 -610 6514 613 -618 623 624 -619 619 61
9 -626 -628 -629 -625 -627 -632 -635 -640 -640 -644 -640 -644 -640 -63!
10 263 271 52 52 51 51 40 40 43 38 41 42 40 37
11| -5000 -5000 -704 -688 -705 -7117 -731 -725 -712 721 -715 -703 -709 -70!
12 -636 -640 -642 -637 -645 -653 -645 -645 -647 -645 -641 -644 -646 -641
13 266 267 44 50 47 50 44 49 47 48 46 45 47 50
14| -5000 -5000 -983 -982 977 -977 -983 -979 -975 975 977 -972 971 98
15 -699 -701 -687 -693 -690 -693 -690 -692 -694 -696 -693 -696 -695 -691
16 204 221 15 20 24 7 18 18 14 11 11 6 8 12
17 |__-5000 -5000 -5000 -263 -266 -258 -267 -272 -313 -253 -302 -274 -292 -27
18 -765 -747 -2335 -739 -740 -739 -737 -742 -740 -749 -741 -748 -749 -75.
19 181 183 -39 -39 -47 -44 -51 -46 -38 -49 -41 -53 -51 -a3
20| -5000 -5000 -856 -856 -863 -859 -859 -863 -863 -856 -857 -857 -857 -86.
21 -909 -909 -906 -907 911 -905 -911 -910 -912 -911 -908 -911 -913 91
22 13 15 -191 -1a7 -14a5 -19R -7m -14a5 -19q -1a5 -am -2 -1a4 -141

Sekil 2.39 : Sensor verilerinin son hali.
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Poz verilerinin son agamast Sekil 2.40°ta gosterilmistir.

BXU BXV BXW B BXY BXZ BYA EYB BYC BYD BYE EYF

Sekil 2.40 : Poz verilerinin son hali.

2.6.2 Yapay sinir ag1 modeli aracinin cahistirilmasi

Veri setlerini olusturduktan sonra modelin egitimi i¢in Matlab konsol ekraninda
nnstart yazilarak model ara¢ agilmaktadir. Import butonu ile olusturulan veri setleri
calismaya dahil edilmektedir. Bu veri setlerinin %70’1 egitim verisi olarak
kullanilmistir. Kalanin %15°1 validasyon ve %15°1 ise test icin kullanilmistir. Katman
say1s1 olarak ornek tizerinde 20 degeri girilmistir. Bu hazirliklar tamamlandiktan sonra

train butonuna basilarak model egitim islemi baslatilmaktadir. Sekil 2.41°de bu aracin
ekran1 gosterilmektedir.

4\ Neural Network Fitting

Training data: 70 %
Ry

Import Walidation data: E Layer size: E
- Test data: E
DATA SPLIT

BUILD
Sekil 2.41 : Matlab yapay sinir ag1 araci egitim 6ncesi.

Model egitme islemi tamamlandiktan sonra egitimle ilgili bilgiler ekranda

gosterilmektedir. Bu bilgiler sonraki asamada anlatilacaktir. Sekil 2.42°de egitimin

tamamlandig1 durum gosterilmistir.

NEURAL NETWORK FITTING (-}

2 Tra!mr\? et T0% _ . _ D> = = mi B B v
Import | Ualidation doen] 15 apersie 0[5 Train Training Performance  Emor  Regression Fit | Test Generate  Expart
- Test data: - State Histogram Code » Model ~
DATA SPLIT BUILD TRAIN PLOTS TEST EXPORT
Network Training H

Model Summary

~ Train a neural network to map predictors to continuous responses

Training Results
Data

Training finished: Met validation criterion ) Predictors: ~ SensorDatas - [20x10000 double]

Responses:  SensorTargets - [1:10000 double]
Training Progress

SensorDatas: double array of 10000 ebservations with 29 fealures.

SensorDatas: double array of 10000 abservations wih 26 features
Unit Initial Value Stopped Value Target Value -
Epoch 0 27 1000 Data division: Random
Flapsad e TE Training algorithm:  Levenberg-Marquardt
Performance Mean squared error
Performance 288 0.00208 0
Gradient 551 0.057 1807 e
Training start tme:  28-0ct-2024 202853
Mu 0001 1e-07 16410 Layer size T
Validation Checks o & 6 5 Comereations st n
Training 7000 0.0040 0.9990
Validation 1500 0.0110 0.9973
Test 1500 00138 09966

Sekil 2.42 : Yapay sinir agi araci ile egitimin tamamlanmasi.
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Tasarlanan yapay sinir ag1 U¢ gizli katmandan olusmaktadir. Bu katmanlardaki ndron
sayilart degistirilerek elde edilen sonuglar Cizelge 2.1°de gosterilmistir. Modelin
basarim degerlendirilmesi igin performans degeri incelenmistir. Performans
degerlerine bakildiginda basarili olan modelin 2,77x107* degeri tireten 8 nolu model

oldugu goriilmektedir. Performans degerlendirilmesi MSE yontemine gore yapilmistir.

Cizelge 2.1 : Matlab yapay sinir ag1 araci egitim sonrasi performans sonuglart.

Model No Katman-1 Katman-2 Katman-3 Fonksiyon Performans
1 20 40 10 Purelin 0.311
2 20 40 10 Tansig 1,09x10-1
3 20 40 20 Purelin 0.308
4 20 40 20 Tansig 1,34x10-11
5 30 40 10 Purelin 0.309
6 30 40 10 Tansig 2,33x1011
7 30 40 20 Purelin 0.317
8 30 40 20 Tansig 2,77x1014
9 40 40 10 Purelin 0.316
10 40 40 10 Tansig 3,73x1012
11 40 40 20 Purelin 0.309
12 40 40 20 Tansig 1,643x101!

Hidden Layer 2

Hidden Layer 1 Hidden Layer 3 Output Layer

1 Neuron

()
o
Output

Sekil 2.43 : Yapay sinir ag1 modelinin yapisi.

Egitilen modelin i¢ yapis1 Sekil 2.43’te verilmistir. Katmanlardaki néron sayilarinin

degistirilmesiyle elde edilen performans degerleri Cizelge 2.1°de verilmistir.

2.7 Sistemin Arayiiz Tasarimi

Arayiiz programlar1 yazilim gelistirme siireclerinde ¢esitli avantajlar saglamaktadir.
Modiilerlik ve kullanim kolaylig1 sayesinde kullanimi oldukc¢a fazladir. Birden fazla
sistemin kolay bir sekilde yonetilmesine olanak saglamaktadir. Bu boéliimde,
elektronik sistemle birlikte senkronize olarak calisacak olan arayiiz programin

detaylar1 agiklanacaktir.
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2.7.1 ThingSpeak platformu

MathWorks firmasi tarafindan gelistirilen bu platform bulut tabanli veri toplama,
depolama ve gorsel sonuglar sunmaktadir. Daha ¢ok nesnelerin interneti projelerinde
kullanilan bu platform icin akilli ev sistemleri, akilli sulama sistemleri gibi drnekler
verilebilir. Bu platform, verilerin gercek zamanli analiz edilmesine de olanak

saglamaktadir.

Sekil 2.44°te tez ¢alismasinda kullanilan elektronik iiriiniin yolladig1 sensor verilerinin

grafikleri bulunmaktadir. Bu sensor verileri bulut {izerinde depolanabilmektedir.

mThingSpeakW Channels ~ Apps ~ Devices~ Support~
Field 1 Chart o & x Field 2 Chart o & x
CH-4 CH-4
20 50
~ ~
% &3
]
0
12:40 12:45 12:50 12:55 13:00 12:40 12:45 12:50 12:55 13:00
Date Date
ThingSpezk com ThingSpeak com
Field 3 Chart B O & x Field 4 Chart F o # =
CH-4 CH-4
2k
"~ w 40
N %
Tk
20

12:40 12:45 12:50 12:55 13:.00 12:50 12:55 13.00 13.05

Date Date
ThingSpeak com ThingSpezk com

Field 5 Chart B O & x Field 6 Chart B O & =

(@]
T
-~

R D

Sekil 2.44 : ThingSpeak platformuna ait aray(z.

1500

)

2.7.2 Matlab app designer

MATLAB app designer, MATLAB yazilimi igerisinde bulunan bir uygulama
gelistirme aracidir. Bu ara¢ sayesinde kolay bir sekilde grafiksel kullanici arayiizii
olusturulabilmektedir. Bu tez calismasinda, ThingSpeak iizerinden sensor verileri
alinarak yapay zeka modeli calistirllmaktadir. Yapay zeka modelinin tahmin sonuglari

gorsel bir sekilde bir arayiiz programi ile gosterilmektedir. Arayiiz tasarim1t MATLAB

o
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app designer ile yapilmistir. Bu arayliz programinda sensor verileri aktif olarak

izlenebilmektedir.

Sekil 2.45’te MATLAB app designer arac1 gosterilmektedir. Sahip oldugu araglarin
kullanilmas1 oldukca kolay ve pratiktir.

Sekil 2.45 : MATLAB app designer.

2.7.3 Araylz yazilhmi

Sensor verileri elektronik cihaz kullanilarak  Wi-Fi  moduliyle ThingSpeak
platformuna gonderilmektedir. Bu platformda her sensér icin ayri kanallar
olusturulmustur. Bu sayede veriler birbirine karigmamaktadir. Veritabaninin
ozelliginden dolay1 en son gelen veriler kayit alinmaktadir. Arayiliz programinin
kullanilmasinin amaci arka planda tiim analizlerin yapilmasi ve bu analiz sonuglarinin

da gorsel olarak gosterilmesidir.

Vicut Uzerindeki bolgeler ve etiket numaralart arayliz programi {izerinden
gorulebilmekte ve hangi elektronik cihazin veri gonderdigi izlenebilmektedir. Arayiiz
programi iizerinde bir buton bulunmaktadir. Yapay zeka modelinin tahmin etme
islemini gerceklestirmesi i¢in bu butona basilmasi gerekmektedir. Sistemin stirekli bir

sekilde caligmasi ve arka planda sistem akisinin mesgul edilmemesi hedeflenmektedir.

Sekil 2.46°da arayiiz yazilimmin akisi verilmistir. Oldukga basit ve hizli bir ¢ikti

vermektedir.
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( Sensor verileri
platforma gonderilir

v

/ ~—>’Aray&z programi akdif «—

l

g

,/A

P N
/---/ Tahmin .
( butonuna )
‘\.\basﬂdl mi?

< £
4

l Evet

" Araylz programi

Hayir

platiormdan verileri
alir

" Veriler, yapay zeka |
' modeline girdi olarak
\ verilir

v

| Yapay zeka modeli |
sonucu tahmin eder

Y

™

l Sonuc gosterilir

Sekil 2.46 : Arayuz yazilim akisi.

Sekil 2.47°de arayiliz yazilimimimn son durumu verilmistir. Uygulama ¢alistirildiginda
aktif olarak ¢alisacak bolim bu kisimdir. Uygulamanin sol tarafinda viicut tizerinde
hangi bolgelerde cihazlarin olacagini ve cihazlarin etiket numaralar1 yer almaktadir.
Araylzde X, Y ve Z sensor verileri veritabanindan alinarak ilgili kutucuklara
yazilmaktadir. Uygulamanin sag tarafinda ise yapay zeka modelini ¢alistiran bir buton
ve sistem calisirken hangi asamada oldugunu bildiren bir yazi bulunmaktadir. Sonug

olarak ise modelin tahmin ettigi poz degeri ve bu poz degerinin gorseli ekranda
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gosterilmektedir. Verilerin izlenebilmesi ve bu verilere gore yapay zeka modelinin

calismasi kolaylikla gergeklestirilebilmektedir.

4 PreposAl — X

x1: 26
y1:24
211777

x3: -2
y3:28
23:1788

Yapay Zeka Modelini Calistir

751024 76: 1025

0.60735

z10: 905

Sekil 2.47 : Arayuz programi.
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3. SONUC

Bu tez calismasinda, IMU sensorleri kullanilarak yapay sinir ag1 tabanli bir model ile
3B insan poz tahmini ¢alismasi ger¢eklestirilmistir. Toplamda 10 adet poz goriintiisii
tizerine model egitilmistir. Model egitimi siirecinde her poz i¢in 30.000 veri seti,
toplamda 300.000 veri seti kullanilmistir. Kullanilan veri setleri tamamen 6zgiin
olarak iiretilmistir. Veri seti liretimi i¢in 6zgiin olarak tasarlanan elektronik sistem
kullanilmistir. Gergek zamanli olarak sensoér verilerinin génderilmesi i¢in elektronik
sistem Gzerinde Wi-Fi modili kullanilmistir. Bu modul sayesinde sensor verileri

kablosuz olarak ThingSpeak platformuna gonderilmektedir.

Yapay zeka modeli olarak 4 katmanl bir yapay sinir ag1 kullanilnustir. Uretilen veri
setleri ile egitilen model, dogrulugu %90 olarak yiksek tahminler
gerceklestirebilmektedir. Katmanlardaki ndéron sayilar1 sirayla 30, 40 ve 20 olarak
olusturulmustur. Model egitimi i¢in Matlab programinin yapay sinir agi egitim
fonksiyon ve araglari kullanilmistir. Tasarlanan arayiiz programi, veritabaninindan
sensor verilerini aldiktan sonra egitilmis modele girdi olarak vermektedir. Ilgili pozun

tahmin edilen gorseli ekranda avatar olarak gosterilmektedir.

Model egitimi tamamlandiktan sonra ger¢ek zamanli olarak test islemi de
tamamlanmistir. Toplam 10 poz i¢in dl¢iimler alinarak sonuglar tahmin ettirilmistir.
Sonug degerleri en yakin sayiya yuvarlanarak tam say1 degeri alinmaktadir. Sonugtaki
sayisal degeri poz numarasi ile eslesmektedir. 10 poz verisinden 9’u basarili sekilde
tahmin ettirilmistir. Sadece 10 numarali poz hatali olarak tahmin edilmistir. Sonug
degerine bakildiginda bu degerin ortada bir deger oldugu goriilmektedir. Tahmin
sonuglar1 Sekil 3.1°de mavi renkli gorseller ile temsil edilmistir. Sonucglara gore
tasarlanan sistemin tahmin islemini basarili sekilde gergeklestirdigi gosterilmistir.
Sistemde kullanilan bilesenlerin 6zgiin olarak tasarlanmasi benzer ¢alismalara gore
Ozgiinliik ve yenilik katmaktadir. Tasarlanan sistemin daha basarili olabilmesi igin
tekrar veri setleri liretilmeli ve model egitimi tekrarlanmali veya daha farkli yapay zeka

modelleri denenmelidir.
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2.9997 Poz-8 8.0197

"
o
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5 & !
4.7431 Poz-10 9.3137
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4. TARTISMA

Sanal diinya ile gercek diinya arasinda baglanti saglamanin bir basamaginin
gergeklestirilmesinin  hedeflendigi bu tez c¢alismasinda, 3B insan poz tahmini
yapilabilmesi i¢in IMU sensdrler ve yapay sinir ag1 tabanli bir model kullanilmistir.
Yapay sinir ag1 modelinin egitilmesi siirecinde ara katman sayisinin {i¢ olmasi ve
katmanlardaki noron sayilarinin degistirilerek en iyi sonucu veren modelin, tahmin
modeli olarak kullanilmasi hedeflenmistir. Yapay sinir agi modeli egitiminde, ¢ikis
katmaninda iki adet transfer fonksiyonu test edilmistir. Tansig transfer fonksiyonunun
Purelin transfer fonksiyonuna gére bu problemin ¢ozimiinde daha duygun oldugu

gorilmiistir.

Poz verilerinin alimmas1 ic¢in tasarlanan elektronik sistemde, sensdr verilerinin
okunmasi, sensor verilerinin Wi-Fi modiiliilyle veritabanina gonderilmesi, veri seti
tiretilmesi gibi islemler basariyla gergeklestirilmistir. Elektronik sistem bir batarya ile
calismaktadir. Bataryanin kapasitesi test siiregleri igin Yyeterli olmakla birlikte,
bataryanin sarj islemi bataryanin bulundugu plastik parcanin elektronik sistemden
sokulup harici bir devreye baglanmasiyla gerceklestirilmektedir. Sarj siirecinin
tyilestirilebilmesi i¢in, elektronik sistem iizerine batarya sarj edici devre eklenebilir.
Boylece elektronik sistemde tak-¢ikar yapilmadan bataryanin sarj edilmesi

saglanabilecektir.

Veri seti {iretimi, tasarlanan elektronik sistem ile gerceklestirilmektedir. Veri setleri
kullanilan mikrodenetleyicinin hafizasina kaydedilmektedir. Sonrasinda ise bu veriler
bilgisayar programi ile baglanti kurularak alinir ve veri doniistimii yapildiktan sonra
sensOr verilerine ¢evrilmis olur. Bu yontem de verimli bir yontemdir ancak yontemin
tyilestirilmesi ve daha hizli olabilmesi i¢in bu verilerin kablosuz sekilde bilgisayar
ortamina gonderilmesi daha pratik olacaktir. Diger bir yontem ise elektronik sistem
tizerinde hafiza karti modiiliiniin kullanilmas1 olabilir. Boylece sensor verileri hafiza

kartina kaydedilir ve hizl1 bir sekilde bilgisayar ortamina aktarilabilir.

Poz tahmini ger¢cek zamanli olarak gergeklestirilirken, sensor verilerinin yapay zeka

modeline gonderilmesi i¢in Wi-Fi modiili kullanilmaktadir. Tez ¢alismasinda, sensor
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verileri saglikli bir sekilde kablosuz olarak modele gonderilmis ve poz tahmini
gerceklestirilebilmistir. Bununla birlikte, Wi-Fi modullnin kablosuz aga baglanmasi
ve veri gbéndermesi zaman alan bir islemdir. Bu modl yerine daha hizli haberlesme

saglayacak modiiller tercih edilebilir.

Poz tahmini isleminin gergeklestirilebilmesi i¢in yapay zeka modelinin bilgisayar
tabanli bir ortamda gergeklestirilmesi gerekmektedir. Sensor verilerinin elde
edilmesinden sonra tahmin sistemine goénderilmesi igin gecen sirenin uzun oldugu
gozlemlenmistir. Model egitimi tamamlandiktan sonra tahmin modeli elektronik

sistem igerisine entegre edilebilirse sistem daha hizli ve efektif ¢alisabilecektir.
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