DOGAL DIL iSLEME KULLANILARAK ANA
AKIM MEDYADA TURKCE SAHTE HABER
TESPITI

isa KULAKSIZ

Damisman: Dr. Ogr. Uyesi Ahmet COSKUNCAY
Yiiksek Lisans Tezi
Bilgisayar Miihendisligi Egitimi Ana Bilim Dal
2025
(Her hakki saklidir.)



T.C.
ATATURK UNIVERSITESI
FEN BILIMLERI ENSTITUSU
BILGISAYAR MUHENDISLIGI EGIiTiMi ANA BIiLiM DALI

DOGAL DiL iSLEME KULLANILARAK ANA AKIM MEDYADA TURKCE SAHTE
HABER TESPITI

(Turkish Fake News Detection on Mainstream Media Using Natural Language Processing)

YUKSEK LISANS TEZI

Isa KULAKSIZ

Danisman: Dr. Ogr. Uyesi Ahmet COSKUNCAY

Erzurum
Ocak, 2025



FEN BILIMLERI ENSTITUSO
Graduate School of Natural and
Applied Sciences

T,
ATATURK UNIVERSITESI
Fen Bilimleri Enstitiisii Midiirligu

TEZ KABUL VE ONAY TUTANAGI

DOGAL DIL ISLEME KULLANILARAK ANA AKIM MEDYADA TURKCE SAHTE
HABER TESPITI

Dr. Ogr. Uyesi Ahmet COSKUNCAY damismanliginda, isa KULAKSIZ tarafindan hazirlanan
bu caligma, 15/01/2025 tarihinde asagidaki jiiri tarafindan Bilgisayar Miihendisligi Anabilim '
Dal1 Bilgisayar Miihendisligi Bilim Dali’nda yiiksek lisans tezi olarak oybirligi (3/3) ile kabul
edilmistir.

Jiiri Bagkan: Dog. Dr. Mahir KAYA Asli Islak Imzahdir
Tokat Gaziosmanpasa Universitesi

Danizman: Dr. Ogr. Uyesi Ahmet COSKUNCAY Asli Islak Imzalidir
Atatiirk Universitesi

Dr. Ogr. Uyesi Giilsah TUMUKLU OZYER Asli Islak Imzalidir
e Atatiirk Universitesi
Jiiri Uyesi:

Enstitli Yonetim
Kurulunun..../.../.... tarth
VE ...... sayili karari.

Bu tezin Atatiirk Universitesi Lisansiistii Egitim ve Ogretim Yonetmeligi’nin ilgili maddelerinde
belirtilen sartlar1 yerine getirdigini onaylarim.

Prof. Dr. Alper NUHOGLU
Enstitii Miidiirii

Asli Islak imzalidir

Not: Bu tezde kullanilan 6zgiin ve baska kaynaklardan yapilan bildiris, ¢izelge, sekil ve fotograflarin kaynak olarak kullanimu,
5846 sayih Fikir ve Sanat Eserleri Kanunundaki hiikiimlere tabidir.



* FEN BILIMLERI ENSTITUSU
Graduate School of Natural and
Applied Sciences

T.C.
ATATURK UNIVERSITESI REKTORLUGU
FEN BILIMLERI ENSTITUSU MUDURLUGU

ETIiK BILDIiRIiM VE INTiHAL BEYAN FORMU

Yiiksek Lisans Tezi olarak Dr. Ogr. Uyesi Ahmet COSKUNCAY damismanliginda sunulan “DOGAL
DIL ISLEME KULLANILARAK ANA AKIM MEDYADA TURKCE SAHTE HABER TESPITI”
baglikli galismanin tarafimizdan bilimsel etik ilkelere uyularak yazildigini, yararlanilan eserlerin kaynakgada
gosterildigini, Fen Bilimleri Enstitiisii tarafindan belirlenmis olan Turnitin Programi benzerlik oranlarinin

asilmadigin ve agagidaki oranlarda oldugunu beyan ederiz.

Tez Boliimleri Tezin Benzerlik Orani (%) Maksimum Oran (%)
Giris 8 30
Kuramsal Temeller 2 30
Materyal ve Metot 6 35
Arastirma Bulgulari ve Tartisma 1 20
Sonuglar ve Oneriler 0 20
Tezin Geneli 7 25

Not: Yedi kelimeye kadar benzerlikler ile Baglik, Kaynakga, Icindekiler, Tesekkiir, Dizin ve Ekler kisimlari tarama disi
birakilabilir. Yukaridaki azami benzerlik oranlari yaninda tek bir kaynaktan olan benzerlik oranlarinin %5’den biiyiik
olmamasi gerekir.

Sunulan bilgilerin dogru oldugunu, aksi halde dogacak hukuki sorumluluklar1 kabul
ettigimizi beyan ederiz.

Tez Yazan (Ogrenci) Tez Damismani
[sa KULAKSIZ Dr. Ogr. Uyesi Ahmet COSKUNCAY
15.1.2025
Imza: Imza:
e Asli Islak Imzalidir T Adhi Islak imzalidir

* Tez ile ilgili YOKTEZ’de yayinlamasina iligkin bir engelleme var ise asagidaki alan1 doldurunuz.

O Tezle ilgili patent bagvurusu yapilmasi / patent alma siirecinin devam etmesi sebebiyle Enstitii Yénetim Kurulunun
M () SO 13| [, - e sayili karari ile teze erisim 2 (iki) yil siireyle engellenmistir.

[ Enstitii Yénetim Kurulunun ..../.../.... tarih ve ............. sayili karari ile teze erisim 6 (alt)) ay siireyle
engellenmistir.

Not: Bu form, Tezin son sekline uygun olarak bilgisayar ortaminda doldurulmali, giktisi imzalanip Tezin sonuna eklenmelidir.




TESEKKUR

Bu aragtirma silirecinin baslangicindan bitimine kadar destek ve yardimlarini
esirgemeyen degerli damismanim Dr. Ogr.Uyesi Ahmet COSKUNCAY’a bana ayirdig
degerli zaman1 ve yonlendirmeleri i¢in minnettarim. Ayrica, bana her zaman destek olan

kiymetli ailemede tesekkiir ederim.

Isa KULAKSIZ



0z

YUKSEK LiSANS TEZI

DOGAL DiL iSLEME KULLANILARAK ANA AKIM MEDYADA TURKCE SAHTE
HABER TESPITI

isa KULAKSIZ
Ocak 2025, 69 Sayfa

Amag: Bu aragtirma, sahte haberlerin ana akim medyada tespiti i¢in bir dilbilimsel model
gelistirmeyi hedeflemektedir. Siiflandirma algoritmalar1 lizerinde ¢alisilmis ve kelime temsil
yontemlerinin, simiflandirma sonuglar iizerindeki etkisi incelenmistir. Ozellikle, bu ¢alisma
uzman tabanli manuel kontrol yontemlerine olan ihtiyaci azaltarak bir haberin gerceklik
durumunu belirlemede kolaylik saglamistir.

Yontem: Bu calismada, cesitli haber sitelerinden toplanan haberler sahte (0) ve gergek (1)
olarak etiketlenmistir. En basarili modeli belirlemek icin makine o6grenimi, LSTM ve
BERTurk algoritmalariyla egitimler gerceklestirilmistir. Ayrica, n-gram ve kelime g¢antasi
yontemleri kullanilarak 6zellik ¢ikarimi yapilmistir.

Bulgular: Bulgular, BERTurk modelinin %98,21 dogrulukla diger smiflandirma
algoritmalarina gore daha iyi performans gosterdigini ve makine §grenimi algoritmalarinda
ise TF-IDF'nin CountVectorizer ve Word2Vec’e gore daha etkili bir kelime temsil yontemi
oldugunu ortaya koymustur.

Sonugclar: Bu arastirma, ana akim medyadan toplanan haberlerin gergekligini ayirt etmek igin
bir siniflandirma yapmistir. Sonug olarak, kullanilan algoritmalarin ve yontemlerin bu konuda
etkili oldugu goriilmiistiir.

Anahtar Kelimeler: Sahte haber tespiti, Makine 6grenimi, Transformer, Derin 6grenme,
Siniflandirma



ABSTRACT

MASTER’S THESIS

TURKISH FAKE NEWS DETECTION USING ON MAINSTREAM MEDIA USING
NATURAL LANGUAGE PROCESSING

Isa KULAKSIZ
January 2025, 69 Pages

Purpose: The aim of this research is to develop a linguistic model for the detection of fake
news in mainstream media. Classification algorithms have been investigated and the impact of
word representation methods on classification results has been investigated. In particular, this
study has facilitated determining the accuracy of news by reducing the need for expert-based
manual control methods.

Method: In this study, news articles collected from various news sites were labeled as fake
(0) and real (1). To determine the most successful model, training was conducted using
machine learning, LSTM and BERTurk algorithms. In addition, feature extraction was
performed using n-gram and bag-of-words methods.

Findings: The findings revealed that the BERTurk model performs better than other
classification algorithms, with 98.21% accuracy, and that TF-IDF is more effective word
representation method than CountVectorizer and Word2Vec in machine learning algorithms.

Conclusions: This research has classified news collected from mainstream media to
distinguish of their accuracy. As a result, it has been observed that the algorithms and
methods used are effective in this regard.

Keywords: Fake news detection, Machine learning, Transformer, Deep Learning,
Classification
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BIiRINCi BOLUM

Giris

Son yillarda internetin toplum tarafindan yaygin bir sekilde kullanilmasiyla birlikte
haber kaynaklarida cesitlilik gostermistir. Web 1.0'n (1995'ten itibaren) ilk asamasinda,
icerigi temelde tek bir fikri aktarmayr amaglayan monologlardan olusurken Web 2.0
(2000'den itibaren), Facebook ve Twitter gibi sosyal medya platformlarinda (Choudhury,
2014; Lazer vd., 2018) genis Ol¢ekli dinamik igerik olusturma yetkisi vererek siradan
kullanicilarin haber paylasimini kolaylastirmistir. Bu artis ile haberlerin dogrulugunun
arastirilmadan kasti veya bilmeden kamuoyuna paylasilmasi sahte haberlerin toplumda 6n
goriilemez sonuglara yol acabilecegini gostermektedir. 2016 yilinda Birlesik Krallik'in
Avrupa Birligi'nden cekilmesini igeren haberler ve ABD baskanlik secimlerinin sonuglari,

sahte haberlerin toplumdaki yayginliginit 6nemli 6l¢iide artirmistir (Kucharski, 2016).

RLIIHABER

Sekil 1. TRT ve www.teyit.org platformunun paylastig1 haber drnegi

Hint-Avrupa dillerinde sahte haberlerin tespiti {izerine pek ¢ok calisma yapilirken,
Tiirkcenin analizi kendine 6zgli morfolojik yapisi nedeniyle onemli bir zorluk teskil
etmektedir. Facebook veya Twitter/X gibi sosyal medya platformlar1 {izerinde paylasilan
haberlerin egitim seti olarak toplanabilmesi i¢in API hizmetlerinden faydalanilirken ana akim
medya lizerinde API veya RSS hizmetlerinin sinirlilig1 goriilmektedir. Bu ¢alisma, Tiirk¢e'nin
kendine 06zgli morfolojik yapisinin beraberinde getirdigi zorluklar1 ele alarak, gercek
diinyadan olusturulan veri setini kullanarak ana akim medyadaki sahte haberlerin tespiti i¢in
literatiire 6nemli bir katki sunmakta ve BERTurk transformer modelinin performansina dikkat
cekmektedir. Bu arastirmada kullanilan veri seti Sekil 1°de goriildiigii gibi ana akim medya

kaynaklarindan biri olan TRT Gilindem ve uzman odakli manuel kontrol yontemlerinden biri

1



olan Teyit.org’dan toplamistir. Teyit.org, haberin sahte mi yoksa gercek mi oldugunu ve
saygin bir haber kaynaginin bunu yaymnladigimmi dogruluyor. Bununla birlikte, bu platform
Uluslararas1 Gergek Kontrol Agi'min (IFCN) bir pargasidir (Unver, t.y.).

Bu arastirmada klasik makine 6grenimi (SVM, Lojistik Regresyon, Rastgele Orman,
K-NN, Karar Agaci1 ve Naive Bayes), LSTM ve BERTurk algoritmalariyla ana akim medya
tizerinde sahte haberlerin tespiti i¢in bir dilbilimsel bir model 6nermektedir. Bunlara ek olarak
TF-IDF, CountVectorizer ve Word2Vec gibi farkli kelime temsil yontemlerinin siniflandirma
sonuclar1 tizerindeki etkisi de arastirilmaktadir. Sonuglar, Transformer tabanli BERTurk
modelinin %98,21 ile diger makine 6grenimi algoritmalari ve LSTM’den daha iyi performans
gosterdigini ve makine Ogrenimi algoritmalart arasinda TF-IDF yonteminin daha etkili
oldugunu ortaya koymaktadir. Ayrica, hiperparametre optimizasyonuyla yapilan parametre

seciminin modelin dogruluk metriginde daha iyi skor elde ettigi kanitlanmstir.

Arastirmanin Kapsami ve Amaci

Sahte haberlerin ayirt edilebilmesi oldukga titiz ve zaman alic1 bir siirectir. Tiirkge
dilde yapilan ¢alismalarda genelde kullanilan veri seti sosyal medya iizerinden toplanirken
ana akim medya iizerindeki ¢alismalar ¢ok sinirli kalmistir. Bu alanda yapilan arastirmalarda
kullanilan modeller ile birlikte uzman odakli dogrulama yontemlerine ihtiyag duymadan ilgili

haberlerin ger¢ekliginin ayirt edilebilmesi icin bir dilbilimsel model 6nermektedir.

Arastirmamin Simirhiliklar:

Tiirkce, koken olarak “Ural-Altay” dil ailesine mensup ve sondan eklemeli bir dildir.
Bundan dolayi, Tiirk¢e dilinde dogal dil isleme yontemleri icin kelimelerin koklerine

ayrilmasi 6nemli zorluklari ortaya ¢ikarmaktadir (Coltekin, 2014; YAMANAN, 2016).
Cekoslovakya-li-las-tir-ama-dik-lar-imiz-dan-mi-siniz?

e -Cekoslovakya: kok (iilke ad1)

e -li: lgili olma eki (Cekoslovakyali: Cekoslovakyadan olan)

e -las: Doniisme eki (Cekoslovakyalilas: Cekoslovakyali gibi olma durumu)
o -tir: Ettirgenlik eki (Cekoslovakyalilastir: Cekoslovakyalilastirma eylemi)
e -ama: Olumsuzluk eki

o -dik: Sifat-fiil eki

e -lar: Cogul eki

e -mmiz: l.cogul iyelik sahis eki

e -dan: Ayrilma hal eki



e -mi: Soru eki

e <-siniz: 2.¢ogul sahis eki

Ayrica, ana akim medyadan haberlerin toplandig: ilgili RSS servisinde, kullanicilara
yalnizca giinliik haberler SOAP formatla sunulmustur. Bu durum, hem haber kaynagindan
verisetini CSV formatinda toplayabilmek hem de sayfalandirma igin bir betik diline ihtiyag

duyulmasina yol agmuistir.

Organizasyon
Bu arastirmanin devamindaki akis diizeni asagidaki gibi planlanmustir.

e Bolim 2’de kuramsal ¢ergceve basligi altinda literatiir calismalarina deginilmekte,
yapay zeka bagligi altinda ise dogal dil isleme, makine 6grenimi ve derin 6grenme ve
haberlesme protokollerinden bahsedilmektedir.

e Bolim 3’de materyal ve yontem basligi altinda, kullanilan veri setine ait bilgiler ve 6n
isleme asamalar1 verilmistir. Ayrica, arastirmada kullanilan  siniflandirma
algoritmalarindan bahsedilmistir.

e Boliim 4’de arastirma bulgular baslig1 altinda, arastirmadan elde edilen siniflandirma
sonuclar1 verilmistir.

e Boliim 5’de tartisma ve sonug basligi altinda, arastirmanin literatiirdeki ¢alismalar ile

karsilastirilmasi ve ¢ikan bulgularin yorumlanmasi yapilmastir.



IKINCI BOLUM
Kuramsal Cerceve ve ilgili Arastirmalar

Bu boliim, arastirmanin teorik olarak altyapisini sunmay1 hedeflemektedir. 1k olarak,
kuramsal cergeve basligi altinda literatiirde yer alan ¢alismalara deginilmistir. Ardindan,
yapay zeka ve alt dallar1 detaylandirilmis ve haberlesme protokollerine iligkin temel bilgiler

aktarilmastir.

Literatiir Calismasi

Dogal Dil Isleme (DDI) alaninda yapilan arastirmalar insanlar ve makineler arasindaki
iletisimi kolaylastirmay1 amaglayarak ceviri, siniflandirma, 6zetleme ve sohbet robotlarinin
gelistirilmesine odaklanmaktadir. Sahte haber tespiti alanindaki caligmalar, geleneksel ve
sosyal medyadaki gercek ve sahte bilgileri tanimlamak i¢in makine O0grenimi ve derin

O0greneme algoritmalarinin kullanimini analiz eden ve karsilastiran ¢alismalar1 kapsamaktadir.

2016 ABD baskanlik secim kampanyasi sirasinda gazetecilerin BuzzFeed'deki etiketli
haberlerin sonuglarina dayanarak gelistirdikleri model tizerinde XGB %86 en 1iyi
smiflandirma sonucunu vermistir. Buna karsilik (Kaliyar vd., 2021a, 2021b) %92,30 YSA
tabanli model, %98,90 dogruluga ulasan CNN ve Bert modelleri igeren bir EchoFakeD
modeli 6nermislerdir. Uzman tabanli manuel kontrol yontemleri, Politifact ve FactCheck.org
gibi haber sitelerinden toplanan halka agik LIAR veri setinde XGB ve makine 6grenimi
algoritmalarinin (Khanam vd., 2021)kullanildig1 ¢alismalarin yan1 sira Bi-LSTM derin
ogrenme algoritmasi da kullanilmistir (Aslam vd., 2021). Bi-LSTM modeli %89 ile en yiiksek
dogrulugu saglarken onu %75 ile XGBoost ve %73 ile Random Forest takip etmistir.
Twitter'da paylasilan Ingilizce haberlerden sahte haberlerin tespitine yonelik bir ¢aligmada
(Monti vd., 2019), Rastgele Orman %87 ve Geometrik Derin Ogrenme %73 dogruluk
oranlarmni elde ederken (Meyers vd., 2020), CNN modeli %92,7 gibi énemli 6l¢iide daha
yiiksek bir dogruluk elde etmistir. Bir diger derin 6grenme yontemi LSTM ile yapilan
calismada %82 oraninda dogruluk saglanmistir (Ajao vd., 2018). Bu sonuglar, derin 6grenme
yontemlerinin daha yiiksek dogruluk sagladigin1 gostermektedir. (Ahmad vd., 2020) Kaggle
platformundan alinan DS2, DS3 ve ISOT veri setlerinin birlestirilmesiyle olusturulan DS4
lizerinde makine oOgrenmesi algoritmalarimin etkileri {izerine bir c¢alisma sunulmustur.

Sonuglar incelendiginde, Rastgele Orman ve Perez-LSVM ISOT veri setinde %99, Karar
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Agaci ve XGBoost DS2'de %94, Perez-LSVM DS3'te %96 ve Rastgele Orman DS4'te %91
oranda dogruluk elde etmeyi basarmistir. (Mertoglu & Geng, 2020) dijital kiitiiphanelerde yer
alacak haberlerin siniflandirilmasini otomatiklestirerek sahte haberleri tespit etmek igin
yenilik¢i bir yontem Onermistir. GDELT, Teyit.org ve MVN ile olusturulan TRFN veri
setinde model, smiflandirma algoritmalar1 (k-En Yakin Komsu, Karar Agaclari, Gaussian
Naive Bayes, Rastgele Orman, Destek Vektor Makineleri, ExtraTrees Siiflandirici, Lojistik
Regresyon) lizerinde egitilmistir. ExtraTrees algoritmasinin %96,81 dogrulukla en iyi
performansi sagladigi belirtilmistir. (Taskin vd., 2022) Teyit.org ve Twitter API'yi sayesinde
toplanan veri setinde makine ve derin 6grenme algoritmalarinin sahte haber tespiti tizerindeki
performansini karsilastirmistir. Sosyal medyayi temel alan bu galismada SVM %90 ile en
yiiksek dogruluga ulasmustir. (Bozuyla & OZCIFT, 2022) tarafindan yapilan arastirmada
Twitter API'si ve cesitli Tiirk uzman odakli manuel dogrulama yontemleriyle (6r, Teyit,
Malumatfurus ve Dogrulugune) toplanan verileri analiz eden, salgin sirasindaki COVID-19
sahte haberlerine tespitine iliskin bir model sunulmustur. Dogrulugu artirmak i¢in makine,
derin 6grenme algoritmalar1 ve transformer tabanli algoritmalar iizerinde calisilmistir. Bu
arastirmada, BerTURK modeli sahte COVID-19 haberlerini %98,5 dogrulukla tespit etmistir.
(Giiler & GUNDUZ, 2023) BuzzFeed, ISOT ve SOSYalan sosyal medyadan toplanan veri
setleri tizerinde CNN ve RNN-LSTM derin 6grenme algoritmalarmin Word2vec kelime
temsili yontemleriyle karsilagtirmasi incelenmistir. Sonuglar RNN-LSTM algoritmasinin
%93,41 ve CNN %85,66 oranda dogruluga ulastigin1 gdsterirken ayrica bu ¢aligmada, Tiirkge
tabanli modelin %87,14 ile %92,48 arasinda bir dogruluk degeri elde ettigi, Ingilizce tabanl
modelin ise %85,15 ile %99,9 arasinda bir dogruluk elde ettigini gostermistir. (Koru &
Uluyol, 2024) Twitter ve Kaggle gibi ¢esitli kaynaklardan (BuzzFeedNews, LIAR,
GossipCop, ISOT, Twitterl5 ve Twitter16) toplanan veri seti lizerinde yapilan bir ¢aligmada,
On isleme asamalar1 sonrasinda BERT ve BERTurk+CNN transformer modelleri kullanilarak
%90 ile %94 arasinda siniflandirma orani elde edilmistir. Bunlarin yanisira, yapilan bir tez
calismasinda ise farkli haber kaynaklarindan toplanan ve Teyit.org tarafindan dogrulanan veri
seti lizerinde, XGB algoritmas1 %97 dogruluk orani elde ederek boosting algoritmalarinin
daha iyi performans vermistir (YILDIRIM, 2022). Tablo 1, yukaridaki arastirmalarin sahte

haber tespiti lizerine kullanilan yontemleri ve elde ettikleri sonuglar1 6zetlemektedir.



Tablo 1. Sahte haber tespit arastirmalariin 6zeti

Referans Veri Seti Veri Sayis1 Dl Yéntem Ozet
(Algoritma)
Kaliyar vd., BuzzFeed 20800 Ingilizce YSA, CNN, EchoFakeD
2021b, BERT modeli
2021a %98,90
dogruluk
saglamigtir.
Khanam LIAR 12800 Ingilizce XGB, ML, Bi- Bi-LSTM
vd., 2021 LSTM modeli %89
Aslam  vd., ile en yiiksek
2021 dogruluk
saglamistir.
Monti vd., Twitter/ X 1084 Ingilizce Rastgele Rastgele
2019 Orman, Orman %87,
Geometrik Geometrik
Derin Ogrenme  Derin
Ogrenme %73
dogruluk
orani elde
etmistir.
Meyers vd., Twitter / X belirtilmemis Ingilizce CNN Twitter'da
2020 paylasilan
haberlerde
%92.7
dogruluk elde
edilmistir.
Ajao  vd., Twitter/X 5800 Ingilizce LSTM LSTM ile
2018 %82 dogruluk

saglanmistir.




Tablo 1. (Devami)

Ahmad vd., DS2,DS3,DS4 DS2 182929 ingilizce  Rastgele Rastgele
2020 ve ISOT DS3 4009, Orman, Perez- Orman ve
ISOT 17903 LSVM, Karar Perez-
Agaci, XGB LSVM %99
ile en iyi
performansi
vermistir.
Mertoglu & GDELT, Toplam Tiirkce ML ExtraTrees
Geng, 2020  Teyit.org ve 85183 %96.81 ile
MVN en iyi
performansi
vermistir.
Taskin vd., Teyit.orgve 18021 Tiirkge ML, DL SVM %90
2022 Twitter / X en iyi
performansi
vermistir.
Koru & BuzzFeedNews, Belirtilmemis 1ngilizce BERT, BERT
Uluyol, LIAR, BERTurk+CNN tabanli
2024 GossipCop, modeller de
ISOT, %90 ile
Twitterl5 ve %94
Twitter16 arasinda
dogruluk
oran1  elde
edilmistir.
YILDIRIM, Teyit.org ve 3007 Tiirkge Boosting XGB %97
2022 cesitli haber ile en iyi
siteleri. performansi
vermistir.




Yapay Zeka

Ikinci Diinya Savas: sirasinda, Ingiliz bilim insan1 Alan Turing tarafindan yayimlanan
bir makalede “makineler diisiinebilir mi?” sorusuna yonelik yontemler ve deneyler
agiklanmistir (Turing, 1950). Bu makalede Turing Testi veya Iimitasyon Oyunu olarak bilinen
kavram, insan zekasinin makineler araciligiyla nasil taklit edilecegi konusunu ele almistir. Bu
deneyde ii¢ katilimei yer alir: bir erkek (A), bir kadin (B) ve bir hakem (C). A ve B hakemin
goremedigi bir odada bulunmaktadir. Hakem i¢in oyunun amaci A ve B’yi birbirinden ayirt
edip edemedigini belirlemektir. Alan Turing, bilgisayar programinin insani taklit edebildigi
zaman o programa ait bir zekanin olabilecegini dne siirmiistiir. Sekil 2°de Imitasyon oyununa

ait gorsel yer almaktadir.

Sekil 2. Imitasyon oyunu

Bunun yanisira, Cahit Arfmn Atatiirk Universitesi'nde yaptig1 benzer bir calismada,
makinelerin anlagilabilmesi i¢in sagduyunun, seytani bir zekadan daha Onemli oldugu

vurgulanmigtir (Arf, 1959).

Giliniimiizde Yapay Zeka’nin bir¢ok alt dali bulunmakta ve bunlar insan yasamini
kolaylastirmaktadir. Bu alt dallardan bazilar1 Gériintii Isleme, Dogal Dil Isleme ve Karar

Destek Sistemleri’dir.

Dogal Dil isleme

Dogal Dil Isleme, metin tabanli yapilan c¢alismalarda dilbilimsel &zelliklerinin
anlasilabilmesine ve yeniden {retilebilmesine olanak saglar. Bunlarin insan yasamina
getirecegi kolayliklar arasinda; metin siniflandirma, bilgi ¢ikarimi ve duygu analizi gibi

birgok onemli alt baslik yer almaktadir (Kiigiik & Arici, 2018).



Dil, zaman iginde siirekli gelisen dinamik ve karmasik bir yapiya sahiptir. Bundan dolay1, dile
eklenen yeni kelimelerin yapisal 6zelliklerinin degismesi, dilin siirekli evirilen bir yapiya
sahip oldugunu gosterir(YILDIRIM, 2022). Dilbilim, (DDI) ¢alismalarinda siklikla kullanilan

cesitli analiz seviyelerine sahiptir. Bu analiz seviyeleri Sekil 3'de gdsterilmistir.

Anlam bilimsel

Séz dizimsel
" Bigim dilmsel
" Ses Bilmsel

Fonetik

Konusma Sesleri

; ~_ Fonem . J,/

Cimle

Cimielerin gergek
anlami

Sekil 3. Dilbilimine ait temel analiz asamalar1 (YILDIRIM, 2022)

DDI, duygu analizi, dil analizi, kelime tiirii bulma (POS, konusmanin pargasi) gibi ara analiz

seviyelerini de icermektedir.

Makine Ogrenimi

Makine 6grenimi, bilgisayarlarin veri setlerini kullanarak belirli bir kritere gore
basarimlarini zamanla artiracak bi¢imde programlanmasidir. Bu programlama, istatistik
bilimini kullanarak model olusturma {izerinde kuruludur. Makine Ogreniminin temeli,
gozlemlenmis bir 6rneklemden anlamli ¢ikarimlar elde etmektir. Zamanla beklenen durum
degisebilir veya farkli durumlar i¢in 6zellestirilme ihtiyaci s6z konusu olabilir. Bu durumda,
her olas1 kosul i¢in ayr1 bir model gelistirmekten ziyade genel olarak uyum saglayabilen
sistemler iiretilmektedir (Alpaydin, 2011). Giinlimiizde bir¢ok uygulama alan1 vardir: Saglik,
perakende, finans teknojileri ve sahtekarlik tespitinde kullanilir. Sekil 4’de Makine

O0greniminde kullanilan akis gosterilmistir.



Siniflandirma

Girig > AP

4| Cikis
Ozellik Gikarimi @ ——

Sekil 4. Makine 6grenimine ait akis diyagrami

h 4

Makine 0grenimi kategorileri asagida belirtilmistir (Chollet, 2019):

e Denetimli Ogrenme: Bir veri seti iizerinde girdi ile uzman tarafindan verilen dogru
¢ikt1 arasinda bilinen iligkiyi eslestirmeyi kapsar.

e Denetimsiz Ogrenme: Bir uzman yoktur ve elimizde yalmzca veriler vardir; amag
verileri sikilagtirmak, verilerdeki giiriiltiiyii azaltmaktir.

e Yan Denetimli Ogrenme: Modelin egitimi igin etiketli olmayan verilerinin kullanildig1
bir tekniktir.

e Pekistirmeli Ogrenme: Bir modelin ¢evresiyle etkilesime girerek deneyim yoluyla

O0grenme stirecidir.

Derin Ogrenme

Derin 6grenme, birbirini takip eden ara katmanlardan olusan hesaplama modellerinin,
soyutlama diizeyine sahip veri gosterimlerini 6grenmesini saglayan ¢ok asamali bir yontemdir
(LeCun vd., 2015). Bu katmanli gosterim sayesinde "sinir ag1" olarak adlandirilan modeller
birbirini takip eden katmanlar aracilifiyla 6grenir. Her katman, veriyi bir 6nceki katmandan
alir ve bu veriyi doniistiirerek isler. Bu islem, en son katmana kadar devam eder. En son
katman ise, Ogrenilen bilgiler sayesinde bir tahminde bulunur. Ayrica derin 6grenmeyi,
makine Ogreniminden ayiran en Onemli Ozellik, 6znitelik ¢ikariminin otomatiklestirilmis
olmasi sayesinde sorunlarin ¢oziimiine kolaylik saglamasidir. Sekil 5’de Derin 6grenmede

kullanilan akis diyagramina yer verilmistir.
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Girdi X

A 4

Katman
(veri dénigimil)

L J

Katman

CHJHILTED (Veri dnistma)

glincellenmesi
A

— T Tahminler Gergek hedefler
Eniyileyici Y Y
4 I |

| Kayip Fonksiyonu |

il

| Kayip skoru |

Sekil 5. Derin 6grenme akis diyagrami

Kullanim alanlari:

e  Goriintii Isleme: Nesne tanima, yiiz tanima ve gorselleri siniflandirma
e Dogal Dil Isleme: Ceviri, siniflandirma, dzetleme ve duygu analizi

o Konusma ve Ses Tanima: Sesli asistanlar

e Genetik: DNA veya RNA dizilimi analizi

e Finans Teknolojileri: Sahtekarlik tespiti, kredi-risk degerlendirmesi

Haberlesme Protokolleri

SOAP

SOAP (Simple Object Access Protocol), web servislerinin haberlesmesini saglayan ve
istemci/sunucu mantigina dayali bir protokoldiir (Mumbaikar & Padiya, 2013). XML tabanl
bir mesajlasma sistemi kullanir. Ozellikle bankacilik alaninda, IBM ana sistem makineleri
tizerinde web servisleri arasindaki iletisimde siklikla kullanilir. Sekil 6’da TRT Giindem’den

donen haber baslik ve agiklama/6zet SOAP formatta verilmistir.
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[ soap-formatter

soap-formatter ) No Selection

1 krss

ldDate>Tue, 26 Mar 2024 10:57:01 +0300</lastBuildDate>
RT Haber Giindem Haberleri</title>
tion>Haber ve son dakika giincel geligmeler, spor ve ekonomi haberleri, diinyadan haberler ile hava durumu Tirkiye'nin giivenilir haber kayna§i TRT Haber'de.</description>
k>https://www.trthaber.com/</link>
<language>tr-TR</language>

<item>
<guid>https://www. trthaber.com/haber/gundem/kurum-bizi-calisirken-istanbul-icin-uretirken-goreceksiniz-846874.html</guid>
<pubDate>Tue, 26 Mar 2024 10:08:00 +8300</pubDate>
<title>Kurum: Bizi galigirken, Istanbul igin lretirken géreceksiniz</title>
<description>
<I[CDATAL <img src="https://trthaberstatic.cdn.wp.trt.com.tr/resimler/2190000/murat-kurum-aa-2190729.3pg"/>AK Parti Istanbul Bilyliksehir Belediye Baskan adayi Murat
Kurum, "Hayallerimizi, vaatlerimizi unutmayacagiz. Istanbul'un hakkini Istanbullulara harcayacagiz. Bizi balya balya paralarla gdrmeyeceksiniz. Bizi calisirken
istanbul igin dretirken géreceksiniz* diye konugtu. 11>
</description>
ure url= r 90000 /mur " length="1289¢
g ttps://www. trthaber.com/haber/gundem/kurum-bizi-calisirken-istanbul-icin-uretirken-goreceksiniz-846874.html</lin|
<author>AA</author>
<content:encoded>
<1 [CDATAL <article><header><img src="https://trthaberstatic.cdn.wp.trt.com.tr/resimler/2198000/murat-kurum-aa-2196729.3pg" class="type:primaryImage"/><h2>AK Parti
istanbul Bilyiiksehir Belediye Bagkan aday1 Murat Kurum, "Hayallerimizi, vaatlerimizi unutmayacagiz. Istanbul'un hakkini Istanbullulara harcayacajiz. Bizi balya balya
paralarla gormeyeceksiniz. Bizi galisirken, Istanbul igin liretirken géreceksiniz" diye konugtu.</h2><time class="op-published" dateTime="Tue, 26 Mar 2024 10:08:00
+0300">26/03/2024 10:08</time></header><footer><small>e TRT HABER</small></footer></article> 11>
ntent:encoded>

Sekil 6. TRT giindem RSS servisinden donen SOAP formatta bilgiler

REST

REST (Representational State Transfer), Roy Fielding tarafindan gelistirilmis XML,
JSON, HTML gibi farkli veri formatlarmi destekleyen istemci/sunucu modeline dayalidir. Bu
modelde, kaynaklara erisim i¢in standart HTTP metodlar1 (GET, POST, PUT, DELETE)
kullanilmaktadir. Ayrica, REST web servislerinin SOAP'a gore daha hizli ¢alistigi kabul
edilmektedir (Arragokula & Ratnam, 2016; Mumbaikar & Padiya, 2013). Sekil 7’de TRT

Giindem’den donen haber baslik ve aciklama/6zet REST formata doniistiiriilmiis halidir.

trt ) No Selection

Sekil 7. TRT giindem i¢in REST formatinda bilgiler

Sahte Haber Tanim

Sahte haber, toplumu kasith olarak manipiile etmek i¢in yazilmis olan haber
icerikleridir (Allcott & Gentzkow, 2017). Buradan bir sahte haber taniminin iki temel
ozelliginin belirlenebilecegi soylenebilir: 6zgilinliik ve niyet. Bazi haberler kullaniciy1
yaniltmaya yonelik bilgiler barindirmasinin yanisira bazilar1 ise genellikle eglence odakli

(Zaytung vb.) bilgiler igermektedir.
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Tanimlama Tespit

Geleneksel Sosyal Haber Sosyal
Medya Medya ierigi igerik
Psikoloji i .
Kurumu Zararl Hesap [ Bilgi tabanh Durum teme i

" Propaganda
Sosyal Kurum [Yanlu Odasi ] [ Stil tabanh ] [ tabanii
|

Sekil 8. Sahte haberler: Tanimlamadan teyite

Bu tanima gore asagidaki maddeler sahte haber degildir(Shu vd., 2017):

e Eglence Odakli Haberler: Kullaniciy1 yaniltma amaci tasimayan, gercek dist oldugu
kolayca belirlenebilen, eglence amagl haberlerdir.

e Sdylentiler: Haber niteligi tasimayan, gercekligi teyit edilememis bilgiler.

e Komplo Teorileri: Gergek veya yanlis oldugu kesin olarak kanitlanamayan
spekiilasyona dayali bilgiler.

e istem Disi: Kasti olmayan yanlis bilgiler.

e Saka/Dolandiricilik Icerikli Haberler: Eglence veya dolandiricilik amaciyla iiretilen

gercek dist haberler.

Sahte
Haber

Haber
igerigi

Fiziksel
icerik

Basik ve
Ozet
Dilbilimse
Ozellik

Sekil 9. Sahte haberlerin dilbilimsel analiz siireci

Sekil 9°da gelencksel medyada yer alan sahte haberlerin analiz siirecine ait gorsel yer

almaktadir.
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Gazete veya ilgili haber kaynagina ait web sayfalarinda yer alan bilgilerin kendisi
"geleneksel medya" olarak ifade edilmektedir. Geleneksel sahte haberler, genelde okuyuculari
bireysel zayifliklarindan faydalanir. Bunlar 6zellikle bazi1 ideolojik gruplar tarafindan yanlis

bilgilerinin gercek bilgi olarak sunulmasi yoluyla toplumda kargasaya sebep olmaktadir.

Sahte ve yaniltici haberleri ¢esitli tlirlerde smiflandiran ve tanimlayan kurumlar
bulunmaktadir. Bununla birlikte, sahte haberlerden bahsedilirken yaniltict bilgiler ile ilgili

kavramlar Tablo 2’de smiflandirilmistir.

Tablo 2. Yaniltic1 Bilgilere ait Matrix (Thota vd., 2018)

Hiciv.  Yanhs Yamiltica Yanhs Sahte Degistirilmis Uydurma

ve Baglant1 icerik Icerik icerik icerik Icerik
Parodi
Koti X X X
Gazetecilik
Parodi X X X
Kiskirtma X X X
Tutku X
Partizanlik X X
Kar X X X
Siyasi Etki X X X X
Propaganda X X X X X

e Yaniltic bilgi tiirleri asagida listelenmistir:

e Hiciv: Kullaniciyr yaniltma niteligi tagir fakat zarar verme niteligi tasimaz.

e Yanlis Baglanti: Gergek igerigi yanlis baslik ve altyazilar ile paylasmak.

e Yanitici Igerik: Igerigi belirli bir konuya oturtmak igin altyazili aciklamalar
kullanmak.

e Yanls icerik: Gergek icerik, yanls icerik bilgisinde paylasilir.

e Degistirilmis Igerik: Ham bilgiler ve resimler degistirilmistir.

e icerik Sahtekarlig1: Bir haber kurulusunu taklit ederek okuyucuyu manipiile ederek

gercek gibi goriinen igerik.
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e Uydurma igerik: Genellikle toplumu manipiile etmek amaciyla tasarlanmis yanls ve

yaniltici bilgiler.
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UCUNCU BOLUM
Yontem

Arastirma Yontemi

Sahte haberlerin giin gectikge artmasiyla birlikte bu tiir haberlerin olumsuz
etkilerinden korunmak i¢in herhangi bir uzmana ihtiyag duymadan siniflandirma
algoritmalariyla tespit etme gerekliligi kaginilmaz hale gelmistir. Bu model de veri seti %80
egitim ve %20 test olarak ayrilmistir. Ardindan klasik makine 6grenimi, LSTM ve BERTurk
algoritmalariyla siniflandirma sonuglari incelenmistir. Sekil 10’da Tiirkge sahte haber tespit
edilmesi icin gerceklestirilen islemleri anlatan bir akis diyagramim aittir. i1k olarak, veri seti
cesitli kaynaklardan toplanarak birlestirilmis ve On isleme asamalar1 tamamlanmistir.
Ardindan, veri egitim ve test setlerine ayrilarak, klasik makine 6grenmesi ve derin 6grenme

algoritmalari ile siniflandirma islemi gergeklestirilmistir.

-I
5
————] Lo
- - P Benzerlik Olglimil
On Igleme > Dilbilimsel Ozellikler > . P
Veri Seti Toplama Cosina Stilarity
-l
h 4 Egitim Seti u —
%80 » Model Egitimi
Ozellik Gikarimi
tf-idf / countvectarizer
¥
Test Set d Model
%20 Degerlendirmesi
¥
Egitiimis Model
¥
Siniflandirma

Sekil 10. Model i¢in akis diyagrami
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Veri Toplama

Bu ¢alismada kullanilan veri seti, TRT Giindem'in RSS servisinden ve Teyit.org
uzman tabanli manuel kontrol platformundan toplanmustir. Iki farkli kaynaktan elde edilen
veri setinin toplanmasi igin ilgili SOAP servislerde kullanilan veri kazima yontemine ait
sozde kod, Sekil 11°de yer almaktadir. Toplam 5325 adet haber iceren veri seti kullanilmistir.

Veri setinin ilk 5 satirinin 6zetine ait gorsel Sekil 12°de sunulmustur.

BASLA
URL'yi tanimla
URL'den RSS cevabini al
Cevabil BeautifulSoup kiitiphanesini kullanarak ayristir
Veri listesi olustur
Her bir 6de icgin
Basligi al

Agiklamay1i al
Acgiklamayi HTML etiketlerinden arindir
Veri listesine baslik ve aciklamayi ekle
CSV dosyasini ag
CSV dosyasina veri listesini yaz
CSV dosyasini kapat
BITIR

Sekil 11. Veri setini toplanmasinda kullanilan s6zde kod

title description status update_log Resource

Antalya merkezli 5 ilde yasa digi bahis operas... Antalya merkezli 5 ilde gergeklestirilen yasa ... 1 X TRT
"ilk Evim Arsa" projesinde kura gekimi bagladi Gevre, Sehircilik ve iklim Degisikligi Bakani ... X TRT
Mithat Pasa ile bir gazeteci arasinda Il. Abdd... iddiaya gére Mithat Pasa, II. Abdiilhamit'in ta... TeyitOrg-False
Cumhurbagkani Erdogan Katar'da Cumhurbagkani Recep Tayyip Erdogan, 6zel ugak ... X TRT

Fotografin sprey D vitamini kutusunda satilan ... Sosyal medyada bir Twitter kullanicisi tarafin... J TeyitOrg-False

Sekil 12. Veri setinden ornek bir kesit

Ayrica, veri setinde 5 adet siitun bulunmaktadir ve ilgili siitunlarin 6zellikleri asagida
listelenmistir. Sekil 13’de veri setindeki kaynaklarin dagilimi ve hangi tarih araliginda

toplandig1 gorsellestirilmistir.

title: Haberin Baslig

description: Haberin Ozeti

1

2

3. status: Smiflandirma Sonucu - Sahte (0), Gergek (1)

4. update log: Ilgili habere veri doniisiimii islemi yapildi m1? Evet (v') Hayir (X)
5

resource: Haberin Kaynagi
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Kaynaklarin Dagilimi

.11.2022

07
2023

m TRT = Teyit.org-Real = Teyit.org-Fake

Sekil 13. Veri seti hakkinda bilgiler

Calismada farkli veri kaynaklarindan toplanan haberlerin Dbirlestirilmesinin
gerekliligini agiklamak i¢in yapisal benzerliklerinin incelenmesi Onemlidir. Belgeler
arasindaki benzerliklerin mesafeye dayali 6l¢limii i¢in Kosiniis Benzerligi veya Levenshtein
Mesafe metrikleri kullanilmaktadir (Siahaan vd., 2018). Kosiniis Benzerligi, iki metin belgesi
arasindaki yapisal benzerligi 6l¢mek icin vektor modellemesini temel alir. 0 ile 1 aralifinda
deger alabilmektedir; 0 belgelerin iliskisiz oldugunu, 1 ise ayni oldugunu belirtir (Falah &
Suryawan, 2022; Rahutomo vd., 2012). Kosiniis metrigi ile TRT ve Teyit.org'un kendileri
arasindaki ve karsilikli benzerlikleri hesaplanmistir. Bu yontemde, kelime haznesindeki
benzersiz kelime sayist ve metinlerdeki kelime frekanslart dikkate alinirken, kelimelerin
anlami ve siralamasi goz ardi edilir. TRT'nin kendi arasindaki benzerligi 0.53, Teyit.org'un
0.37 olarak hesaplanmistir. TRT ve Teyit.og haber kaynaklar1 birbirleriyle karsilagtirildiginda
ise 0.23 olarak benzerligi hesaplanmistir. Bu sonug, TRT ve Teyit.org arasindaki haber
makalelerinin birbirine olan benzerliginin diisiik olmadigin1 gostermektedir. TRT, kendi
icindeki benzerligi yiiksek olsa da, Teyit.org'un kendi i¢indeki benzerlik orani daha diistiktiir.
Bu farklilik, Teyit.org platformunda ana akim ve sosyal medya iceriklerinin de yer aliyor

olmasidir. Sekil 14’de benzerlik oranlarina ait gérsel sunulmustur.
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Kosinus Benzerligi

MW Benzerlik Orani

0,6
0,4
0
TRT & Teyit.org ilk Dilim (TRT & Second ) ikinci Dilim (Teyit.org First &
Second )

Sekil 14. Kosiniis benzerligi oranlari

TRT ve Teyit arasindaki en benzer ve en benzemez ornekler ile bunlarin benzerlik
oranlar1 asagida yer almaktadir. Bu yontem yapilmadan once parti isimleri ve kisi isimleri

filtrelenmistir.
En benzer haber baslik 6rnegi:

e TRT: “Mehmetcik Hatay'da 15 bin ekmek, 10 bin kisilik yemek dagitiyor”
e TeyitOrg: "Avustralya’da 10 bin vahsi devenin itlaf edilecegi iddias1”
e Benzerlik Orani: 0.36

[k haber, yardim faaliyetlerine odaklanirken, ikinci haber Avustralya’da gerceklesen
hayvan itlafin1 ele almaktadir. Her iki kaynak da igerik olarak farkli olsada tutar bilgisi gibi
baz1 ortak terimler icermektedir. Bu sebeple kelime tabanli bir vektdrizasyon yontemiyle

yiiksek benzerlik gostermistir.
En benzemez haber baslik 6rnegi:

e TRT: "Antalya merkezli 5 ilde yasa dis1 bahis operasyonu: 89 gbzalt1."

e TeyitOrg: "Alman bira firmasinin piyasaya siirdiigii bira sisesinde 'La Ilahe Illallah'
yazdig iddias1”

e Benzerlik Orani: 0.0
TRT haberi yasa dis1 bahis operasyonlarina odaklanirken, Teyit tamamen farkli bir

konuyu, igecek firmasini ele almaktadir. Ortak kelimelerin bulunmamasi nedeniyle benzerlik

sifir olarak hesaplanmustir.

Veri On Isleme

Veri 6n isleme, makine 6grenimi modellerinde egitimden once gerceklestirilen bir dizi

islemi icerir. On igleme asamalari igin Sekil 15'deki adimlar takip edilmistir.
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AT Null/Empt: Stopwords'lerin A persetnin
Haberlerin Pty p Veri Donlstiirme Kok Indirgeme Egtim/Test
Kontrolu Kaldiriimasi e .

Ayrilmasi Bolinmesi

Sekil 15. Veri 6n isleme asamalari

Teyit.org'dan toplanan sahte haberlerin miktari, ger¢ek haberlerin miktarina kiyasla
oldukca ytiksektir (211/2845). Bu durum, veri setinde dengeli 6rneklerle temsil edilmedigi
icin asir1 uyum(overfitting) problemini ortaya ¢ikardigi gozlemlenmistir. Asir1 uyum, modelin
test seti ilizerinde genelleme yapmadan egitim setini ezberlemesidir, bu da siniflandirma
sonucunu olumsuz etkileyebilir. Asir1 uyumu azaltmak ic¢in kullanilan yontemler arasinda
stopwords, veri indirgeme ve veri doniigtiirme vb. islemi yapilmistir. Son durumda, veri
setinde %53,4 sahte haber %46,6 gercek haber yer almaktadir. Veri setinde sik kullanilan
kelimeleri (edatlar, baglaglar vb.) ezberlemesini Onlemek i¢in stopwords'leri kaldirmak
gerekmektedir. Sekil 16'da 6n isleme asamasinda climlede noktalama veya regexlerin

kaldirilmas1 gibi islemleri iceren kod blogu gosterilmistir.

Sekil 16. Veri 6n isleme i¢in kullanilan kod blogu

Makine 06grenimi modellerinde giiriiltii azaltma, yanlis veya eksik verilerden
kaynaklanan tutarsizliklar1 ve hatalar1 giderme islemidir. Bu tiir hatalar, modelin siniflandirma
sonucu lizerinde olumsuz etkiye yol agabilir. Teyit.org haber kaynagindan toplanan veri
setleri arasinda karsilasilan zorluklardan biri, ciimlenin sonlarinda "iddia edildi" ifadesinin
siklikla kullanilmasidir. Bu ifadeyi iceren haberlerin birgogunun sahte haber olmasi ihtimali,

bir 6n yargiya veya haber kaynagiin egitim setinde ezberlenmesine neden olabilir. Bu
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nedenle, bu ifadenin gectigi yerler kendisinden dnceki ciimlenin anlamini1 koruyacak sekilde
degistirilmigtir.

Sekil 15°de son olarak goriilen 6n isleme asamasiysa kok indirgeme yontemidir. Kok
indirgeme, NLP (Dogal Dil Isleme) de bir kelimenin kokiinii belirleyebilmek i¢in kullanilan
morfolojik bir tekniktir. Bu yoOntem, benzer anlamlara sahip kelimelerin ayni kesme
noktalariyla boyutunun kii¢iiltiilmesine olanak saglar. Cogu agik kaynaklt NLP kiitiiphanesi
Hint-Avrupa metinleriyle dilleriyle ¢alisirken, Tiirk¢e gibi sondan eklemeli dillerde eklerin
asir1 kullanimi nedeniyle NLP arastirmalari oldukg¢a zorlasir (Akin & Ak, 2017). Bu
caligmada, Tiirkce metinler iizerinde calisan agik kaynak kiitiiphanelerinden biri olan
Zemberek'den faydalanilarak kok indirgeme (Stemming) islemi gerceklestirilmistir. Kok
indirgeme, kelimeden ekleri keserek o kelimenin en yalin kokiiniin bulunmasidir.
Lematizasyon ise kelimenin morfolojik yapisini dikkate alarak kelimenin sozliikteki esas

formunu bulur.

Zemberek kiitiiphanesini kullanarak ‘“gidebilirseniz” kelimesinin kok indirgeme ve

lematizasyon sonuglar1 asagida yer almaktadir.

e Kok indirgeme (stemming): gid, gidebil

e Lematizasyon (lemmatization): git, gidebil

Bunlara ek olarak, Zemberek Kiitiiphanesinde asagidaki gereksinimler ve daha fazlasi i¢in de

¢Ozlimler bulunmustur.

e Normalization (TurkishSentenceNormalizer): Girdinin hatali karakterlerini diizeltmek
ve eksik harfleri tamamlamak i¢in kullanilir.

e Morphology (TurkishMorphology): Tiirkge morfolojik analiz, anlam ayrim1 ve kelime
tiretimi i¢in kullanilir.

e Tokenization (TurkishTokenizer): Girdileri kelimelere ayiran bir ayragtir.

e NER (Named Entity Recognition): Isimlendirilmis varlik tespiti yapar.

e C(lassification (FastTextClassifier): FastText projesinin Java’ya uyarlanmis bigimidir.

e Language Identification (Languageldentifier): Girdinin yazi dilini tespit eder.

e Language Modelling (BaseLanguageModel): Dil modeli karsilastirmasini saglar.

Sekil 17°de veri setinde indirgeme islemi igin ilgili gelistirme yer alirken Sekil 18'de,

egitim i¢in kullanilan giincel veri setine ait 6rnek sunulmustur.
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m zemberek.stemmer import Stemmer
t pandas as pd

zmbrk stemmer = Stemmer (
df = pd.read csv(

def preprocessdata(t
ords = []
text.split(' '):
mbrk stemmer.stem(word)

rds.append(first stem.stem)
', stemmed words)

.apply(preprocessdata)
i n'].apply(preprocessd
df.to_csv( '/ iz / fake:

Sekil 17. Kok indirgeme yontemi igin ilgili kod blogu

title description status Resource
antalya merkez 5 il yas dig bahis operasyon 89... antalya merkez 5 il gergek yas dig bahis opera... 1 TRT

ev proje kur gek basla sehir dedisik bakan murat milyon altyapi hazir... TRT

TRT

cumhurbagkani erdogan katar cumhurbagkani recep tayyip 6zel ugak kat emir ...

1
mithat pasa bir gazete ara abdiilhamit hakkinda... gore mithat abdulhamit taht indir sonra bir ga... 0 TeyitOrg-False
1
0

fotograf sprey d vitamin kutu sat el dezenfekt... sosyal medya bir twitter kullan tarafindan new... TeyitOrg-False

Sekil 18. On isleme sonras: giincel veri seti

Haber baslik ve 6zet kisminin adim adim kok indirgeme isleminde nasil calistigina

dair bir 6rnek log dosyasindan alinarak agsagida sunulmustur:

Girdi: TBMM Genel Kurulu'nda, 2023 Yili Merkezi Yonetim Biitge Kanun Teklifi kabul
edildi.

e stemmed words[‘tbmm’]

e stemmed words[‘tbmm’, ‘genel’]

e stemmed words[‘tbmm’, ‘genel’, 2023’]

e stemmed words[‘tbmm’, ‘genel’, 2023, ‘y1l’]

e stemmed words[‘tbmm’, ‘genel’, ‘2023, ‘merkezi’]

e stemmed words[‘tbmm’, ‘genel’, 2023’, ‘merkezi’, ‘yonet’]

o stemmed words[‘tbmm’, ‘genel’, 2023’, ‘merkezi’, ‘yonet’, ‘biitce’]

e stemmed words[‘tbmm’, ‘genel’, 2023’, ‘merkezi’, ‘yonet’, ‘biitce’, ‘kanu’]
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e stemmed words[‘tbmm’, ‘genel’, 2023’, ‘merkezi’, ‘yonet’, ‘biitce’, ‘kanu’, ‘teklif’]
e stemmed words[‘tbmm’, ‘genel’, 2023°, ‘merkezi’, ‘yOnet’, ‘bilit¢ce’, ‘kanu’,

‘teklif’,’kabul’]

Cikti: tbmm genel 2023 merkezi yonet biitge kanu teklif kabul

gel ya pl:_‘)f;ujﬁ'. | smana BOXUNTH
al :
23 3 |

bigFTq

fotogFgT

ait

dunya

On isleme Oncesi Sahte Haber On Isleme Sonrasi Sahte Haber

deprem i

et
“”-Qba§ka"f-’il§ birstara
ed-23 L cumhurba§kan1

s bing gorus

118111

w5 baks:

Yap gec

On igleme Sonrasi Gergek Haber On igleme Sonrasi Gergek Haber

Sekil 19. Veri setinde en sik kullanilan kelimeler

Sekil 15°de, veri doniistiirme isleminde “iddia edildi” ifadesinin kendinden Onceki
kelimeyle degistirilmesi sonrasinda, veri setinde 6n isleme Oncesi ve sonrasinda en sik gegen
kelimeler Sekil 19°da kelime bulutu yontemi ile gosterilmistir. Bireylerin onurunu ve ¢ikar
catismasini dnlemek amaciyla 6zel isimler (“Atatiirk”, “Erdogan”, ”Cavusoglu”, “Bozdag”)

kelime bulutu’ndan kaldirilmistir.

Ozellik Cikarinm

Biiytik 6lcekli veri kiimeleriyle calisirken, metin gruplamasi énemli bir zorluk haline
gelir. Modelin performansini etkileyen onemsiz ve iliskisiz kelimelerin varligi, bu zorlugu

daha da artirir. Bundan dolayi, bir belgedeki kelimelerin kullanim sikligi ve 6nemini
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belirlemek i¢in TF-IDF (Term Frequency-Inverted Document Frequency), CountVectorizer
ve Word2Vec gibi yontemler kullanilarak metinler sayisal vektorlere doniistiiriiliir (Kaur vd.,
2020). Bu yontemlerin yanisira, kelime cantasi ve n-gram Oznitelik ¢ikarimi yontemleri

asagida aciklanmistir.
TF-IDF (Term Frequency-Inverted Document Frequency)

TF-IDF, bir metindeki her kelimenin 6nemini 6l¢gmek i¢in kullanilan bir 6lgiittiir. Bu
yontemde, bir kelimenin onemi, kullanim sikligi arttikca artar. TF-IDF yontemi, terim
frekans1 (TF) ve ters belge frekansi (IDF) olmak iizere iki 6l¢iimden olusur. Bir t terimi i¢in

TF-IDF'nin hesaplanmasi i¢in kullanilan formiil asagida verilmistir.
tf—idf = tf(t,d) * idf(t)

N, belgedeki kelime sayisidir ve df(t), t'deki belge sikligidir.

idf (t) = log%(t) +1

CountVectorizer

CountVectorizer, bir belgedeki kelimelerin sikligin1 esas alir. Ozellikle, NLP alaninda
yapilan c¢alismalarda kelime &beklerini par¢alamada kullanilmaktadir. CountVectorizer,
kelime obeklerinin se¢imini iyilestirmek i¢in unigramlar (min_d f = 1), bigramlar (min _d f=
2) ve trigramlar (min_d f= 3) gibi bir¢ok parametre kullanilir (Kaur vd., 2020). Sekil 20’de n-
gramlar kelimeler kullanilarak olusturulmus kod blogu yer almaktadir. Sekil 21'de ise en sik

gecen 20 kelime bu yontemle gorsellestirilmistir.
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word not in stopwords]

(df['title']. () + df['description'].

(nltk.
().
Frequently Oc

Sekil 20. N-gram i¢in python kodu

5
-1
@
]
]

20 Most Frequently Occuring Trigr:
20 Most Frequently Occuring Trig:

% & = L 2 & § 2 ~
H ‘

Sekil 21. En sik gecen kelimelerin triagram gosterimi

Word2Vec
(Mikolov vd., 2013) tarafindan 2013 yilinda gelistirilen Word2Vec, biiyiik veri

kiimelerinde, kelimeler arasindaki semantik ve sdozdizimsel benzerlikleri yakalamak amaciyla
kullanilan tahmine dayal1 bir kelime temsil yontemidir. Her kelimeyi vektor uzayinda temsil
eder, benzer anlamlara sahip kelimelerin birbirine yakin konumlandirilmasini saglar. CBOW

ve Skip-gram gibi farkli 6grenme algoritmalarina sahip iki temel yontemi bulunmaktadir. Bu
25



arastirmada, Wor2Vec kelime temsil yonteminde Skip-gram algoritmasi tercil edilmistir.
Skip-gram, bir climlenin merkezindeki kelimeyi girdi olarak alir ve bu kelimenin ¢evresindeki
kelimeleri tahmin etmeye ¢alisir (Aydogan & Karci, 2019). Bu durum, Sekil 22°deki gorselde

sunulmustur.

INPUT PROJECTION  OUTPUT

w(t-2)

w(t-1)

«(t) >

w(t+1)

w(t+2)

Skip-gram

Sekil 22. Skip-gram modelinin yapis1 (Mikolov vd., 2013)

Model egitiminde, kullanilan parametreler ve agiklamalar1 Tablo 3’de verilmistir.

Tablo 3. Word2Vec model parametreleri ve agiklamalari

Parametre Adi Aciklama Parametre
sentences Egitim verisi X_train_tokenized
vector_size Kelimelerin boyutu 300

window Pencere biyiikliigi 5

min_count Minimum frekans 1

workers Egitim esnasinda kullanilan 1

paralel isci say1s1

epochs Egitim Siiresi 10
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Sekil 23°de, bir ciimle Skip-gram algoritmasinin adimlar1 gorsellestirilmistir. Pencere boyutu

1 olarak alindiginda, “teknolojisi” girdisinin ¢iktilar1 “zeka” ve “hizla”dir.

Plwt-1 1 Wt} Plwt+1 | Wt)
[ Yapay I zeka I teknolojisi I hizla [ geligiyor. }
P{wt-2 | WH) Plwt+2 | Wt)

Sekil 23. Skip-gram modelinin 6rnek {izerinde ¢alisma prensibi

Kelime Cantasi(Bag of Words)

BOW, temel itibariyle Terim Sikligi'na (TF) benzer, ¢iinkli metin iceriginden sézciik
sikliklarina gore sozciik gruplart (n-gram) cikarilabilir. Bagka bir deyisle, Terim Sikligi'na
(TF) benzemektedir ¢iinkii metin iceriginden sozciik sikliklarina gore sozciik gruplar (n-
gram) ¢ikarilabilmektedir (Ahmed vd., 2017). Sekil 24’de kelime c¢antasi yontemi i¢in
kullanilan python kodu Sekil 25'de ise bu yontem sonucunda en sik gecen kelimeler

gorsellestirilmistir.

title x [word for word, count in title word counts.most common(10)]
title y [count for word, count in title word counts.most common(10) ]

[word for word, count in desc word counts.most common ( )1
[count for word, count in desc word counts.most common(10)]

Sekil 24. BOW yontemi i¢in kod blogu
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Sekil 25. En sik gegen kelimelerin BOW gosterimi

Siniflandirma Algoritmalar:

Asagida, SVM, Lojistik Regresyon, Rastgele Orman, k-NN, Karar Agaci, Naive
Bayes, LSTM ve BERTurk algoritmalarinin aciklamalar1 ve smiflandirma performansini
etkileyen hiperparametre optimizasyonunda kullanilan parametrelere yer verilmistir.
Hiperparametre optimizasyonu egitim asamasinda yapilmaktadir. Makine Ogrenimi
algoritmalarinda kullanilan hiperparametreler i¢in uzman goriisleri alinarak ilgili degerler
denenmistir. Bu islem sonrasinda segilen en iyi hiperparametreler ile model test verisinde

degerlendirilir ve dogrulugu hesaplanmaktadir.
Naive Bayes

Naive Bayes, veri setinin daha smirli oldugu ve parametre tahmininin oldugu
durumlarda etkilidir. Bu baglamda, olasiliklar bir kez hesaplanir ve hafizaya kaydedilir
ardindan bu modelin olasiliklar1 tek tek dikkate alinarak g¢ikarilir (Alpaydin, 2011; Atasoy,

t.y.). Sekil 26’da Naive Bayes algoritmasina ait bir gorsele yer verilmistir.
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Sekil 26. Naive Bayes temsili gosterimi

Sekil 26'da bulunan formiilde, P(A|B), herhangi bir drnegi gézlemlemeden 6nce A
parametre degerlerinin olasiliklarin1 saglar. P(BJA) ise, dagilim A parametre degerlerini

aldiginda B 6rnegini elde etme olasiligini ifade eder (Alpaydin, 2011).

Destek Vektor Makinesi (SVM)

SVM, dogrusal ve dogrusal ayrilamayan biylik Olgekli veri setleri iizerinde
simiflandirma gerceklestirir. SVM'de veri seti iki boyutlu bir vektdr uzayinda noktalar olarak
temsil edilir. Bernhard Scholkopf'a gore, SVM'nin diger makine 6grenimi algoritmalarindan
ayirt edici en 6nemli Ustiinliigli, hesaplamali 6grenme teorisinin ilkelerini kullanarak teorik
inceleme kapasitesinde yatmaktadir ve ayni zamanda gercek diinyadaki problemlerin
¢oziimiinde etkili oldugunu gostermektedir (Hearst vd., 1998; Kaur vd., 2020). Sekil 27’de

SVM algoritmasina ait bir gorsele yer verilmistir.

Class1

Class2

Sekil 27. SVM temsili gosterimi (Hearst vd., 1998)
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SVM ile birlikte bir modelin maliyet fonksiyonu yukaridaki formiilde (Ahmad vd.,
2020) dogrusal bir ¢ekirdek kullanilarak hesaplanir.

Tablo 4’de SVM algoritmasina ait parametre ayarlamalarina yer verilmistir.

Tablo 4. SVM igin hiperparametre optimizasyonu

Model Giris Parametreleri En Iyi Parametreler

SVM 'C": [0.1, 1, 10], 'C" 1, 'kernel: 'rbf'}

'kernel’: ['linear’, 'rbf']

Parametre acgiklamalari:

e ‘C’: SVM modelinin asir1 uyum(overfitting) durumunu 6nlemesi igin kullanilan bir
parametredir.

e ‘kernel’ : SVM modelinin fonksiyon tipidir.(linear, kernel,poly)

k-En Yakin Komsu

KNN, temel olarak tahmin edilecek degerin oy ¢okluguyla belirlenmesine dayanir. K
noktasi, belirli bir noktaya en yakin komsularin sayisin1 temsil eder (Ahmad vd., 2020).
Belirlenen noktanin, tiim gézlem noktalarina olan uzakliklar1 hesaplandiktan sonra biiyiikten
kiicige dogru siralanip aralarindan en kiigiik k tanesi segilir. Ardindan segilen gozlem
noktasinin hangi smif degerinde tekrarlandiysa o smifa atanmasi saglanir. Sekil 28°de

algoritmasina ait bir gorsele yer verilmistir.
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Sekil 28. k-NN Temsili Gosterimi

Mesafe dl¢timleri i¢in asagidaki metrikler kullanilmaktadir.

k
Manhattan: ZIXi = yil
i=1

k
Minkowski: (Z(|xi — y;)Da
i=1

Tablo 5’de k-NN algoritmasina ait parametre ayarlamalarina yer verilmistir.

Tablo 5. k-NN igin hiperparametre optimizasyonu

Model Giris Parametreleri En Iyi Parametreler

k-NN 'n _neighbors": [3, 5, 7], ‘algorithm':'auto’,
‘weights": [uniform’,‘distance], 'n_neighbors".7,'weights':'distance'}

‘algorithm': ['auto’, 'ball_tree’,
'kd_tree']

Parametre aciklamalari:

e ‘n-neighbors’: En yakin komsularin sayisidir.

e ‘algorithm’ : k-NN algoritmasinda kullanilan komsuluk arama algoritmasidir. (auto,

ball_tree, kd_tree, brute)
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e ‘weights’ : Bu parametre komsulara atanan agirliklilar1 belirtir.(distance, uniform)

Lojistik Regresyon

Lojistik Regresyon, temeli ikili ¢iktiya (dogru/yanlis vb.) sahip bir sonucun olasiligina
dayanmaktadir (LaValley, 2008). Istatistiksel tahmine doniistiirmek igin “sigmoid”
fonksiyonunu kullanir. Optimal olasilik tahmini saglamak i¢in maaliyet fonksiyonunu en aza

indirmek gerekmektedir.

1
p(x) = 1 + e~ Bo+B1x)

Maliyet fonksiyonu asagidaki formiil ile hesaplanir.

log(p(x)), y=1,

Cost(p(x),y) = {—log(l _ p(x)), y =0,

Tablo 6’da Lojistik Regresyon algoritmasina ait parametre ayarlamalarina yer verilmistir.

Tablo 6. Lojistik Regresyon i¢in hiperparametre optimizasyonu

Model Giris Parametreleri En Iyi Parametreler
Lojistik Regresyon ‘penalty’: ['11', 121, {'C" 1, 'penalty": '12'}
'C" 0.1, 1, 10]

Parametre agiklamalari:

e ‘C’: Bu deger C(Ceza) parametresi modelin karmasikligi ile hata orami arasindaki
dengeyi kontrol etmeye yardime1 olur.

e ‘penalty’: Lojistik Regresyon modelinin ceza tiiriiniin L2 oldugunu gosterir.

Karar Agaci

Karar Agaclari, temel itibariyle akis semalarina benzemektedir. Bu yap1 icerisinde
dallar, yapraklar ve diiglimler bulunur. Her diigim, bir 6zelligi temsil ederken son diiglime
“yaprak” ve en istteki diigiime ise “kok™ denir (Quinlan, 1996). ID3 ve C4.5 algoritmalariyla
entropiye dayali karar agaci olusturma yontemleri mevcuttur. Sekil 29°da Karar Agaci

algoritmasina ait bir goérsele yer verilmistir.
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Sekil 29. Karar agaci temsili gdsterimi

Kullanim alanlar1 (Ozkan, 2020):

Bankaya kredi almak i¢in bagvuran miisterilerin kredi-risk durumunun “iyi” ve “kotii”

olarak siniflandirilmasi.

Sosyal medyada paylasilan gonderiler lizerinde duygu durumunun “pozitif” ve

“negatif” olarak siniflandirilmasi.

Tip alaninda hastalarin genleri {izerinde yapilan ¢aligmalarda hangi tip kanser tiirii

oldugunun belirlenmesi.

Tablo 7°de Karar Agaci algoritmasina ait parametre ayarlamalarina yer verilmistir.

Tablo 7. Karar Agaci igin hiperparametre optimizasyonu
Model

Giris Parametreleri En lyi Parametreler

Karar Agaci ‘criterion’: ['gini', 'entropy’], {'criterion’:'gini’,

'max_depth': [None, 10, 20], ‘max_depth’:20,
'min_samples_leaf"4,
'min_samples_split":[12,5,10], . .

~samples_split:] ] 'min_samples_split": 10}
'min_samples_leaf": [1, 2, 41

Parametre aciklamalari:

e ‘criterion’ : Karar agacinin boliinme noktasinin se¢imindeki metriktir.(gini, entropy)
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e ‘max_depth’ : Karar agacinin maksimum derinligini tanimlar.

e ‘min_samples leaf’ : Karar agaci lizerindeki bir yapragin sahip oldugu minimum

Ornektir.

e ‘min_samples split’ : Bir diiglimiin(node) bdliinmeden dnce kag¢ 6rnege sahip olmasi

gerektigini tanimlar.

Rastgele Orman

Rastgele Ormanlar, yliksek dogruluk elde etmek i¢in regresyon agaclarini kullanarak

aykir1 degerleri kaldirir ve asirt uyumu(overfitting) engeller (Y. Liu vd., 2012).

Kullanim alanlar1 (Rigatti, 2017):

e Saglik alaninda yapilan ¢esitli biyolojik ¢alismalar

e Veri bilimi projeleri
Tablo 8’de Rastgele Orman algoritmasina ait parametre ayarlamalarina yer verilmistir.

Tablo 8. Rastgele Orman igin hiperparametre optimizasyonu

Model Giris Parametreleri En Iyi Parametreler

Rastgele Orman _estimators”: [50, 100, 200],  {'max_depth':None,
'max_depth": [None, 10, 201, 'min_samples_leaf"1,
'min_samples_split:[2,5, 10], 'min_samples_split"2,

'min _samples_leaf": [1,2,4] 'n_estimators: 100}

Parametre acgiklamalari:

e ‘max_depth’ : Her bir karar agacinin maksimum derinligini ifade eder. None, degeri

herhangi bir sinirlilik olmadigini ifade eder.
e ‘min_samples_leaf’ : Bir yapragin sahip oldugu minimum ornektir.

e ‘n-estimators’: Model i¢in kullanilacak karar agacinin sayisini belirtir.

Uzun Kisa Siireli Bellek (LSTM)

Tekrarlayan Sinir Aglari'nin (RNN) 6nemli bir dezavantaji, belirli bir 't' anina kadar

tim Onceki adimlardan gelen girdilerle ilgili bilgiyi tutabilmesidir. Ancak, bu yontemle

modelin uzun siirelerde 6grenilmesi zorlasir. Bu sebeple, Uzun Kisa Siireli Bellek (LSTM)
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algoritmasi, Hochreiter ve Schmidhuber tarafindan 1997'de gradyan soniimleme problemi
lizerine yapilan c¢alismalarin zirvesini olusturmustur (Chollet, 2019; Hochreiter &
Schmidhuber, 1997). Sekil 30°’da LSTM algoritmasina ait bir gorsele yer verilirken ANN

gradyan bozulmasi probleminin ¢6ziimii i¢in unutma kapilar1 kullanildigr goriilmektedir.

4 V.

Ct

ht

o /

Unutulmusg Girig Gikis
kapi kapis| kapisi

Sekil 30. LSTM temsili gosterimi (Chollet, 2019; Hochreiter & Schmidhuber, 1997)

Sekil 30'daki LSTM modelinde, TF-IDF ve CountVectorizer yontemleriyle sayisal
vektorlere dontiistiiriildiikten sonra 64 néronlu bir giris katmaniyla beslenir. Modelin asir1
O6grenme durumunu 6nlemek i¢in dropout ve erken durdurma yontemleri uygulanmistir. Cikis
katmaninda ise sigmoid aktivasyonu kullanilmistir. Son olarak model, adam optimizasyonu ve

ikili capraz entropi kaybi ile derlenir ve egitilir.
Parametre agiklamalari:

e ‘optimizer’ : Bu parametre modelin agirliklarinin glincellenme yontemini ifade eder.

e ‘loss’: Modelin hatali tahminleri i¢in maliyet fonksiyonunu tanimlar.

e ‘epochs’: Modelin egitim setini ka¢ kez gezinecegini tanimlar.

e ‘batch size’: Bu deger, egitim asamasinin her bir adiminda modele beslenen 6rnek
sayisidir.

e ‘validation data’: Modele egitim esnasinda bir dogrulama veriseti saglayarak
performansini degerlendirmek i¢in kullanilir.

e ‘verbose’: Her bir epoch sonunda ilerleme durumunu yazdirmak i¢in kullanilir.

Sekil 31°de Siniflandirma islemi i¢in LSTM modeline ait kod blogu yer almaktadir.
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= € Sequential()
add(LSTM( r
.add(Dropout( ))
L.add(Dense(2,
L.compile(
EarlyStopping(

fit(tra reshape(

(11,

validation_data(

Sekil 31. LSTM modelinin mimari kodu

BERTurk

Google, 2017 yilinda yayimlanan (Waswani vd., 2017) "Attention is All You Need"
adli makalesinde, ozellikle dogal dil isleme (NLP) alaninda o6nemli bir yenilik olan
Transformer modelini tanitmistir. Bu model, sirali verilerle c¢alisan geleneksel RNN
modellerinin aksine, tamamen dikkat (attention) mekanizmalarina dayanan bir model
onermislerdir. Transformer modelinin temelinde iki ana bilesen bulunur: dikkat (self-
attention) ve kodlayici-¢oziicii (encoder-decoder) yapilari. Dikkat mekanizmasi, her bir
kelimenin diger kelimelerle olan baglamim dikkate alirken, kodlayici (encoder) giris verisini
gizli bir temsile doniistiiriir ve ¢oziicli (Decoder) bu temsili kullanarak dogru ¢iktiyr iiretir.
Smiflandirma ve NER gibi islerde yalnizca kodlayici (encoder) iceren modeller (BERT ve
ROBERTA) daha etkili olurken 6zetleme veya sohbet robotu gibi islerde ise ¢oziicii (decoder)
iceren modeller (BART, GPT ve T5) tercih edilmektedir.
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Sekil 32. Transformer model mimarisi (Waswani vd., 2017)

2018 yilinda Google tarafindan gelistirilen BERT (Bidirectional Encoder
Representations from Transformers), siniflandirma, duygu analizi ve NER islerinde adeta
isvigre cakist gibi kullanilir. Bu model, kelimelerin baglama dayali anlamlarin1 6grenmek i¢in
cift yonlii bir dikkat mekanizmasi kullanir. BERT modeli, Wikipedia ve Google’in
BooksCorpus devasa veri seti kullanilarak egitilmistir. Bu biiyiik veri setini islemek i¢in
Google, 64 TPU kullanarak modeli dort giin boyunca egitmistir (Devlin vd., 2019). Maskeli
Dil Modeli (MLM), bir ciimledeki baz1 kelimeleri maskeler ve BERT’i bu kelimeleri tahmin
etmeye zorlar. Bu yaklasim, maskelenen kelimenin hem solundaki hem de sagindaki
kelimeleri dikkate alir, modelin metni ¢ift yonlii bir sekilde anlamasini saglar ve bu sayede

baglama dayali ¢ok gii¢lii bir 6grenme siireci gergeklestirilir. Sonraki Ciimle Tahmini (Next
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Sentence Prediction, NSP) ise modelin iki climlenin ardisik olup olmadigini takip ederek

climleler arasindaki iliskileri 6grenmesine yardimci olur.

Sekil 33'de BERTbase modelinin mimarisi gorsellestirilmigtir. Bu model, 12

Transformer katmani, 768 gizli boyutu, 12 dikkat basligi ve 110 milyon parametre ile 4 TPU

kullanilarak 4 giin boyunca egiti

Sekil 33. BERT model mimarisi

Imistir.

/ BERTgase

Feed Forward

Multi Head
Attention

Add & Norm

~

Tablo 9. BERT modelinin egitiminde kullanilan parametreler ve agiklamalari

Parametre Deger Aciklama

MAX_ LEN 300 Girdinin maksimum
uzunlugu

TRAIN_BATCH_SIZE 4 Egitim esnasinda her bir
adimda islenecek drnek sayisi

VALID_BATCH_SIZE 4 Dogrulama esnasinda her bir
adimda islenecek drnek sayisi

EPOCH 1 Modelin, tiim egitim veri seti
lizerinde gecis sayisi

LEARNING_RATE 1e-05 Modelin, agirliklarim
giincellerken kullanilan

O0grenme orani (epsilon)
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Tablo 9°da BERTurk modelinin egitimi i¢in kullanilan parametre ve acgiklamalara yer

verilmigtir.

Degerlendirme Metrikleri

Modelin smiflandirma performansimi tespit edebilmek i¢in Oncelikle egitim seti

tizerinde tahminlerin yapilmasi gerekmektedir. Smiflandirma islemlerinde gercek veri ile

tahmin degerini kiyaslamak amaciyla karigiklik matrisinden (confusion matrix) faydalanilir.

Matrisin satirlar1 ger¢ek degerleri, siitunlar1 ise tahmin edilen sinif etiketlerini icermektedir.

Tablo 10’da karigiklik matrisinin her bir eleman1 asagidaki tabloda gosterilmektedir.

Bu tabloya gore:

TP (True Positive): Bir siniflandirma modelinin gercekte pozitif olan bir 6rnegi (sahte
haber) dogru bir sekilde pozitif olarak tahmin ettigi durumlar1 temsil eder. Tablo 10°da
100 haber gercekten sahte iken, model dogru bir sekilde bunlar1 sahte olarak tahmin
etmistir.

FN (False Negative): Bir siniflandirma modelinin pozitif olan bir 6rnegi negatif olarak
tahmin ettigi durumlar temsil eder. Tablo 10°da 10 haber gercekten sahte iken, model
bu haberleri ger¢ek haber olarak yanlis tahmin etmistir.

FP (False Positive): Bir siniflandirma modelinin negatif olan bir 6rnegi pozitif olarak
tahmin ettigi durumlar1 temsil eder. Tablo 10°da 20 haber gergekten gergek haber iken,
model bu haberleri sahte haber olarak yanlis tahmin etmistir.

TN (True Negative): Bir simiflandirma modelinin dogru bir sekilde negatif sinifi
(6rnegin, gercek haber) tahmin ettigi durumlar1 temsil eder. Tablo 10°da 150 haber
gercekten gercek haber iken, model dogru bir sekilde bunlari gergek olarak tahmin

etmistir.

Tablo 10. Karmagiklik matrisi temsili gosterimi

TAHMIN
SAHTE GERCEK
GERCEK TP (100) FP (20)
FN (10) TN (150)

Bunun yanisira, bir modelin performansini gosteren ¢esitli metrikler mevcuttur.
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Dogruluk (Accuracy): Siniflandirma sonucunun dogruluk degeri, ger¢ek degerlerin
tahmin edilen degerlerle hangi oranda Ortiistiglinii tanimlar. Dogruluk degerinin hesaplanma
formiilii asagida verilmistir.

TP + TN
TP + TN + FP + FN

Dogruluk =

Hata Orant = 1- Dogruluk

Kesinlik (Precision): Karisiklik matrisinde pozitif olarak tahmin edilen Orneklerin
gercekten pozitif olma oramini Olger. Kesinlik degerinin hesaplanma formiilii asagida
verilmigtir.

TP

Kesinlik = TP—+FP

Duyarlilik (Recall): Modelin dogru olarak tespit ettigi gergek pozitif drneklerin oranini
ifade eder. Kesinlik degerinin hesaplanma formiilii asagida verilmistir.

TP

Duyarllllk = TP+—FN

F Olgiitii (F): Duyarlilik ve kesinlik dl¢iimlerinin harmonnik ortalamasini F 6lgiitii olarak
tammlanir. F Olgiitii degerinin hesaplanma formiilii asagida verilmistir.

(Duyarlilik)(Kesinlik)
Duyarhlik + Kesinlik

F Olgiitii = (2)

Agsirt Ogrenme Durumu

Siniflandirma siirecinde, egitim setinde kullanilan modelin dogruluk metriginin
yiiksek olmasi amagclanir. Ancak, egitim setinde elde edilen dogruluk metriginin test setinden
elde edilen dogruluk oranindan ciddi bir sekilde diisiik olmasi modelin ezberledigini
gosterebilir. Bu durumun nedeni, egitim veri setinin simirli olmasit ve smiflandirma

algoritmalarinin karmagikligidir.

Asir1 6grenmeyi engellemek i¢in alinabilecek adimlar sunlardir (Ying, 2019):

e Erken durdurma (early-stopping): Egitim siirecinde, modelin mimarisini asir
O0grenmeyi durdurmak icin diizenlemek.
e Ag indirgeme (network reduction): Egitim siirecinde, veri setindeki giirtiltiileri

cikararak modelin karmasikligin1 azaltmak.
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e Veri genisletme (data-expansion): Veri setinin farkli kaynaklardan beslenerek
cesitlendirilmesi.
e Diizenleme (regularization): Modelin performansimi artirmak icin daha kullanigh

Ozelliklerin ¢ikarimi yoluyla asir1 uyumu azaltmak.

Modelin dogrulama metriginin hesaplanmasi siireci bir dizi iglemleri takip eder. Sekil

34’'de dogrulama siirecine ait akig gorsellestirilmistir.

Veriseti

Verisetinin Test ve
Egitim olarak
bélinmesi

j

Test
veriseti

Egitim
veriseti

.

Siniflayici modelin
elde edilmesi

:

Ongériinin elde |
edilmesi

:

Dogruluk degerinin
hesaplanmasi

En iyi sinifiandiricinin
secimi

Sekil 34. Dogrulama siireci

Smiflandirma siirecinde modelin ger¢ek dogrulugunu 6lgmek i¢in kullanilan bir diger
yontem k-Katli Capraz Dogrulama’dir. Bu yontemde veri seti k adet alt par¢aya boliindiikten
sonra parcalardan biri test i¢in geri kalan k-1 adeti egitim icin kullanilir. Bu siireg, k adet
tekrarin sonunda modelin performansin1 hesaplamak i¢in dogruluk degerlerinin ortalamasi
alinarak sonug¢lanir (Anguita vd., 2012). Sekil 35’de k-Katli Capraz Dogrulama yontemine ait

ornek gorsele yer verilmistir.
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Sekil 35. k-katli capraz dogrulama temsili gosterimi
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DORDUNCU BOLUM

Bulgular

Son yillarda teknolojinin hizli gelisimi ile birlikte sosyal medya platformlar1 toplumun
biiyiik bir kesimi tarafindan yaygin olarak kullanilmaktadir. Bu durum, kullanicilarin anonim
ve dogrulanabilirligi kanitlanmamis bir ¢ok igerige maruz kalmasina sebep olmustur. Bu tiir
paylasimlar yalnizca toplumda kargasaya neden olmakla kalmayip ayni zamanda ekonomi,
saglik ve turizm gibi pek ¢ok alan1 da olumsuz etkilemektedir. Bunlar arasinda baglica 6rnek
COVID-19 doéneminde yayimlanan haber makaleleri ve ABD se¢im kampanyalaridir. Bir
uzmanin manuel olarak herhangi bir haberin sahte olup olmadigini belirlemesi dikkatli ve
ciddi emek gerektiren bir istir. Bu ¢alisma, uzman tabanli manuel kontrol yontemlerine olan
ihtiyact azaltarak siniflandirma algoritmalar1 araciligiyla haberin dogrulugunu saglamayi
hedeflemistir. Veri seti %80 egitim ve %20 test olarak bdliinmiis ve asirt uyumu 6nlemek igin
bircok farkli yontem uygulanmistir. Model egitim siirecinde TF-IDF, CountVectorizer ve
Word2Vec ile sayisal vektorlere doniisiim saglanmis ve elde edilen degerlendirme metrikleri
Tablo 12, 13 ve 14°de karsilagtirilmistir. Yalnizca Teyit.org platformundan alinan esit sayida
gercek ve sahte haber iizerinde k-NN algoritmas: Tablo 5'de kullanilan en iyi parametreler ile
egitim yapilmis dogruluk degeri %62,35 elde edilmistir. Bu sonug, Teyit.org platformundaki
haberler iizerinde sinirli basar1 sagladigini gdstermektedir. Bunun yanisira, hiperparametre
optimizasyonu ile algoritmalarin alabilecegi en iyi parametreler segilerek simiflandirma
performansinin arttirtlmasi saglanmistir. Tablo 11°’de BERTurk modelinin performansi ve
Tablo 12°de hiperparametre ayarlamasiyla elde edilen dogruluk degerleri karsilastirildiginda
transformer tabanli kodlayici (encoder) iceren BERTurk modelinin %98,21 ile en iyi
performans1 verdigini gostermistir. Ayrica, bulgular TF-IDF’nin CountVectorizer ve
Word2Vec’e gore smiflandirma sonuglar1 iizerinde daha iyi performans verdigini ortaya
cikarmigtir. Tablo 12°de, diger siniflandirma algoritmalarina gore daha diisiik performans
gosteren Naive Bayes olmustur. Tablo 13 ve Tablo 14’de modelin TF-IDF ve
CountVectorizer yontemleri kullanilarak elde edilen degerlendirme metrikleri (kesinlik,

duyarlilik ve f1) sonuglar1 karsilastirilmistir.
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Tablo 11. BERTurk modeline ait degerlendirme metrikleri

Model Dogruluk (%)  Kesinlilik (%)  Duyarhlhk (%) F1 (%)

BERTurk 98.21 98.54 93.84 96.13

Karisiklik Matrisi (Confusion Matrix)
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Sekil 36. BERTurk modeline ait karmasiklik matrisi
Tablo 12. Modellerin dogruluk performansi
Model Hiperparametre Optimizasyonu (%) Dogruluk (%)
TF-IDF CountVectorizer Word2Vec TF-IDF  CountVectorizer
SVM 93.12 92.86 88.84 92.40 91.65
Lojistik 92.72 92.75 89.12 91.74 91.46
Regresyon
Rastgele 92.61 92.72 89.12 92.12 91.56
Orman
k-NN 87.86 84.23 88.93 84.62 82.93
Karar Agaci 87.74 88.15 85.27 85.74 86.30
Naive Bayes 74.39 75.33 87.43 74.39 75.33
LSTM 92.21 92.40 - 92.21 92.40

Makine Ogrenimi algoritmalar1 arasinda SVM modeli, TF-IDF ile en yiiksek
dogrulugu saglayan algoritmadir. Dogruluk, TF-IDF icin %92,40 dan hiperparametre
ayarlamasi sayesinde %93,12’ye yiikselmistir. Lojistik Regresyon modeli, TF-IDF ve
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CountVectorizer arasinda neredeyse esit performans gostermistir. Bu durum, modelin iki
farkli kelime temsil yontemiyle de tutarli performans gosterdigini ispatlamistir. Rastgele
Orman modelinin sonuglarina bakildiginda Lojistik Regresyon modeline benzer oranda
siniflandirma iglemini yapabilmistir. k-NN modeli, siiflandirma isleminde hiperparametre
ayarlamasi ile nispeten kiigiik bir artis elde etmesine ragmen bu modelin dogruluk oran1 daha
diisiik olarak Sl¢iilmiistiir. Naive Bayes modeli, TF-IDF ve Counvectorizer yontemlerinin her
ikisiyle de diger modellere kiyasla en diisiik performansi gostermistir. Son olarak, derin
O0grenme tabanli LSTM modeli, 9%92,21 dogruluk oranina ulastigi goriilmektedir.
Hiperparametre olmadan klasik makine Ogrenimi algoritmalar1 ile yarisabilir fakat

hiperparametre sonunda SVM modelinin gerisinde kalmistir.

Bu arastirmadan elde edilen bulgular, BERTurk modelinin %98,21 dogruluk oranina
sahip oldugunu ve Tablo 1 incelendiginde (Bozuyla & OZCIFT, 2022) tarafindan gelistirilen
bir bagka transformers tabanli BERTurk modelinin %98,5 disinda, diger bir¢ok modelden

daha yiiksek bir performans sergiledigini gostermektedir.

Tablo 13’de makine 6grenimi ve LSTM algoritmalarina ait egitim siirecinde tf-idf
yontemi ile sayisal vektorlere doniisiimii saglanmis ve elde edilen degerlendirme metrikleri

verilmistir. Sekil 37°de bu yontemden elde edilen sonuglar gorsellestirilmistir.

Tablo 13. Modelin TF-IDF yontemi ile elde edilen dogruluk metrikleri

Model Kesinlik (%0) Duyarhlik (%) F1 (%)
SVM 92.63 92.40 92,51
Lojistik Regresyon 91.90 91.74 91.82
Rastgele Orman 92.26 92.12 92.18
k-NN 84.62 84.61 84.62
Karar Agaci 85.74 85.74 85.74
Naive Bayes 76.08 74.39 75.22
LSTM 91.71 91.53 91.62
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Tablo 14’de makine Ogrenimi ve LSTM algoritmalarina ait egitim siirecinde
countvectorizer yontemi ile sayisal vektorlere dontlisimii saglanmis ve elde edilen
degerlendirme metrikleri verilmistir. Sekil 38’de bu yontemden elde edilen sonuglar

gorsellestirilmistir.

Tablo 14. Modelin CountVectorizer yontemi ile dogruluk metrikleri

Model Kesinlik (%0) Duyarhlik (%) F1 (%)
SVM 91.74 91.65 91.90
Lojistik 91.52 91.46 91.49
Regresyon

Rastgele Orman 91.80 91.56 91.67
k-NN 84.38 82.93 83.65
Karar Agaci 86.30 86.30 86.30
Naive Bayes 77.44 75.33 76.37
LSTM 92.27 91.33 91.80
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Sekil 38. CountVectorizer yontemi ile elde edilen degerlendirme metrikleri
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Hangi modelin smiflandirmada daha iyi performans gosterdigini daha detayl

inceleyebilmek igin Tablo 15’deki makine dgrenimi algoritmalarina ait karmagsiklik matrisi

verilmigtir.
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Sekil 39. LSTM i¢in egitim ve dogrulama grafigi

Sekil 39°da LSTM modelinin egitim ve dogruluk sonuglar ile kayip egrisine ait gorsel
yer almaktadir. Egitim ve dogrulama kaybi1 arasindaki fark, modelin egitim verilerine uyum
sagladigimi  gosterir. Egitim ve dogrulama dogruluk egrilerinin grafik iizerinde ilerleyen
adimlarda bir noktada kesismesi, modelin dogru sekilde genelleme yapip yapmadigini

gosterir. Egitim ve dogrulama dogrulugu arasindaki farkin minimal olmasi, modelin asir1
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dgrenme (overfitting) problemini dnledigini gdsterir. Ayrica, Derin Ogrenme algoritmalarinda
modelin performansini degerlendirmek i¢cin ROC egrileri, ger¢ek pozitif oranin (TPR) yanlis
pozitif orana (FPR) kars1 grafigini ¢izerek ikili siniflandiricilarin performansini 6lger (Kiling,
2021). ROC egrisinin altindaki alan (AUC) 0 ila 1 arasinda degisen bir degere sahip olabilir.
Sekil 40'da, bu ¢alismada LSTM modeli, gergek ve sahte haberleri ayirt etmede dikkate deger
bir basar1 elde ederek 0,97'lik bir ROC egrisi gostermistir.
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Sekil 40. LSTM i¢in ROC egrisi
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Tablo 15. Varsayilan parametreler ile elde edilen CountVectorizer karmasiklik matrisi
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BESINCI BOLUM
Tartisma ve Sonug¢

Tezin hedefi, ana akim medya da yer alan haber makalelerinin dogrulanabilirliginin
teyitinde bir uzmanin ¢esitli analiz yontemlerine olan ihtiyact azaltmasi amaglanmaktadir. Bu
calismada, gergek diinyadan toplanan sinirli veri seti iizerinde haberlerin dogrulugunu
belirlemenin miimkiin olabilecegini gostermistir. Literatiirde yapilan diger ¢alismalardan nitel
farki, ana akim medya kaynaklarindan yeni bir veri seti olusturulmus olmasidir. Bu veri seti,
dogrulama siireglerinde yiiksek dogruluk oranlarina ulasarak litaratiire 6nemli bir katki
sunmaktadir. Sekil 10°daki akis diyagraminda, TRT ve Teyit haber kaynaklarindan veri setleri
birlestirilmistir. Bu siirecte, kosiniis benzerligi metrigi kullanilarak Teyit.org platformundaki
haber makaleleri ile TRT haber makalelerinin benzerlik oranlar1 Olciilmiistiir. Benzerlik
oraninin 0.23 olarak hesaplanmasi, iki kaynagin birbiriyle uyumsuz olmadigini ortaya
koymaktadir. Tiirkge stopwords'ler kaldirilmis ve Zemberek kiitliphanesi kullanilarak haber
basliklar1 ve Ozetleri lizerinde kok indirgeme islemi yapilmistir. Veri seti, test i¢in %20
oraninda ayrilmistir. Bu islemlerden sonra, modelin klasik makine &grenimi, LSTM ve
BERTurk algoritmalar1 ile egitime hazir hale getirilmistir. Elde edilen bulgular, modelin
siniflandirma isleminde basarili sonuclari ortaya koydugunu gdostermistir. Ayrica,
smiflandirma algoritmalarinda en iyi hiperparametreler secilerek modellerin performansini

daha iyi hale getirilmeye caligilmistir.

Bu ¢alismada, BERTurk modeli ile %98,21 dogruluk orani elde edilmistir. Sonugclar,
literatiirdeki benzer ¢alismalarla karsilastirildiginda kayda deger bir basart olarak
degerlendirilebilir. Ornegin, (Mertoglu & Geng, 2020) calismasinda ExtraTrees algoritmasiyla
%96,81 dogruluk orani elde ederken, (Taskin vd., 2022) SVM algoritmasiyla %90 dogruluk
elde etmislerdir. Ayrica, (Bozuyla & OZCIFT, 2022) calismasinda BERTurk modeliyle
%098,5 dogruluk oranina ulasilmis, (YILDIRIM, 2022) ise XGBoost algoritmasiyla %97
dogruluk raporlamistir. Bu sonuglar, transformer tabanli modellerin siniflandirma
problemlerinde daha yiiksek performans gosterdigini ortaya koymaktadir. Bununla birlikte,
haberlerin teyitinde daha yiiksek dogruluk oranlarina ulasmak icin gelecekte yalnizca
kodlayict (encoder) igeren transformer tabanli modellerin (DistilBERT, ROBERTA ve
ModernBERT) karsilastirilmasi lizerinde ¢alisilabilir.
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Oneriler

Sonu¢ olarak, toplumda dilbilimsel analiz yontemleriyle haberlerin gercekliginin
analizinin ne kadar degerli olabilecegii vurgulanmaktadir. Gelecek calismalarda, arastirmada
kullanilan veri setinin hem nitel hem de nicel anlamda genisletilmesi saglanabilir. Bunun yani
sira, haberlerin gercek, sahte, yaniltici veya daha fazla alt kategorilere ayrilmasiyla birlikte
daha detayli ve kapsamli siniflandirma iglemlerine olanak taninabilir. Ayrica, yapay zeka
hakkinda sinirli bilgiye sahip siradan kullanicilar, CBOT veya Dataiku gibi araclarla bir akis
diyagrami olusturarak herhangi bir algoritmayr simiflandirma islemlerinde kullanabilir.
Ayrica, AutoML teknolojisi sayesinde, kendi alanlarina 6zel olarak uyarlanmis modeller
gelistirerek bu siireci otomatiklestirme imkanina sahip olabilmektedir. Gelistirilen modeller,

devlet veya kuruluslarda dezenformasyonu 6nlemek icin kullanilabilecektir.
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