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Abstract

We have studied several methods to achieve the best spatial resolution and the highest
track reconstruction efficiency using the limited streamer tube planes with external
pickup strips orthogonal to the signal wires and the analég readout of the CHORUS
Muon Spectrometer. The analysis has been performed with real data of 100 GeV beam
muons and cosmic muons at CERN Labrotary in Geneva. Using a combined algorithm
of common bias level subtraction and an empirical function to determine the center of
the induced charge distribution on the 18 mm wide strips, we have obtained a spatial

resolution of about 3 mm.



6zet

CHORUS Miion Spektrometresi’nde yer alan kivileim tiipii detektérlerinde harici olarak
sinyal tellerine dik yerlestirilmiy, analog elektronikle okunan i{&tot seritlerinden elde edi-
lebilecek en iyi uzay ¢ozlniirligi ve detektérden gegen miionlarin izledikleri yollarin en
yliksek verimle tespit edilmesine yonelik ¢esitli metotlar tizerinde galigtik. Yaptigimiz
" biitiin analizler gergek deney verileri olan 100 GeV’lik muonlar ve kozmik muonlar
kullanilarak Cenevre’deki CERN Laboratuarinda gergeklestirildi. 18 mm genigligindeki
geritler tizerinde endiiklenen elektrik ylik dagilimimin merkezini bulabilmek i¢in ortak
guriillti seviyesi glkértlllll ve ampirik bir formiiliin birlikte kullanildigs bir yordam ile

yaklagik 3 mm’lik bir uzay coziintirligu elde ettik.
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1. INTRODUCTION

1.1 Neutrinos in the Standard Model

In the Standard Model all matter is made out of three kinds of elemantary particles.
These are leptons, quarks, and the gauge particles (or mediators). There are six leptons,
classified according to their charge (Q), and the three conserved lepton numbers, which
are electron number (L. ), muon number (L,), and tau number (L,). Leptons form three

families (or generations):

Neutrinos (ve,v,,v,) are neutral leptons, which only take part in weak interactions.
In the Standard Model neutrinos are massless and their interaction is described by the
elektroweak theory. There are also six antileptons, with all signs reversed. According
to experimental observations, parity violation in weak interactions seem to be maximal,
as a consequence of which all observed neutrinos are left-handed, and all antineutrinos
are right-handed. The tau neutrino has not been observed directly yet, but given the
requirements of the electroweak theory and the properties of the tau lepton, it must

exist.

1.2 Beyond the Standard Model: Neutrino Oscillations

If at least one of the neutrino flavours has a mass different from zero, then the weak
eigenstates v, (@ = e,u,T) produced in a weak interaction (e.g. an inverse beta de-
cay or a weak decay) will in general be a linear combination of the mass eigenstates

vi (1=1,2,3):
ll/a >= ZUaiIVi > . (1..1)

where U is a’unita,ry‘ mixing matrix. If U were diagonal, then the neutrino flavours

would not mix, i.e. no oscillation would occur.
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Since neutrinos are free particles after they are produced, the time evolution of neut-
rino flavours with momentum § created as v, at time t=0 is given by (expressed in

natural units: A =c=1)
lVa(t) >= E Uaie—iE‘thi(O) >y o (1"2)

where E; = 4/p? + m;? are the corresponding energies of the mass eigenstates.

Let us take the special case of v, — v, mixing. In this case we have

1 0 0
U=\ 0 cosd sinb (1..3)

0 —sinf cosb

where 0 is the v5 ¢ v3 mixing angle. Given that at ¢ = 0 we have
11,(0) >= (—sinblvy > +cosblvs >) , (1..4)
then at a later time’
v (t) >= (—sinfe™ P2 v, > +cos€e'iE3t|?3 >) . (1..5)

One can express the probability that an initial beam of v, will contain some v, at time

t as
Puse = | <a(®u®) > 7 (1.6)

Since |v; >’s are orthonormal states we have,

- . S E, — E
Py = | — € sinfcosh + €' sinfcosh|* = sin229msin2(—2———3)t . (1.



This shows that the mixing probability is an oscillatory function of time. In the high

energy limit we can.approximate (E; — F3) with

2 2 2
(B2 — E3)zp(1+-";—2) —p(1+1”—3) = e (1.8)

2

where Am? = m,? — m;2. This allows us to write the oscillation probability as

Am?
p

L(m)
E(MeV)|~

t] = 8in?20,,,sin? [1.27Am2(evz) (1..9)

Py~ sin229msin2 [

It is obvious that one would have a nonvanishing probability of oscillation only if 8,

and Am? are different from zero. The £ value for CHORUS is about 0.02 m/MeV [1].

1.3 Neutrino Oscillations and CHORUS

Present data from solar and atmospheric neutrino experiménts favour the hyphothesis
of neutrino oscillations. All solar neutrino experiments find less v, than the theoretical
predictions [2],[3],[4],[5]. As for the atmospheric neutrino- experiments, two of them
measure a ratio v,/v, smaller than expected from theoretical calculations [6),[7],[8].
Nevertheless, this interpretation requires further conﬁrm;iti‘on from experiments. A
complementary approach is to look for neutrino oscillationé'in laboratory experiments,
where the experimental conditions, in particular the composition, energy, and the flux
of the neutrino beam are under control. |

The CHORUS Experiment is one of these experiments, which was set up in the
CERN-SPS Wide Band Muon Neutrino Beam to search for v, > v, oscillations. It
has taken data in 1994 and 1995. CHQRUS seeks to observe the very short path
of the 7 lepton originating from a v, induced interaction 1n the emulsion target. At
SPS energies, the mean decay length of 7 is about 0.1 mm. ’The muon track from the 7
decay is reconstructed in the Muon Spectrometer and extrapolated back to the emulsion
target to identify the 7. In order to reduce the number of events to be scanned, loose

kinematical cuts are also applied.



One of the tracking sections of the CHORUS Muon Spectrometer is the limited
streamer tube planes with analog pickup strips readout. The analog system was set up
right before the neutrino data taking, but there remained the problem of determining its
essential physical characteristics, which are vital for extracting useful information out
of the inevitable analog electronics garbage. For this purpose we first determined the
shape of the particle and noise clusters. Then came the study of the effect of the ground
connection layout on the noise. For the ground connection having the minimum noise
probability (explained in section 4.1.3), we obtained the optimum cluster size in terms
of track residuals and reconstruction efficiency. This study also supplied us with the
form of the induced charge on the strips. In the end, we dévéloped an algorithm, which
combined the two mostly used methods to calculate the best estimate of the avalanche
position along the sense wires, that gave us a spatial resolution of about 3 mm for the
entire detector. In our analysis we used 100 GeV beam muons from the CERN-SPS

and cosmic muons.



2. OVERVIEW OF THE CHORUS EXPERIMENT

2.1 Neutrino Beam

CHORUS Detector utilises the West Area Neutrino Facility (the Wideband Neutrino
Beam) of CERN. The basic principle is to first produce secondary pions and kaons from
high-energy proton collisions with a fixed target. In CERN, the super proton synchro-
tron (SPS) accelerates protons to 450 GeV with a cycle of 14.4 seconds. Protons are
extracted in two 6 msec long spills separated by 2.5 seconds. They are focused onto a 3
mm beryllium target, which consists of six rods of 10 ¢m length each and separated by
a free space of 10 cm. With this double pulsing 10!® protons per spill or 2x10'2 protons
per cycle can be delivered to the target without damaging the Be rods. The energy of
the incident protons is partly converted into the production of pions and kaons, and
the subsequent weak decays of these mesons yield muons and the desired neutrinos.
Mesons produced at large angles are absorbed by a collimator while the remainig ones
are first focused by a radial magnetic field of a magnet (horn) and then reflected by a
magnet (reflector) aceording to their electric charge. The most important decay modes

are:

= uty, (2..1)
Kt — uty, (2..2)
Kt — uty,n® (2..3)
Kt — etyn (2..4)

The fourth decay mode indicates that the beam is slightly contaminated by electron
neutrinos (~ 1%). A background of 7, in the v, beam is also present due to mesons
of negative charge which manage to escape the horn and the reflector. The prompt v,
content of the SPS beam is virtually zero. The mean energy of the v, beam is around
30 GeV and the CHORUS Detector is located approximately 800 meters away from the
Be target.



2.2 CHORUS Detector

The CHORUS experiment is a v, appearance experiment, i.e., it searches for the ap-

pearance of v,’s in the CERN-SPS beam. It is designed to detect the inclusive reaction

v,N—+1X

with three subsequent decay modes:

L ST T (B.R. = 17.8%)
T~ = hT(nm®)y, (B.R. = 50.3%)
= = (rtrr7)(nr%)y,  (B.R.=13.8%)

(2..5)

(2..6)
(2..7)
(2..8)

in a background of v, induced charged and neutral current events. X in reaction 2..5

denotes the hadron final state, and h~ denotes a negatively charged hadron.

The conceptual design of the experiment is based on thé detection of the character-

istic decay topology of the short lived tau lepton and on kinematical constraints based

on the missing transverse momentum pq of the undetected v, in tau decays.

Since the lifetime of the tau lepton is only 3x107!3 sec, the direct observation of the
P ’

tau lepton and the detection of the decay kink requires a vertex detector of extremely

good spatial resolution, for which the best candidate is the nuclear emulsion with a

spatial resolution of about 1 um.
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Figure 1: The CHORUS Detector

An electronic detector (Figure 1) composed of arrays of scintillating fibres, a mag-
netic spectrometer, a high resolution calorimeter and a muon spectrometer is used to
select events with a negative muon or a negative pion and missing transverse momentum
and locates the events to be scanned in the emulsion by extrapolating the tracks back
to the exit };oint at the emulsion. The large number of i/u induced charged current
or neutral current interactions which have to be scanned if no distinction from the v,
induced reaction were possible, is reduced by selecting candidates for the v, reaction
on the basis of their different kinematics. A very brief description of the different parts

of the CHORUS Detector is given in the following sections.

2.2.1 Emulsion Target and Target ’I‘rackérs

The emulsion targef has a total volume of 230 litres and a total mass of 800 kg. It has
two segments. Each segment has two stacks of 1.44 x 1.44 m? surface area and 2.75
cm thickness. The stacks are subdivided into 8 sectors of 0.71 x 0.36 m? surface area,
each of which has 25 emulsion layers. This conﬁgurationv' permits fast semiautomatic

and automatic scanning.
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Figure 2: The Emulsion Target and The Target Trackers

The emulsion targets are followed by scintillating fibre planes of 500 ym diameter
(target trackers, 7 layers staggered). Between these target trackers and the bulk emul-
sion there are three auxiliary emulsion sheets mounted (Figure 2). The tracks measured
with the fibre trackers predict the track position in two adjacent special sheets within

an area of (500um)? and provide an angular resolution of 66 ~ 3 mrad.

2.2.2 Hexagonal Magnet and Diamond Trackers

An air core magnet is located between the target region and the calorimeter to determine
the charge and the momentum of particles before they enter the calorimeter. It consists
of six equal-sided triangles with 1.5 m sides, 0.75 m depth. Windings of thin aluminium
sheet cover all faces of the triangles, producing a homogeneous field in each triangular
section parallel to the outer side (Figure 3). The field stregth is 0.12 Tesla, without

any radial dependence.



Figure 3: The Hexagonal Magnét:

Three scintillating fibre trackers of hexagonal shape (diamond fibre trackers) are
placed one upstream and two downstream of a hexagonally shaped magnet. The last
target tracker plane and the first diamond tracker plane provide a high precision angle
measurement before the magnet. The deflection in the mé,gnet is measured with two
hexagonal trackers, downstream of the magnet.

Combining the errors of the direction measurements before and after the magnet one
obtains a total measurement error of

A :
(]_)p)measurement = 16% - p (G@V/C)

Multiple scattering gives a momentum independent contribution of (Ap/p)m.sc. = 16%.
Combining these two errors quadratically one obtains a momentum resolution varying
between 16 % (p =2 GeV/c) and 23 % (p = 10 GeV/c), sufficient to determine the
sign of the charge with more than 8 standard deviations for particles up to 10 GeV/c.

2.2.3 Calorimeter

The CHORUS calorimeter is located between the hexa.goﬁal magnet and the spectro-

meter, consisting of‘A three sectors with decreasing granuldf’ity, called electromagnetic
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(EM), hadronic one (HAD1) and hadronic two (HAD2) (Figure 4). The first sector is
aimed at the measurement of the energy of the electromagnetic component of the event,
the first two provide the measurement of the hadronic coniponent of the events and the
third completes the latter measurement acting as a tail catcher. The first two sectors are
made out of scintillating fibres of 1 mm diameter, embedded in lead sheets (spaghetti
calorimeter), whereas the third sector is made of lead and scintillation strips (sandwich
technique). The calorimeter consists of vertical and horizontal modules, with limited
streamer tube planes in between. These tracking detectors are required to connect
the tracks in the muon spectrometer following the calorimeter to those reconstructed
by the scintillating fibre tracker in front of the calorimeter. The main purpose of the

calorimeter is to distinguish the reactions (1.2}, (I1.3), (II4) from v, induced, charged
vuN — p X, (2..9)
and neutral current
v,N = v, X .’ (2..10)

interactions. The energy flow vorector of the whole hadron final state is determined by
measuring the center of gravity of its energy flow in the calorimeter and connecting it
to the vertex position measured by the fibre trackers.

The energy resolution of the calorimeter is o( E.)/E = 13% (GeV) for electrons and
o(E-)/E = 30%/E(GeV) for pions.
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Figure 4: The High Resolution Calorimeter

2.2.4 Trigger

The trigger system of the CHORUS Detector is designed to select all neutrino induced
events in the emulsion target and to reject background events from cosmic rays, muons
in the neutrino beam, and neutrino interactions outside thé target.

The neutrino interaction trigger is using information from three hodoscope modules,
one close to the emulsion target (E plane), one close to the last fibre tracker of the target
region (T plane), and one just in front of the calorimeter (H plane).

A veto system (V) is positioned 2 m in front of the target region and consists of two

planes of 20 cm wide scintillators oriented vertically, and staggered by one-half width.

An additional plane of 32 scintillators vetoes events from the concrete floor.

2.2.5 Muon Spectrometer

The muon spectrometer consists of six circularly magnetised iron modules of 375 cm
diameter and seven tracking sections, one in front, five in the gaps between the iron
modules, and one behind. Each magnet module is constructed of twenty iron plates of

2.5 cm thickness. Coils are running through a central hole of 8 cm diameter to the outer
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radius; the magnetic field in the iron is close to 2 Tesla. The gaps are interleaved with
8 mm thick scintillation counters, with strips of 15 cm width, oriented, alternatively,
horizontally and vertically. They are coupled to photo multipliers in groups of 5 plates.

The tracking sections consist of one drift chamber and eight limited streamer tube
planes. Each drift chamber module is equipped with three planes of sense wires sep-
arated by 6 cm and oriented at 0°, +60°, —60° with respect to the horizontal. The
streamer tubes have a wire spacing of 1 cm and a cathode strip pitch of 2.1 cm. Drift

time measurements are made for groups of eight wires and give a resolution of 1 mm.

Setup of muon-spectrameter (CHORUS experiment )

Each gap between magnets consist of one pack of streamer tube planes ST { B planes ] and one drift chamber DC .
Number of strips In each plane Is 176 . number of wires in each plane Is 362 .

pack#7 packi#t pack#5 pack#4 pack#d pack#2 packit

numbering
slieamer mhe planes

- in each pa
1 15 mm
3 l-\ l 5 chﬁ [ u\s.nubcz bC lic
1
.
[: il M Ml M ik N "h
A A N . N
¢ 6 6 G G J o
: t N N N r—
T : £ E E
LR L_TJ " il
40 mmy — !
o A 560 Jﬂ
15 mm 250 mm " tree !4] ,

15t ST glane - vertical wires (horizontal steips) V . [odd planes] styrofoam

2 plane - harizontal wires { vertical strips] H Lsmrr of strips into one pacl{l—v

3 plane - vertleal wires (horizontal atrips) V'

4 plane - horizontal wires jvertical strips] H - weidth of etrip

5 plane - vertical wires (horizontal stips)] v d=16mm

6 plane - horlzental wires [vertical strips] H ;itlr '"'": top view

7 plane - vertical wires | horizontal strips) v cllegarde

8 plana -horizents) wires fverticat stripaj H 7531 8642 [Evenpianes]

Figure 5: A Deatiled Picture of the Muon Spectrometer

Each tracking section thus gives 19 coordinate measurements which are combined
and determine a space vector for each track. From a fit to these space vectors along
the muon track the momentum is determined. The resolution, Ap/p, depends on the
number of modules traversed; a 20 GeV /c muon traversing all six modules is measured
W1th 15% resolutlon, 1f it is traversmg only one module the resolution is 30%.

“The scmtllla.tlon counters in the gaps of the iron magnets have four functions. They
are prov1d1ng trigger mgna,ls for penetrating tracks and are complementmg the meas-

arement of hadron energy leaking from the preceding hadron calorimeter. They also



13

give the range of muons stopping in one of the modules, and they measure the energy

loss by bremsstrahlung in the iron modules.

2.2.5.1 Streamer Tube System of the Muon Spectrometer

The Mechanical Construction The plastic streamer tubes installed in CHORUS
muon spectrometer are of the larocci type [9]. They consist of 1 mm thick extruded
PVC (being the easiest to shape) profiles with eight opeﬁ cells, each of 9 x 9 mm?
inner dimensions with a silver-plated Cu-Be wire of 100 gm diameter at its center.
The 8-tube structure is closed by a PVC cover sheet (0.5 mm thick), placed on top of
the open profile. Two 8-cell profiles, closed with two such covers, are mounted in one
gas-tight extruded PVC envelope, closed by PVC end-caps. The gas, wire and cathode
connections are only on one end-cap. This forms one single chamber unit. To form
a standart streamer plane, 22 of those chambers are glued onto an Al sheet of 3.7 x
3.7 m? area and 1 mm thickness. The centering of the wire over the whole length is
ensured by inserting wire holders made of polyethylene in every 47.5 cm. The position
of the wire holders is shifted along the wire by 10-15 cm with respect to the foregoing
plane with the same wire direction assuring a uniform detection efficiency for traversing
muons. The inner surfaces of both the profile and the cover are coated with a layer of
high resistivity. This allows the detection of the streamer with pickup strips, placed on
the outside of the PVC envelope that contains the streamer cells. The conducting layer
of the profiles is produced by graphite paint; its resistivity varies between 20 k{}/cm?
and 20 MQ/cm?. The covers are coated with a mixture of carbon black in PVDC. Its
resistivity, of about 1 M{Q)/cm?, varies only a few per cent. The gas mixture chosen is
argon:isobutane with a rafio of 1:2.4. The working voltage is about 4.2 kV, which is
applied to the conducting layer on the cell walls of each tube.

The analog strips face the covers, whose uniform resistivity guarantees a constant
transparency for streamer signals. The strip plane consists of 50 um thick Al strips of
18 mm width, glued on one side of a 1 mm thick PVC sheet. The other side of the sheet
is covered with 50 um thick Al foil, which acts as the ground electrode and shield. The
analog strips are oriented perpendicularly to the wires with a pitch of 21 mm. There

are 176 strips on each plane and 9240 strips are read in total (Figure 6).
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Plastic streamer tubes

Chamber cross-section

PVC profile 50ym Wwire
PVC Cover Polyester tape 0.06
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Figure 6: PVC Open Profile

The analog electronic system of the pickup strips The analog system [10]
measures the charge induced on the pick up strips when ionizing particles traverse
the streamer tubes. Due to the lack of spare electronic parts it was not possible to
equip each of the 9856 strips with its own electronic channel. Therefore it was decided
that the first and the last 22 strips of the first and the second plane of each pack not to
be read out. So, we have a total of 9240 electronic channels.

In designing the analog electronics, each pickup strip was conceived as a transmis-

sion line [11] without loss with a characteristic impedance of




15

for a parallel plate geometry. Here w is the thickness (18 mm) of the strips and d is
the distance between strips and the Al foil. A straightforward calculation gives Zg ~11
Q). The analog electronic readout chain starts with transistor cards which are directly
attached to the strips. A (pnp) transistor at the end of each cathode strip, biased
to match the strip impedance, converts the induced voltage signal to a current at its
collector. The second step is the analog card. The current is connected via a twisted
pair flat cable to a pulse transformer at the input of the analog card. This current
signal is then integrated, amplified, and fed to a peak detector that holds the maximum
signal from the integrator that is proportional to the input charge. Next comes the
logic card. The output of the peak detector is held for 1.6 us by the logic card unless
an event trigger arrives; in this case the signal is held until the end of the analog-to-
digital converter (ADC) conversion cycle. To obtain the required dynamic range (about
1000), the output of the peak detector is digitized twice by an 8—bit flash-ADC of 1.2
ps conversion time by switching the reference voltage from 1 V to 5 V, giving a high and
low sensitive conversion and an effective dynamic range of 1250 channels (more than 10
bits). The high-sensitivity conversion is adjusted such that the charge of the streamer
of one minimum ionizing particle corresponds, on the average to about 40 ADC counts;

one ADC count is equivalent to a charge of about 0.5 pC.

Analog Card
Flat Cable Integrator
Transistor Card 2 —-{ D;e;:or L
™ Amplifier
Strip1Strip2 «oeeee $trip22 Logi: Card

ADC Reset
aeit | |crout

Figure 7: Readout Electronics

2.3 Sensitivity of the CHORUS Detector to v, +» v, Oscillation

The sensitivity range for the mixing angle sin”26,,, depends on the accumulated statist-
ics and the understanding of the possible background sources. In the hypotheticé.l case

that all incident v, oscillate into v,, N*** = [ ¢,dE,(dN,/dE,) events are expected,
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where o 1s the cross section for the reaction v, N — v~ X ..»T he integrated v, spectrum
is N, = fo,dE,(dN,/dE,). These two integrals have been determined by scaling the
CHARM 11 results with the help of Monte Carlo simulation yielding N™*/N, = 0.51
[12]. For two years of neutrino beam time (2x220 days) the expected number of v,
induced charged current interactions is N, & 5x10°, which yields the maximum number
of v, interactions as N™* =~ 2.55 x 10°. The corresponding number of background
events {or the three decay modes given in section 2.2 is about 1.70. In the limit of large
Am? (Am® > %) oscillations will be washed out i.e. sin®(1.27TAm*£) =~ 1 and the

number of observed 7~ decays will satisfy

NS T
NP < GNP sin® 2y, (2..11)

where ¢ 2 0.05 is the total efficiency of detecting a v, charged current interaction. If
~ we assume v, <+ v, oscillations occuring just below the present limits (Am? > 40eV?

and sin?20 = 5 x 1073), we expect to have
1 v
Nebs < 5(2.55 X 10%)(0.05)(5 x 1073) 2 63 . (2..12)

The sensitivity for the v, <» v, oscillation mixing parametéx} sin*20,,, can be calculated

by setting N2 &~ 1.70 (i.e. the expected number of background events) :

2:- 170 96 x 10~ , (2..13)

tot maz
glot . N1

sin?20,, >

The regions of sensitivity of CHORUS and the previous experiments are shown in Figure

8.
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Figure 8: Exclusion plot for v, <+ v, oscillation parameters for the CHORUS Detector

and previous experiments
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3. REVIEW OF PICKUP STRIP DETECTORS

3.1 Introduction

The development of plastic streamer tubes started in Frascati in 1976. The first tubes
were 2-3 cm in diameter, with 100um thick wires mounted at the center. They were
operated in the limited streamer mode, by using a gas mixture of argon and isobutane.
A small plastic stremer tube detector with external pickup strips was operated in 1978
as the inner detector in the 442 experiment at Adone, the Frascati storage ring. It
must be emphasized that streamer tubes were used in an experiment before the exact
nature of their operation mode was clearly understood. After occasional observations
which can be traced back to 1970 [L3], the first systematic study of the streamer mode
was performed by Charpak et al. [14]. At that time it was interpreted as a limited
streamer mode, i.e. a discharge surrounding the wire and propagating along it, with
natural self-quenching within ~1 cm. Later on the streamer nature of discharge was
established by Charpak et al. [15] and Fisher et al. [16], where it was observed that the
centroid of charge generated by the process was definitely outside the center of wire,
suggesting a propagation from the wire towards the cathode. Subsequently there was
direct visual assessment by pictures of the self quenching streamer nature of the process
by Alekseev et al. [17], and later by Atac et al. in [18] and [19], who managed to obtain
detailed pictures of single and double streamers by means of image intensifiers. The
photographs, which Atac et al. took, gave full support to the previous observations,
namely that the fast Aand large electronic pulses are produced by those streamers which
start from the wire and extend toward the cathode with a length from 1.5 mm to about
3 mm depending on the applied voltage. The width of the streamers was measured to
be between 150-200 pm. They also observed that streamers grew in the direction of the
initial avalanche. |

The first large scale application of small streamer tubes was the implementation of
the CHARM detector (1979) [20]. In 1980 a Frascati-Milano-Torino-CERN collabora-
tion started the construction of the Mont Blanc proton decay detector, entirely based
on the use of plastic streamer tubes with x-y strip readout. The plastic streamer tubes

later used in CHARM 11 [21] and CHORUS are of this type.
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3.2 Plastic Streamer Tubes

In general, a limited streamer tube is a gas discharge amplifier constructed from an
anode wire, usually > 40 gm (100 in our case), raised to a high voltage in a quenching
gas, typically a mixture of argon and hydrocarbon (isobutane in our case) or CO,
quenching components, with a cathode placed 5 to 15 mm (7.57 mm in our case) from
the wire. The limited streamer mode of operation is observed primarily in chambers
constructed from thick sense wires and operated with heavily quenched gases (1:2.4 in

our case).

3.2.1 Properties of the Limited Streamer Mode

In conventional gas detectors, that is, for some gas mixtures and pressures, there are
basically four modes of operation depending on the high voltage [22]. These are ioniz-
ation, proportional, limited proportional, and Geiger-Miiller in the order of increasing
voltage. Unconventional gas multiplication phenomena occurs under certain conditions.
In a recent study Frank E. Taylor presented the following properties for this mode,
applicable to larocci type tubes [23]. ‘

As the voltage is increased from the proportional region, there is an almost dis-
continuous fast transition [19] to a mode of operation, i.e. the limited streamer mode,
where the charge Q collected on the anode wire is a linear function of the voltage. The
collected output charge Q in this mode is only weakly deﬁendent on the initial ioniza-
tion [24], although the transition’volta,ge does appear to déérease with increasing input

charge. One can summarize this property by the following relation:

Q=8(V-Vr), (3..1)

where 3 is a constant for a given wire diameter, and the parametric threshold voltage,
Vr depends on the gas composition and the wire diameter. Let this property given in
equation (3..1) be Property 1. :

The second important characteristic of the limited streamer mechanism is that the

slope # = dQ/dV in equation (3..1) is independent of the gas composition. This was
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verified by [25] for various Ar-CO, gas mixtures and by [26] for other gasses. Let this
property of lack of dependence of the slope 8 = d@Q/dV - on the gas composition be
Property 2. _

In addition to these two properties there are also properties of the limited streamer
mechanism which depend on the anode wire diameter. It has been observed that, within
experimental erros, the ratio of the voltages for wires of different thickness yielding the
same charge was not dependent on the collected charge. Since the charge integrated on
the anode wire is a linear function of the high voltage as given by (3..1), the constancy

of this voltage ratio may be stated as:

Vi = BVa, (3..2)

for any pair of wire diameters, d; and d, at any voltage including Vp. Let this behaviour
expressed by (3..2) be Property 3.

The fourth property of limited streamer tubes is again related to the constancy of
the ratio of the voltages pronounced in Property 3. Taylor collected the data from the
measurements given in the literature and found out that this ratio was very close to 0.87
for the tubes of the same outer dimensions and different anode wire thicknesses. This
number has the following significance. The electric field from the anode wire which

controls the avalanche is given by:

1V
rin(b/a)

E(r) = (3..3)

Here a is the diameter of the sense wire and b is the distance from the wire to the wall.
In this equation In(b/a) is the only place where the dimensions of the limited streamer
tube enter. And 0.87 happens to be the theoretical value one obtains if one puts the

different values for the wire diameters into the ratio:

_n(b/ay)

¢= In(b/az)

(3..4)
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This In(b/a) scaling property given by equation (3..4) constitutes the last property,
which is Property 4.

3.2.2 Cathode Material

If the gas mixture is not sufficiently quenching, ultra violet photons emitted from the tip
of the streamer can extract electrons from the cathode (for which the details are given
in section 3.3), which drift to the wire and trigger a new streamer just outside the dead
region of the primary streamer. These secondary streamers appear as delayed pulses
at the readout. Due to this mechanism, the cathode material also has an influence on
* the choice of the tube geometry. In comparing, for example, a graphite cathode with an
aluminum one E. [arocci [27] observed that aluminum cathode requires a higher ultra
violet absorption by the gas mixture to overcome afterpulse generation. This makes
graphite a better chbice. The graphite coated PVC also has the advantage that it does

not create problems concerning the gas purity in a long term operation.

3.2.3 Pickup Strips

The large signals available in the streamer mode allow the operation of strips as ter-
minated transmission lines [28]. The attenuation length of such strip lines for induced
streamer pulses is above 20 m, including the dissipative '.el-‘fect of the adjacent resist-
ive cathode layer. One can therefore arrange large layers' (100 m?) covered by plastic

streamer tubes with external pickup strips.

3.2.4 Resistive Cathode Transparency

The basic geometry of a resistive cathode detector with strip readout is shown in Figure
9a. The figure actually represents one half of the cross section of the detector. The
electrical connections are shown in Figure 9b. The strips are grounded via the input
resistance R, of the readout circuit. The anode wire is also grounded and the resistive
cathode is connected to a d.c. high voltage supply (-4.2 kV in our case).

The equivalent ’circuit with all the relevant parameters to simulate a streamer pulse
generation on wires and strips is shown in Figure 9c. The cathode is simulated by

resistive elements R coupled to the strips by capacitive elements C. The charge induced
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on the cathode by the positive ions is simulated by a current source array connected
between the anode wire and the cathode. During the very short time in which negative
image charge is induced on the cathode wall, the current charges up the cathode-strip
capacitors C flowing directly through the strip load R,. As soon as the positive ions
become neutralized, the capacitors C start to discharge through the resistances R. One
can tune the resistivity of the cathode so as to get a sufficiently long discharge time,
which will allow an undistorted pulse transmission through the pickup strips (thereby
the detector is said to be transparent to the streamer). In our detector the discharge
time is about 1.6 us. The minimum resistivity for transparency varies in a wide range

between 1 k2 and 1 MQ per square [27].

a) The shematic cross section
Shleld——l ’—Plckup Strips
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r Anode Wire
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¢) A lumped parameter circult with current
- generators to simulate the induction from
an avalanche process near the anode wire

R N

Figure 9: Transparency of the resistive cover

3.3 Formation of the Self Quenching Streamers

The first noticeable model of self quenching streamer formation was suggested by Atac
et al. in [18] and [19]. According to them, during the primary ionization created by -
the traversing charged particle, the space-charge field near the anode. wire may be large

enough to partially cancel the applied electric field. As a result, the electrons are cooled
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and a radiative recombination of Argon ions (A%1) and electrons (e”) may occur:

At +e” = A"+ hy,

where A* represents an excited Argon atom. What happens usually is that the photons
reaching outside of the space-charge cloud are simply absorbed by the quenching gas.
Some photons, however, may be energetic enough to ionize the quenching gas molecules,
therehy creating ionization electrons. A few of these clectrons might be produced very
near the space-charge cloud (say 50-100 gm) and then drift back and multiply at the tip
of positive ion cone where the electric field is the highest, tht;s triggering a streamer.
This process continues until the fast of such energetic photons creates an electron at
the streamer front.

" The second model that is worth mentioning is due to Taylor [23]. This model is based
on a straightforward application of the Townsend dischafge theory and electrostatics,
and is able to account for the above mentioned lour properties of the limited streamers
in a qualitative way. In a limited streamer tube the electrons from the primary ion-
ization are accelerated towards the anode in an electric field given by equation (3..3).
According to the Townsend theory of gas discharge, the number of electrons, n, in-

creases exponentially by the differential equation
dn = na(r)dr, (3..5)

where a(r) is the Townsend coefficient which is a function of the radius r. This coefli-

cient is given by
a(r) = Ape~BP/E), (3..6)

where A and B are constants depending on the gas and p is the gas pressure. The total

number of electrons collected on the anode wire is found by integrating equation (3..5)
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n = noea:p/ro a(r)dr, (3..7)

where the integral is over the radial distance from the surface of the wire to the radius rg
of the initial ionization, and ng is the initial number of electrons. From equation (3..7),
it is clear that the final number of electrons collected on the anode is proportional
to the initial number of electrons from the primary ionization. Using typical values
of the Townsend coefficients it can be easily calculated that the gas multiplication is
of the order of 107 for the primary ionization electrons. Since the electrons are more
mobile than the ions by a factor of about 103, the positive iérm are practically stationary
during the collection time. Thus such a great multiplication factor in the vicinity of
the anode wire brings in large space charge effects: The positive ion cloud left behind
. forms an electric field which opposes the original electric field of the anode wire. This,
in turn, affects the electron avalanche rate through the Townsend equations described
above. Taylor asserts that the limited streamer mechanism is a consequence of a delicate
balance of the electron avalanche in an electric field, which is dynamically adjusted by

the avalanche itself.

3.4 Streamer Tubes as a Calorimeter in CHARM II

The streamer tube system of the CHORUS experiment was lent by the CHARM II
Collaboration [10]. The test results on the performance of the streamer tubes can be
found in detail in [21] and in [29]. In CHARM II the streamer tubes were used in
a target calorimeter to measure the vertex position, the hit multiplicity in the planes
following the vertex; and the shower width, as well as its direction and energy.
According to ref [21], the measurements with the pick up strips on a prototype plane
showed that for a hit centred on a strip, the two neighbouring strips each contain about
30% of the charge of the central strip and an interpolation by a Gaussian function was
used to compute the impact coordinate of a traversing particle, in which a constant

background level was subtracted from the strips.
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4. EXPERIMENTAL RESULTS

4.1 The Analysis Procedures

For analysis, the X9 testbeam of the SPS at CERN and cosmic muons were used.
The SPS accelerates protons up to 450 GeV. When the pifotons reach their maximum
energy, they are extracted and sent to a fixed target. The muon beam is formed from
the secondary particles produced. There are two extractions per cycle (spills). The two
spills are separated by 2.8 seconds and the total cycle has a duration of 14.4 seconds.
The energy of the negative testbeam muons was 100 GeV. In both types of data, we had
all the magnets of the spectrometer demagnetised, so that hit and cluster informations
can be introduced from all planes in a straight line track fitting. Analog signals from
the pickup strip planes contain information about the strip numbers which are hit and

the corresponding pulse heights in ADC counts.

e Analog signal measurements from strips are inherently more sensitive to noise.
Therelore, a detailed study of the ground connection layout and its effects on the

noise level is needed.
e We must have a very clear definition of what an analog cluster has to be.

e Since the gain of the charge amplifiers on analog cards may differ, the gain of the

amplifiers should be calibrated by test pulses.

In the following analysis we will need the definition of an analog cluster. A preliminary

definition could be that a cluster is a group of adjacent strips'with nonzero pulse heights.

4.1.1 Study of the Pickup Noise

Noise can be defined as any signal acquired after an event trigger which is not related

to any streamer discharge. Possible sources of noise can be categorised as follows:
e Pickup on the cathode strips,
o Thermal noise generated in the charge amplifiers on analog cards,

o Pickup in the signal cables (flat, twisted pair) between transistor and analog

cards.



26

It must be emphasized here that the ADC converters located on the logic cards do
not enter into the above list, because they are pedestal free [11]. The measured r.m.s.
amplifier noise with a set up which included only an analbg card and the necessary
power supplies was about 8 mV which is equivalent to approximately 2 ADC counts
with a high sensitivity conversion. This noise level might seem quite reasonable. Nev-
ertheless, we measure a steady r.m.s. noise of about 16 mV__(about 4 ADC counts with
high sensitivity) with peak to peak values of as high as 80 mV at the peak detector
output (right before the ADC converters) on randomly chosen channels. This difference

is to be attributed to the other noise sources in the foregoing items.

4.1.2 Particle Clusters versus Noise Clusters

We have written a code which tries to distinguish the noise clusters from the clusters

belonging to muons using the following criteria:

e Consider planes with single digital hits, which will guarantee that we will only be

dealing with single particle clusters.

e Assuming that clusters belonging to these single hits should contain the maximum
pulse heights of the planes, find these maxima on all single digital hit planes. This
simple assumption is based on the fact that no pickup noise could be as high as

the one generated by a streamer.

e Check the preceding assumption by comparing the place of the maximum pulse

height and the single digital hit.

¢ In order to avoid the edge effects the first and the last strip of planes are excluded

in all analysis.

After having confirmed that the clusters really belong to hits, a least squares fit is
performed in both projections, y and z, separately in the following way:

First, we compute from the pulse height distribution of a cluster, the impact co-
ordinate of the traversing particle. The center of gravity (COG) is calculated for each
cluster by weighting each strip position y;; in one projection (vertical strips) and z;

(horizontal strips) in the other with its ADC charge using.: the expressions:
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” 22 3 Y45 , (4..1)
> PH;;
. Zj PHijzij
7 = =L WY 4.2
> PH; (4.2)

where PH;; is the nonzero pulse height (in ADC counts) on strip number. j in the i’th
plane. Then a least squares fit is performed independently for each projection provided
that there are at least ten points, (x;,yi;), (Xij,2i;), 1210, in a given projection. The

goodness of the fit is controlled by the standart chi square minimization technique i.e.,

yi — ax; — b]?

Xy = Z[ = L, (4..3)
z; — ax; — b]?

e = . ) (4..4)

I %

where the error values are calculated by propagation of errors assuming a box distri-

bution for the strips:

1 -
g /}: )2 .
% Ej PH;; Tstrip ; (PH”.) ’ (4 5)

1.8
5 T’i —_ —_—— 9 4-.6
» Ostrip \/TQ ( )

in which o4 is given in cm. At this point we require that the integral probability
of the x* of the fit P (x%v) is greater than 5%, which indicates that the fit is just
acceptable [30]. Here the factor v = i — 2 is the numbers of degrees of freedom for
fitting 1 data points with two parameters a and b of a stfaight line. If this condition
is not satisfied, then a new fit is performed after dista,ncés of the points to the fitted
track are calculated and the one which is the farthest from the track is rejected. This
filtering procedure is repeated until the fit is within the required probability range. In
the end, we are left only with the planes used in the succesful fit and looking at these
planes all the analog hits which are far away (~ half a meter) from the fitted tracks are

recorded as noise including zero ADC values.
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Let PH;; denote the mean noise on the i’th strip in the j’th plane. Then the follow-

ing expression is used to calculate the mean noise on a strip:

1
NT

PH;; (4..7)
he whole RUN

PH,; =

where N is the number of times a given plane is used in successful fits.

Figure 1 shows the cluster length distribution of noise on all strips and the pulse
height distribution of noise with zero ADC counts being suppressed so that the others
can casily be seen. We notice that single-strip clusters constitute about 55% of all
the noise clusters whereas looking at the single hit clusters on muon tracks, we see
that the contribution of the single strip clusters is only 1.5% (Figure 11). This implies
that, with a little sacrifice, it is possible to discard half of the noise clusters, which is
very important if one attempts to make an independent fit in which only the analog
information is used.

The spike visible in the sixteenth channel in Figure 10 is not a characteristic of
noise. It is because of the half-flash conversion technique .u'sed in the 8-bit ADC’s and

it was also observed in CHARMII (known as module-16 problem) [11].
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What is shown in Figure 12 is the mean noise on strips indicated as horizontal bars
along with their r.m.s. values for the eight planes of the arbitrarily chosen fifth gap. It
is clear that the mean noise on a strip is typically of the order of 0.1 ADC counts, but
the r.m.s. values are quite significant. This means that although strips are generally
quiet, they sometimes give signals of the order of five ADC counts. This corresponds
to about 20 mV, which is not very big as compared to a typical signal of 1 V from
a minimum ionizing particle. Nevertheless, this suggests a correction to the raw data,
which will be discussed shortly.

It is also very instructive to compare the total pulse height distributions of noise
clusters with the single hit clusters on muon tracks. These distributions (Figure 13)
suggest that, except for the single strip clusters, noise and. single hit clusters can be

distinguished from each other 1o a great extent il the following empirical relation is used:

Total pulse height > (cluster length — 1) x 8 (4..8)

This formula includes all the single hit clusters on muon tracks and helps to exclude

most of the clusters off muon tracks.



s s

O

[SOREENEEN-N

o —

IIIIIXIIIIIII

A T o UL
50 100 150 Strips

MFAN NOI“,E»DI‘T;TRIRIJTI()N

4 J, Nsw oo 1o nm
50 100 150 Strips

MEAN NOISE DISTRIBUTION

4 =
3 B
2
:
ailid O ik b - A i o e ]
50 100 150 Strips 50 100 150 Strips
MEAN NOISE DISTRIBUTION MEAN NOISE DISTRIBUTION
= 1
i
bl I ‘, \H ‘\ “‘\ 0.5 j ﬂ ; | |
Wit 5. Bt OLBD olid OGE
50 100 150 Strips 50 100 150 Strips
MEAN NOISE DISTRIBUTION MEAN NOISE DISTRIBUTION

Figure 12: Mean noise on strips

31



32

. - ' - | ’( T 2938 200 By ; Moan 16.38
20000 E_J I | . 100 ?’S& : Ruls 9.794
0 [ Lo PR R B 0 1 Lo o1 L1

O 1 OO 200 ADC Counts O 1 OO ‘ 200 ADC Counts
NOISE CLUSTER 1 STRIPS CLUSTER ON TRACK 1 STRIPS
4000 L s %] 1000 E | s 1o
=V 0 I BT 0 ELL 1 IS RN PO T R T B T
»] OO 200 AOC Counts O 1 OO 200 ADC Counts
NOISE CLUSTER 2 STRIPS CLUSTER ON TRACK 2 STRIPS
1000 - | wos| 2000 _j\ vy 2208
0 S NS T NI S NS N 0 - IR I TR I B N R A
0 100 200 ADC Counts 0 1 OO 200 ADC Counts
NOISE CLUSTER 3 STRIPS CLUSTER ON TRACK 3 STRIPS
{ OO Msun 1848 4000 Mean 83.02
;;50 E RMS 1445 2000 E RS 28.25
o 0 J,‘L Ln Lot 0 B 1 L1 Lo s
)OU ADC Counts O ‘l OO ZOO ADC Counts
NOISE CLUSTER 4 STRIPS CLUSTER ON TRACK 4 STRIPS
400 [ s t7s| 2000 E N v
“08 ELMI A ISR ST N T Y W S 0 ! I T S
0 100 200 ADC Counts 9] 100 200 ADC Counts
NOISE CLUSTER 5 STRIPS CLUSTER ON TRACK 5 STRIPS
200 Mean 31.23 2 O O O E 4 Mean 114.6
RMS 21.60 1000 E- m 39.85
108 %ﬁ\\u; 1 L 1 1 1 1 O E i 1 i 1 L 1 1 ] 1 AL 1
1 OO B 200 ADC Counts O '| OO 200 ADC Counts
NOISE CLUSTER 6 STRIPS : CLUSTER ON TRACK 6 STRIPS

Figure 13: Total Cluster Pulse Height Distributions for Various Cluster Lengths



33

4.1.3 Study of the Effect of the Screening Ground on the Noise

There are three possible ground connections for the screening ground of the flat cable

that carries the current from transistor cards to analog cards:
e Screen cable can be connected to the solid earth on the analog cards,
® Screen cable can be connected to the floating earth on the analog cards,
e [t might be left hanging loose.

Assuming that pickup noise is a random process for the whole detector, one can

calculate the probability of havig noise on any strip by

_ total # of times strips which had noise

Prob = (4..9)

total # of strips in the noise region

The results for the three cases are given in Table 1. The noise probability is reduced
by a factor of nearly two in the case of floating earth connection. Therefore this type

of connection was used during the whole neutrino data taking period.

Screening cable connected to | Probability
nowhere 2.0 %
solid earth 1.8 .%
floating earth 1.0 %

Table 1: Noise Probability

4.2 Determination of the Cluster Size

By cluster size we mean the total number of strips used in COG calculation. Up to
now the data analysis went through without any cut. That is, whatever comes as raw
data is kept as it is and used for COG calculation. HoWever, considering the noise
level in the system'vone has to put a limit to the cluster size so as to extract the best
physical information possible. To do this, we start from the strip having the maximum

pulse height, which we call the central strip, and then proceed to the left and right of



34

this central strip. On the way to the left and right, we cbmpa,re the pulse heights of
the strips and always keep the strip which has a higher pﬁl'se height until the desired
number of strips is reached. It is obvious that following this procedure one will always
end up with the strips having higher pulse heights than the ones which are left out.

Basically, there are two points that are crucial to the determination of the cluster size.
e The total number of muons reconstructed in both projections and, -
e The number of planes participated in these successfull fits.

Below we tabulated the reconstruction efficieny for various choices of cluster size.

Cluster Size | Muons reconstructed | Planes in fit Y | Planes in fit Z
no cut 5408 14.49 15.06
10 5682 14.51 15.07
9 5316 14.57 15.11
8 6103 14.60 15.14
7 6493 14.71 15.24
6 7087 14.89 15.39
5 7861 15.30 15.82
4 8848 15.82 16.42
3 9734 16.34. 17.08

Table 2: Reconstruction Efficiency, 100 GeV beam muons

These figures clearly illustrate that as the cluster size gets smaller the reconstruction
efficiency gets bigger and bigger. We stop at the length of three which gave the best

results.
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Figure 14: Total Charge Distribution of Single Hit Clusters on muon Track

This can be explained by looking at the total charge distribution of clusters and per-
centage contributidﬁ of pulse heights of the cluster members. On the average the total
cluster charge is about 100 ADC counts, 80% of which is shared among the center of
the cluster plus two of its nearest neighbours. From Fig.3, it is clearly seen that the
average contribution of the second strip, to the right or to the left of the center of the
cluster, to the total charge of a cluster is already below 6% with an r.m.s value of about
2% at the raw data level. Looking at the total charge distribution of clusters (Figure
14) one can easily calculate that this corresponds to about 8 ADC counts. But we have
already seen that this value is very close to the rms noise intrinsic in the system. So,
beyond the first strip., noise starts to predominate over physical signals. Therefore we
have adopted the definition that only the strip with the bigéest pulse height and its two

nearest neighbours will form a cluster.
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4.3 The Induced Charge Distribution

We can utilize clusters used in the successful fits to get the induced charge distribution
on the strips. Although there are many models of the induced charge distribution in
the literature for various kinds of analog strip detectors, it'is much better to find it
experimentally. Here it is important to note that the most accurate information about
the position of streamers is obtained from reconstructed trajectories of muons. We
obtain the induced charge distribution as a two dimensional scatter plot of the difference
between the coordinates of strips in clusters and the impact coordinate of traversing
muons versus the normalized pulse heights on strips. What is shown in Figure 15 is
the induced charge distribution for different cluster sizes. We note that as the cluster
size gets bigger the central shape of the induced charge diétribution remains the same.
The additional part is only a tail of a certain length which accompanies this central
distribution. We attribute this long tail to the left and right of the central region to
noise. Therefore we will only be interested in the central part when we attempt to
parametrize the induced charge distribution in section 4.5 |

It is also interesting to look at the normalised pulse height distribution of noise
clusters. Since these signals are not related to any streaﬁies and therefore do not lie
on muon tracks we take the geometrical center of the noise clusters as their reference
points. Figure 16 shows such distributions for various cluster sizes. We see a constant
distribution on all strips, which indicates that the probabilify of picking up noise is the
same for all strips. This observation forms the basis for subtracting a bias level in COG

calculation, which will be discussed in section 4.4
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4.4 Common“Bias Level Correction

The cluster definition that we have given at the end of sectioﬁ 4.2 is still subject to a final
correction due to the large r.m.s. values of noise (section 4.1.2), namely the subtraction
of a common bias level in the COG calculation. This was originally suggested by
Charpak et al. in ref. [31] and [32]. A proper choice of the bias level allows reduction
of the influence of pick-up and electronics noise in the COG determination.

The modified centroid calculation formula becomes

7 = Zj (PHz'j ot b).‘:l,‘z_7

(4..10)

where PH;; — b is simply set to zero if it is negative. Here b is a small bias, which is
subtracted from all the PH;; contributing to a cluster. The effect of the subtraction is
to decrease the contribution of the dispersion of the r.m.s. noise opy,;; on the strips.
On the other hand one must be very careful, because chodsing too high a bias level

would result in a loss of information.

Charpak et al. stated that they had found the best results by choosing a bias level

proportional to the total charge of a cluster:
b=kY PH;, ‘ (4..11)
J

where k is a constant factor which is determined experimentally as follows. We pro-
- cessed the same raw data file, i.e. 100 GeV beam muons, for increasing values of the
constant k. The determination of the common bias level mostly depends on the good-
ness of the track residuals. We calculated track residuals as the distances between COG
points used in successful fits and the reconstructed tracks. and found that the spatial
resolution has got a minimum value of 3.139 mm r.m.s. for the common bias level of
8%. This value is independent of a given projection. Figure 17 shows the track residuals
of both projections,..y and z, separately and the overall resivd'uals for this choice.
Common bias level correction not only improves the spatial resolution but also the

muon reconstruction efficiency. We observe that total number of reconstracted muons
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is almost constant for values of k between five and ten per cent, but a glimpse at
the number for the no bias case shows that with a little bias level the reconstruction
efficiency improves considerably, namely from 9700 to 10700. Table 3 shows our results.

We can conclude this section by saying that the best estimate about the trajectories
of muons we can obtain from the single hit clusters on muon tracks is given by the
centers of clusters together with their two nearest neighbours with a common bias level

of eight per cent if the COG method is used.

cb level [%] | Muons reconstructed | Resolution [mm]
no bias 9734 3.171
b) 10684 3.194
6 10703 3.170
7 10713 3.150
8 10721 ©3.139
9 10721 - 3.140
10 10723 3.151

Table 3: Determination of the common bias levelf, 100 GeV muons
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4.5 Use of an Empirical Function

The basic idea in this approach is to match the observed charge distribution (Figure
15) to an analytic function with a small number of parameters. The minimum number
of parameters is three; a; {or overall normalization; a; for the position of the centre; a3
for the width of the charge distribution. We reviewed different approaches and found
~ out that the empirical function originally suggested by D.E.Lee et al. [33] for MWPC’s
fits well to the charge distribution we observe. This simple three-parameter function is

given by:

ay

7.
PII; G —aT
cosh J—-Hs

(G=1,2,3) (4..12)

where z; are the positions of the strips: j=1 central strip, j=2 left, and j=3 is right

strip. The position of the centre can be calculated to be,

a, \/PHa/PHis —\/PHy/PH
7!'

2sinh(rw/a3) ’ (4..13)

ag =

with

TWw ‘
asz = 4..14
: COSh_'1 -;-(\/PHM/PH,;; + \/PH@']/PH»;‘Q) ( )

for all PH;;, PH;,, and PH;3 different from zero, which implies that this formula can
be applied to all clusters except for clusters of one and two sf.rips. Here w is the pitch of
the strips. Figure 18 shows the charge profile predicted by the inverse cosecant square
model.

Recently K.Lau and J.Pyrlik [34] reported that theyvg.et promising results in an
extensive study about the spatial resolution of cathode strip chambers by means of this

empirical function.
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Figure 18: Induced charge cistribution as predicted by an empirical function

4.5.1 Common Bias Correction Incorporated

Considering that the intrinsic noise of the detector is independent of any method used
for centroid determination, we also tried to obtain the common bias level for the em-
pirical function of the induced charge distribution. Our approach has been exactly the

same as before: PH;;’s are modified by
PHij — PHz'j ——b, : (4..15)
where b is

b=k PH;, j=1,2,3. " (4..16)
J

Then we took runs for increasing values of the common bias level k and compared
the track residuals. Our results are summarized in table 4. The best results are obtained
for a common bias level subtraction of five per cent (Figure 19). One thing we ought
to stress here is that the empirial formula which we are using for the induced charge

distribution is applicable only to the clusters of cluster size greter than or equal to three
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strips after the common bias level has been subtracted. For clusters of two strips at
the raw data level or for the ones which are reduced to two strips after the common
bias level subtraction, we calculate the centroid position by the COG method. Since
we obtain the best spatial resolution in the case of the empirical fit together with a
common bias level of five per cent this will be the method when we attempt to make
an independent fit in which only the analog information is used.

The reconstruction efficieny is nearly the same as in the case of COG method with
a common bias level of 8%, but one should notice that it is far better than the COG

case even when there is no bias.

cb level [%] | Muons reconstructed | Resolution [mm)]

no bias 10667 12,991

3 10682 12.952

4 10693 2.943

5 10704 2.945

6 10703 2.959

7 10705 12.987

8 10712 - 3.025

Table 4: Determination of the common bias level
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4.6 Results from an Independent Fit

Since we already have a decent definition of what an analog cluster is and have already
determined its essential corrections, it is tempting to try" an independent fit, i.e. the
use of analog information alone in reconstructing the muon track. Here basically the
same algorithm as before is used. First, clusters on all planes are located by just the
strips which have the maximum pulse height. Then a leasf squares fit is performed in
the same way as befére together with the same rejection algorithm for both projections.
Here we will summarize some of the most important results (Table 5). For the muon
beam we have chosen the same sample run of 11702 analog triggers that we have used
in our analysis up to this point. Our algorithm was able to reconstruct 11255 muons in
both projections with an r.m.s. value of 3.381 mm for the track residuals (Figure 20)
As a comparison, we also give the results of an independent fit using only the digital
hit information (i.e. no drift time information is used) from the streamer tubes. For

the same run this was 10998 muons, with an r.m.s. value of 2.952 mm (Figure 21).

Muons reconstructed | Resolution [mm)
beam muons analog 11255 ‘  3.381
bean muons digital 10998 2.952
cosmics analog 15334 4138
cosmics digital 10919 3131

Table 5: Results from the independent fit
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Figure 21: Track residuals for independent digital ﬁt; 100 GeV beam muons

The difference between the two r.m.s. values in favour of digital can be easily
explained by the fact that digital track reconstruction included only the single hit planes

whereas analog fit included all the analog planes. In other words, the use of analog
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information alone mékes the inclusion of the planes t:hroughj which several particles (e.g.
a muon accompanied by a delta electron) have traversed, inevitable. We have observed
(by eye scaning the raw data) that if this is the case, clusters of different particles
overlap, which worsens ones ability to locate the streamer caused by the traversing
muon.

The same algorithm applied to cosmic muons gave quife satisfactory results as well.
For our sample run of 19212 cosmic triggers the number of muons reconstructed in
both projections was 15334 for the analog strips and 10919 for the digital (see Table
5), with rms values. of about 4.1 mm (Figure 22) for the analog and 3.1 mm for the
digital (Figure 23) It should be stressed that the analysis with cosmic muons were
done before the development of the empirical function and we actually expect a better
spatial resolution than 4.1 mm for cosmics.

We also wanted to be sure that both the analog strips and the stramer tubes recon-
struct the same track. For this purpose we have calculated the ratio of the slopes and
intersection points given by the least squares fit for the analog tracks and the digital

tracks (Figure 24). It is clearly seen that they are in complete agreement.
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4.7 Pulse Height Calibration of the Analog System

Since every single strip has its own readout electronics chain as far as the charge
amplifiers on the analog cards and the ADC’s on the digital cards are concerned, in
principle it may be neccessary to make strip by strip pulse height calibration. A
very effective way of testing the cathode strips and the readqut electronics is to use a
special pulser system, which is a voltage of adjustable height that stimulates an effective
charge [11]. This can be addressed to every strip by an external trigger signal. In this
- way, the noise level, fhe linearity of the gain of the charge amplifieers, and the overall
response of the electronics channels can be checked. This was the method used in
CHARM 1I [10] and in most of the other experiments such as [35]. In CHORUS we
do not have such a test pulser system. Therefore it becomes very hard to analyse the
individual characteristics of electronics channels if not impossible. One might attempt
to take huge amounts of cosmics data and choose very clean events to analyse the
streamer response of strips as in CHARM II [10]. But duiing our analysis we had to
make frequent hardware changes, which have been neccessary due to malfunctioning
electronic components. Every new change would mean a:néw amplification factor for
the related strips, which would immediately necessitate a new set of calibration factors
for the dedector. Therefore it did not seem to be feasible to make any strip by strip

pulse height calibration by using cosmics data as long as the hardware changes continue.
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5. CONCLUSIONS

In our analysis, we basically tried to determine the characteristics of particle and noise
clusters, and tried to develop the best algorithm to calculate the centroid of the induced
charge distribution. Our data analysis has shown us that for the case of single hit planes
the analog system can contribute seventeen space points per projection on the average to
the track information of the Muon Spectrometer with a spattia,l resolution of around three
milimeter. In the case of single particle clusters the contribution is straightforward,
because the shape of ‘the particle and noise clusters can bé’ distinguiéhed very well by
the empirical formula given in section 4.1.2. In the case of several particles traversing
a streamer plane at the same time (e.g. a muon accompanied by a delta electron),
however, clusters of different particles might overlap. In this case the localization of the
avalanche position due to the traversing muon becomes tricky and it would be better to

incorporate the information from the other tracking sections of the Muon Spectrometer.



Appendix

C This program reads the spectrometer raw data and calculates the
C spatial resolution for various cases. The program is based on the operating
C system IBM AIX Version 3 for RISC 6000, and CERN Program Library.

KOO R
PROGRAN analysis

CHAA AR AN AT AR AR K

COMMON /ACCNT / MAX_EV
INTEGER HAX_EV

COMMON /PEDESTAL/ PDT(176,56) ,PDTCTR(176,56)
REAL PDT,PDTCTR

COXMON /PROBABILITY/ N_STRIPS, N_TIRES
REAL N_STRIPS, N_TIMES

CONMON  /SAMENUON/ SAME
INTEGER SAME

INTEGER EVBUF (15000) t “event buffer"
INTEGER EVLEN ! total event length

DATA LUN/B/

INTEGER LUN ! logical unit # for the raw data file
[+
SAME=0
N_STR1PS=0.0
N_TIMES=0.0
[
CALL VZERO(PDT,98566) "1 initialise pedestal arrays
CALL VYZERG(PDTCTR,8866)
c
CALL YZERO(EVBUF,15000)
c
C SUBROUTINE INITF : OPEN THE RAW DATA FILE USING IOOPEN
c
CALL INITF(IRC,LUN)
IF (IRC.NE.O) THEN
STOP
END IF
[

C SUBROUTINE INIT : LOADING THE GEOMETRY FILES AND HISTOGRAMS INITIALIZATION

CALL INIT

C SUBROUTINE NOISE : READING MEAN NOISE VALUES FOR THE PARTICULAR RUN

CALL MEAN_NDISE

NEV =0 ¢ counter for the # of accepted ovents

[ L e R T e e s

C READ EVENT BUFFER and put it intc EVBUFQ)

C EVLEN --> EVENT LENGTH = event header + raw data banks in the event

0K 0 KK 36 KR K HOK K K KK K 30 o K KK o K KR R Rk K

C ioread READS ORE EVENT AT A TIME

1 IRC = IOREAD(LUN,EVBUF,1) ' returns one if the eovent is there

EVLEN = EVBUF(1)
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NB = 4 » IOREAD(LUN,EVBUF(2) ,EVLEN - 1)
NEY = NEV + 1

C: HER KKK L HAR AN KA MR
[ SIGNAL AT EVERY 1000-th EVENT and
Cx check END-OF-FILE mark

Colte AR AN AR R AR IR RO AR R R AR R R Rk

1F (NOD(NEV, 1000} .EQ.0) THER
WRITE(*,«)NEV, "events .
END 1IF
[

C Check whether the EOF is reached or not.
[of

IF (NB.EQ.0.OR.IRC.NE.1.0R.EVLER.LE.O) THEN

IRC = IOCLOSE(LUN) t Close the raw data file
GOTO 99
END IF

HLEN = EVBUF(2)
NEVOKNL = EVBUF(5)
LABEL = EVBUF{3)
DATE = EVBUF(7)
TINE = EVBUF(8)

EVENT HEADER LENGTH (HLEN = 14)
ONLINE EVENT # (STARTS FROM ZERO)
LABEL = 11% "PHYSICS" EVENT

DATE OF WRITING THE EVENT

TIME OF WRITING THE EVENT

IF (NEV.GT.MAX_EV) THEN
6o TO o8
END IF

CRERERAXRKKRARRK KR KRR IR R RRRE KRR KRR AR KKK KRR AR KRR E RN E AR A RR KRR
Cx NOW THE EVENT IS COMPLETELY STORED in EVBUF array t!!!
Cx START OF THE LOOP DVER BANKS ( LABEL 3 )

O 0 HOR R ACR K KK AR R KKK KK AR XK K K B R R KK R AR K MAR R RRK K

CHAR AR AR KR AR A AR A 0 K 6026 0K OK I A R KK KK

Cx——-- BKLEN ~-> RAW DATA BANK LENGTHS IN THE NEVth EVENT

[ L P E TP TS
1BK = HLEN ! Event Header Length

3 BKLEN = EVBUF(IBK + 1)

IF (BKLEN.LE.O) THEN
GOTO 1

END IF ! happens at the last record
C
C SUBROUTINE BANK : UNPACKING OF THE RAW DATA BANK
c

CALL BANK(EVBUF(IBK + 1))

IBK = IBK + BKLEN

IF (IBK.LT.EVLEN) THEN
G0 TO 8 t repeat till you reach the end of the event
END 1IF

GoTo 1

99 CONTINUE
WRITE (*,%) °‘END OF RUN : °
WRITE (%,*) ‘accepted events =°,BEV - 1,°out of°,
+ NEVONL + i, events
c R
C SUBROUTINE TERMIN : WRITING THE OUTPUT FILE IN RZ format
c
CALL TERMIN
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END ! End of the Program

C A AMAA A KA R YA K KKK AAR KN

SUBROUTINE MEAN_NOISE

C A A0k AR AR A K K KRR

PARAMETER(NSTRIPS = 176 ,NPLANES = §8)
COMMON /NOISE/ M_NOISE(NSTRIPS,KPLANES)
REAL M_NOISE

DO II=1,NPLANES
DO JJ=1,NSTRIPS
READ(42)}M_NDISE(JJ,II)
END DO
END DO

END ¢ End of PEDESTAL

T e T T I T

SUBROUTINE BANK(DATA)

BN AR K AR R HOK K KKK K K AR OR R KRR A KA KR KK O AR R R KO KR

CHH I K K K00 R K R K K KK 6 3K K o MK K R KK K R

C*
Cx:
Cx

_________________ DATA HEADER

_______ BKLEN DATA(1) -—> DATA BANK LEGTH

_______ HLEN  DATA(2) --> HEADER LENGTH

_______ NEVONL DATA(8) --> A POSITIVE INTEGER BANK KEY

——————— DATA(4) —;> A POSITIVE INTEGER BANK FORMAT VERSION
——————— LABEL DATA(8) --> ON-LINE EVENT NUMBER

——————— DATA(8) --> BANK STATUS WORD (“ERROR WORD*)

_______ DATE DATAC7) -=~> DATE OF THE WRITING OF THE BANK, yy-mm-dd
——————— TINE  DATA(8) --> TIME OF THE WRITING OF THE BANK, hh-mm-ss

o2 AR A RO X AR HOR 5K R RO KRR 0RO KOK ORI KK R R Ao

INTEGER BKEY, BLEN, DATA(»}
LOGICAL DIGITAL

————————— BANK KEY = 1012 ~--—~> RETU = CHORUS STREANER TUBES
————————— BANK KEY = 1014 --—-> REAN = CHORUS ANALOG STRIPS

O o 0 G a 0 6 a6 o

BKEY = DATA(3)

unpack digital data

1F (BKEY.EQ.1012) THEN.
CALL RETU(DATA(1))
BLEN=DATA(1)
WRITE(»,*) ‘Digital unpacked”
DIGITAL=.TRUE,

END 1IF

unpack analog data

IF (BKEY.EQ.1014) THEN
IF (DIGITAL) THEN
CALL REAN(DATA(1))
WRITE(*,#*) “Analog unpacked’
END IF
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DIGITAL=.FALSE.
END IF

END ! End of BANK
R e e T R L e e T

SUBROUTINE INIT ! Initialise ZEBRA system and various local flags

x ey EERRRRE KRR RAK rxx

CHARACTER*80 FILENANE
COMMON /LKBITS/ LKBITS(0:265)
COMMON /PAWC/ H(1000000)! The working space of HBOOK is an array
! allocated to the labelled CONMON /PAWC/

! This is a ZEBRA store.

CALL HLIMIT {1000000)! Defines thoe max. size of common /PAWC/ .
! Must be called before any other HBOOK routine

CALL HBOOK1(100, "P-H Distr}bution of podestals”

+ ,260,0.,250.,0.)
CALL HBOOK1(200, 'TOTAL CHARGE DISTRIBUTION °
+ +200,0.,200.,0.)

DO ii = 1,66
CALL HBOOK1(4000+ii, AVERAGE PEDESTALS®,176,0.5,176.5,0.)
CALL HBOOK1(200+ii, TOTAL CLUSTER CHARGE OF NOISE PER PLANE~
+ »200,0.,200.,0.)
CALL HBPROF(2500+ii, MEAN NOISE DISTRIBUTION’,178,0.5,176.5,
+ ~1.0,100.,°S"}
END DO
c

C raw data histograms
c
CALL HBDOK1i(1001,‘raw data maximum pulse height distribution’
+ ,600,0,,5600.,0.)
CALL HBOOK1(1002, ‘mean raw charge of planes’,400,0.,400.,0.)
CALL HBOOK1(1003, total raw charge of planes’,500,0.,5600.,0.)
CALL HBOOK1(1004, raw data pulse height distribution of clusters’
+ +401,0.,401.,0.)
CALL HBOOK1(1005, ‘mean raw cluster charge’,301,0.,301.,0.)
CALL HBOOK1(1008, raw cluster lengths’,44,0.,44.,0.)
CALL HBOOK1(1007, RAW DATA TOTAL CLUSTER CHARGE®,300,0.,300.,0.)

o4
C NOISE HISTOGRAMS
4

CALL HBOOK1(3001, CLUSTER PULSE HEIGHT DIST OF NOISE’,
+ 200,0.,200.,0.)
CALL HBDOK1(3002, CLUSTER TOTAL PULSE HEIGHT DIST OF NOISE-,

+ 300,0.,300,0.)
CALL HBOOK1(3003, CLUSTER MEAN PULSE HEIGHT DIST OF NOISE-,
+ 150,0.,160.,0.)

CALL HBOOK1(3004, CLUSTER LENGTH OF NOISE’,26,0.,26.,0.)

CALL HBDOK2(6002, NOISE Charge Distribution 2 STRIPS®

+ ,18,-10.,10.,11.,-0.1,1.0,0.)
CALL HBODK2(8003, NDISE Charge Distribution 3 STRIPS’

+ .,18,-10.,10.,11.,-0.1,1.0,0.)
CALL HBOOK2(8004,°NOISE Charge Distribution 4 STRIPS’

+ ,18,-10.,10.,11,,~0.1,1.0,0.)
CALL HBOOK2(6005, NOISE Charge Distribution & STRIPS®

+ ,18,-10.,10.,1%.,-0.1,1.0,0.)

CALL HBOOK2(8006, NOISE Charge Distribution 6 STRIPS-
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+ .18,-10.,10.,11.,-0.1,1.0,0.)
CALL HBOOK2(6007, NOISE Charge Distribution 7 STRIPS®

+ +18,-10.,10.,11.,-0.1,1.0,0.)
CALL HBOOK2(6008, NOISE Charge Distributien 8 STRIPS®

+ .18,-10.,10.,11.,-0.1,1.0,0.)
CALL HBOOK2(8009,°NOISE Charge Distributicen 9 STRIPS”

+ ,18,-10.,10.,11.,-0.1,1.0,0.)
CALL HBOOK2(6010, NOISE Charge Distribution 10 STRIPS®

+ ,18,-10.,10.,11.,-0,1,1.0,0.)

CALL HBOOK1(7002, NOISE .CLUSTER 2 STRIPS®,300,0.,300.,0. )
CALL HBODK1(7008, NOISE CLUSTER 2 STRIPS’,300,0.,300.,0. )
CALL HBOOK1(7004, NOISE CLUSTER 4 STRIPS’,300,0.,300.,0. )
CALL HBOOK1(7005,°NOISE CLUSTER 5 STRIPS®,300,0.,300.,0. )
CALL HBDOK1(7008, NOISE CLUSTER € STRIPS®,300,0.,300.,0, )
CALL HBOOK1(7007, NOISE CLUSTER 7 STRIPS‘,300,0.,300.,0. )
CALL HBOOK1(7008, NOISE CLUSTER 8 STRIPS,300,0.,300.,0. )
CALL HBOOK1(7009, NOISE CLUSTER 9 STRIPS®,800,0.,300.,0. )
CALL HBOOK1(7010,°NOISE CLUSTER 10 STRIPS-,300,0.,800.,0.)
c
C INDUCED CHARGE DISTRIBUTION HISTOGRANS
c
CALL HBOOK2(5002, Induced Charge Distribution 2 STRIPS®
+ ’ ,125,~10.,10.,33.,-0.1,1.0,0.)
CALL HBODK2(5008,°Induced Charge Distribution 3 STRIPS’
+ ’ .125,-10.,10.,88.,-0.1,1.0,0.)
CALL HBOOK2(5004,°Induced Charge Distribution 4 STRIPS®
+ ,126,-10.,10.,88.,-0.1,1.0,0.)
CALL HBOOK2(5005,°Inducéd Charge Distribution § STRIPS®
+ ,125,-10.,10.,83.,-0.1,1.0,0.}
CALL HBOOK2(5006, Induced Charge Distribution 8 STRIPS’
+ ,126,-10.,10.,38.,-0.1,1.0,0.)
CALL HBOOK2(5007,°Induced Charge Distribution 7 STRIPS®
+ ,126,-10.,10.,38.,-0.1,1.0,0.)
CALL HBOOK2(5008, Induced Charge Distribution 8 STRIPS®
+ ,126,-10.,10.,38,,-0.1,1.0,0.)
CALL HBOOK2(5009, Induced Charge Distribution & STRIPS®
+ ,126,-10.,10.,33.,-0.1,1.0,0.)
CALL HBOOK2(6010,°Induced Charge Distribution 10 STRIPS-
+ ,126,-10.,10.,38.,-0.1,1.0,0.}
c
C CLUSTER HISTOGRAMS
[
CALL HBOOK1(8002, CLUSTER ON TRACK
CALL HBOOK1(8003, CLUSTER ON TRACK
CALL HBOOK1(8004, CLUSTER ON TRACK 4 STRIPS®,300,0.,300.,0,
CALL HBOOK1(8005,°CLUSTER ON TRACK 5 STRIPS®,300,0.,300.,0.

2 STRIPS‘,800,0.,800.,0. )

3 )

4 )

& )

CALL HBOOK1(8006,°CLUSTER ON TRACK 6 STRIPS‘,300,0.,800.,0. )
7 )

8 )

9 )

)

STRIPS‘,300,0.,800.,0.

CALL HBOOK1(8007, CLUSTER ON TRACK 7 STRIPS‘,300,0.,300.,0.
CALL HBOUKl(BOOB.'CLUSTEB'ON TRACK 8 STRIPS’,800,0.,800.,0.
CALL HBOOK1(8009, CLUSTER ON TRACK ¢ STRIPS’,300,0.,300.,0.
CALL HBOOK1(8010,°CLUSTER ON TRACK 10 STRIPS‘,800,0.,300.,0.

CALL HBODK2(8020, TOTAL CLUSTER PULSE HEIGHT VS CLUSTER LENGTH®
+ +30,0.,30.,800,0.,300.,0.)

c

c

C TRACK FITTING HISTOGRANS

o}
CALL HBOOK1(9001,°NO OF PLANES IN FITTED TRACK Y’ ,86,0.,88.,0.)
CALL HBOOK1(8002,°NO OF PLANES IN FITTED TRACK Z°,36,0.,.36.,0.)

CALL HBOOK1(9003,°CHI2 PROBABILITY Y°,100,0.,1.,0.)
CALL RBOOK1(9004,°CH12 PROBABILITY Z°,100,0.,1.,0.)



256
77

CALL
CALL

CALL
CALL

CALL

CALL

CALL

CALL

CALL

CALL

CALL

CALL

CALL

CALL

CALL

CALL

CALL

HBOOK1(9005, 'CHI2 PER DEGREE OF FREEDOM Y-°,100,0.,2.,0.)
HBOOK1(9006, 'CHI2 PER DEGREE OF FREEDOM Z°,100,0.,2.,0.)

HBOOK1(9007, “TRACK RESIDUALS Y°,100,-§.,5.,0.)
HBDOK1(9008, " TRACK HESIDUALS Z°,100,-5.,5.,0.)

HBOOK1(9009, "TRACK RESIDUALS Y AND Z°,100,-5.,5.,0.)

HBOOK1(783, "CLUSTER PULSE HEIGHT DISTRIBUTION-,

400,0.,400.,0.)

HBOOK1(784, “Max PH Distribution-,451,0.,46%1.,0.)
HBOOK1(785, "CLUSTER LENGTH®,31,0.,31.,0.)

HBOOK1 (786, "TOTAL CLUSTER CRARGE*,500,0.,500.,0.)
HBOOK1(787, "MEAN CLUSTER CHARGE®, 200,0.,200.,0.)

HBPROF (1500, "MEAN CHARGE DISTRIBUTION®,50,-26.,26.,
-1.0,100,,°S°)

HBPROF (1600, "PERCENTAGE OF MAX PH",50,-26.,25.,
-1.0,100.,°S")

HBPROF (45002, "Mean Cluster Charge”,56,0.5,56.5,

-1.0,500.,°S")

HBPROF (45001, Mean HNoise Charge- ,66,0.5,56.5,

-1.0,600.,°S")

HBOOK1(20001, ‘avrg pulse height dist. (H),800,0.,10.,0.)
HBOOK1(20002, “avrg. pulse haight dist. (V)°,800,0.,10.,0.)

HIDOPT(O, “STAT")

WRITE(S,*) ‘histograms ........: booked’

CALL

SPEC_GEOX ! load geometric data file

READ(40,266,END = 277) FILENAME
FORMAT(AB0) )
WRITE(8,») FILENANE

OPEN(96,FILE = FILENAME,FORM = ‘UNFORMATTED')
WRITE(6,#*) ‘podestal file .....: opened’

DO i

= 0,285

LKBITS(i) = NUMBIT(i)
END DO

WRITE(%,%)

END

! End of INIT

“end of init”

counts the one-bits in a word

¢ From CERN Program Library

KAk KRR R

AR

SUBROUTINE RSOF(IDATA)

ok LR 2 LT ] *

MAIN UNPACKING ROUTINE

PARAMETER (NGAPS a
PARANETER (NPLANES =
PARAMETER(NSTRIPS =
PARAMETER(NWIRES =

73
£8)
178)
362)

CORNON /SPEC_GEOM_DATA/
+ X_PL(NPLANES),
+ ANA_PL_SHIFT(NPLANES),

+ ADJ_ANA_PL_SHIFT(NPLANES),

+ DIG_PL_SHIFT(NPLANES),

W AR *

i # of streamer tube packs

total # of planes (8 planes per pack)

number of pickup strips

number of digital wires

X~coordinates of streamer tube planes
analog plane shift array
adjustment to the analog plane shift

digital plane shift array
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+ ADJ_DIG_PL_SHIFT(NPLANES), ! adjustment to the digital plane shift
+ STRIP_YZ(NSTRIPS), t coordinates of 176 analog strips per plane
+ WIRE_YZ(NWIRES) ! coordinates of 852 digital wires per plane

COMMON /PEDESTAL/ PDT(NSTRIPS,NPLANES) ,PDTCTR(NSTRIPS,NPLANES)
REAL PDT,.PDTCTR

COMMON /NOISE/ M_NOISE(NSTRIPS,NPLANES)
REAL M_NOISE

COMMON /LKBITS/ LKBITS(0:285)
INTEGER IDATA(*) t dynamic array of raw data

COMMOR  /MUONBOOL/ BOTH
LOGICAL BOTH

COMMON /CLCONADC/ CLCON(NSTRIPS,NPLANES)
REAL CLCON.

COMRMON /CLSTRSEARCH/ PL_MAX(NPLANES) ,REJECT(NPLANES) ,KEEP (NPLANES)
+ +KEPT_DIG(NPLANES) ,NO_INFO(NPLANES) ,SHOWER (NPLANES)
INTEGER PL_MAX f'strip having the max ADC counts

INTEGER REJECT

INTEGER KEEP

INTEGER KEPT_DIG

INTEGER NO_INFO

INTEGER SHOWER

REAL PH(NSTRIPS) 4 ADC content of strips of each plane

INTEGER BEGIN
INTEGER END
INTEGER LENGTH

INTEGER ISTART, PH_CTR, CLEN ! raw data cluster
REAL PH_AVRG, TOTALQ t variables

CONMON /SINGLE_HITS/ LISTPL(NPLANES)
INTEGER LISTPL

CONMON /DIG_HITS/ LISTPL_1(NPLANES)
INTEGER LISTPL_1

DIMENSION LISTW(70) ! array of positions of one-bits
INTEGER IHITS1

IHTéGEH IHITS2

INTEGER ISLEEVE
INTEGER NZ

# of hits in first half of a sleeve

# of hits in second half of a sleeve

sleeve # in a streamer plans

total # of digital hits in a plane

INTEGER IPL_AN
INTEGER IPR
INTEGER ISTRIP
INTEGER IPH_HIGH
INTEGER IPH_LOW

analog strip plane #

projection # : 1 = vertical, 2 = horizontal

analog strip # having a hit

ADC counts with a refsrence of 1 Volts

ADC counts with a reference of 5 Volt

INTEGER NUN_GAP t gap # (1...7)
INTEGER IPL1 ¢ The first odd or even plane in each gap
INTEGER IPL2 ! The last odd or even plane in each gap

INTEGER NPL

coordinate used in the fit

REAL ST_CHARGE charge in ADC counts

INTEGER ABSENT(14) ! first and last 22 strips of the first and second

DATA ABSENT /1,2,2,10,17,18,25,26,33,34,41,42,49,50/



INTEGER CORRECT(11)

DATA CORRECT /182,181,130,129,128,127,126,125,124,128,122/
INTEGER CORRECT1(11)}

DATA CORRECT1 /121,120,119,118,117,116,116,114,113,112,111/

INTEGER DUNNMY
INTEGER END_OF_PACK(7) ! last plane of each pack

INTEGER BEG_OF_PACK(7)} ! first plane of each pack
INTEGER REF ! digital plane to refer

RETURN

ENTRY RETU(IDATA) ! UPACKING OF STREAMER TUBE DIGITAL DATA

A0 KKK KR R R KR OO KRR RO RO R R R R KR RN KRR AR KRR
C» 8 planes of streamer tubes per gap

Cx Even Numbered Planes have horizontal wires ( 2, 4, 6,..., 52 )
Cx 0dd Numbered Planes have vertical wires (1, 38, 5,..., 51 )

ORI A IO KK A KR OO KKK R R 4 KRR AR KKK R KRR K

4
CALL VZERO(LISTPL,NPLANES )
CALL VZERO(LISTPL_1 ,NPLANES)
CALL VZERO(KEPT._DIG ,NPLANES)
CALL VZERO(NO_INFO,NPLANES )
CALL VZERO(SHOWER,NPLANES )
c

BLEN = IDATA(1)
HLEN = IDATA(2)

DO I=(HLEN+1) ,BLEN ! Loop over streamer tube data
IF (JBYTC(IDATA(I),31,2) .EQ.0) THEN ! check orror bit data or error?

IPL = JBYT(IDATA(I),22,8)

IRITSY = JBﬁT(XDATA(I).l.S)

IHITS2 = JBYT(IDATA(I),9,8)

NZ = LKBITSCIHITS1) + LKBITS(IRITS2)

LISTPL(IPL) = LISTPL{IPL) + NZ
LISTPL_1(IPL) = LISTPL(IPL)
END IF ’
END DO

DO ii=1,NPLANES

IF (LISTPL_1(ii).EQ.0) THEN
NO_INFO(Ci1) = 1~
END IF

IF (LISTPL.1(1i).GT.1) THEN
SHOWER({i) = 1
END IF

END DO

DO I=(HLEN+1) ,BLEN
CALL VZERO(LISTW,70)
IF (JBYTC(IDATACI),81,2) .EQ.0) THEN ! check error bit data or error?
IPL = JBYT(IDATA(1),22,8)
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C skip planes having no hit and planes having more than one hit
C
IF (NO_INFO(IPL).EQ.1) THEN
G0 TO 199
ERD IF

IF (SHOWER(IPL).EQ.1) THEN
GO TO 199
END IF
4
C take planes with a single hit

C
IF (LISTPL(IPL).EQ.1) THEN
CALL BITPOS(IDATA(I), 16,LISTW,NX)
ISLEEVE = JBYT(IDATA(I),17,5)
LISTPL(IPL) = (ISLEEVE - 1) % 18 + LISTW(1) + {1
KEPT_DIG(IPL) = 1
G0 TD 199
END IF
189 END IF
IF (KEPT_DIG(IPL).EQ.0) THEN
LISTPL(IPL) = 0
END IF
END DO
RETURN ! Back to BANK
c
ENTRY REAN(IDATA) ! UNPACKING OF THE ANALOG STRIPS DATA
¢ AR RN KR L2 1 KRR L2222 22 2222 223
C* Even Numbered Planes have vertical strips ( 2, 4, 8,..., 52 )
C» 0dd Numbered Planes have herizontal astrips ( 1, 8, §,..., 51 )
< AR A A N KRR AR AR R R AR R AR kR R
[+
CALL VZERO(CLCON,9858 - )
CALL VZERO(PH,NSTRIPS )
CALL VZERU(REJECT.NPLAHES?
CALL VZERO(KEEP,NPLANES )
c
BLEN = IDATA(1)
HLER = IDATA{(2)
c —

DO i = HLEN + 1, BLEN ! Leop over analog strip data
IF (JBYT(IDATA(1),31,2) .EQ.0) THEN ! check error bit

IPL_AN = JBYT(IDATA(i),25,8)

IPR MOD(IPL_AN,2) + 1

ISTRIP JBYT(IDATA(i},17,8)

IPH_HIGH = JBYT(IDATA(i),1,8)

IPR_LOW = JBYT(IDATA(i},®,8)

NUM_GAP = (IPL_AN - 1) / 8 + 1

1IF (IPH_HIGH.LE.240) THEN
ST_CHARGE = FLOAT(IPH_HIGH)
END IF

IF (IPH_HIGH.GT.240) THEN
ST_CHARGE = FLOAT(IPH_LOW) x 5.
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END IF
c
C CORRECTIOR FOR PLANE 28
[
IF (IPL_AN.EQ.28) THEN

IF (ISTRIP.GE.122.AND.ISTRIP.LE.182) THEN
IPH_LOW = 0
IPH_HIGH = O

END IF

DO kkk=1,11
DUNMY = 122 - kkk
IF (ISTRIP.EQ.DUNMY) THEN
ISTRIP = CORRECT(kkk)
END IF
END DO

1F (ISTRIP.GE.111.AND.ISTRIP.LE.121)} THEN
IPH_LOW = 0
IPH_HIGH = ©

END IF

DO kkk = 1,11
DUNKY = KKk + 121
IF (ISTRIP.EQ.DUNMY) THEN
ISTRIP .= CORRECT1(KkK)
END IF
END DO

END IF
c
C END OF CORRECTION
c
CLCON(CISTRIP, IPL_AN) = ST_CHARGE

END IF

END DO

DO mmm = 1,7

BEG_OF_PACK(mmm) = 1 + 8 » (mmm ~ 1)

END_OF_PACK(mmm) = 8 + 8 * (mmm ~ 1)
END DO

D0 i1i=1,NPLANES ! Loop over pickup strip planes

C
c
C plane of reference to lccate clusters
c

REF = ii + 1

[
C CHECK THE END OF THE PACK
DO JI=1,7
IF (ii.EQ.END_OF_PACK(JJ)) THEN
REF = ii - 1
END IF
END DO

where it begins, where it ends..

a G a o
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c
c
C

BEGIN = 1
END = NSTRIPS

in each gap in the first and second planes first 22 & last 22 strips are

not read out

D0 JJ=1,14
IF (ii.EQ.ABSENT(JJ)) THEN
BEGIN = 28
END = 154
END IF
END DO

put ADC values of strips into PH array
DO JJ=BEGIN,END
PH(JJ) = CLCON(JJ,ii)
END DO
get the strip number having the maximum pulse height in ADC counts
LENGTR = 1 + END - BEGIN
PL_MAX(ii) = MAXFZE(PH(BEGIN) ,LENGTH)
PL_MAX(i1) = PL_WAX(ii) + BEGIN - 1
rejoct data if the max. PH of the plane is zers!
IF (PH(PL_MAX(11)).LT.0.5) THEN
REJECT(ii) = 1
GO TO 99

END IF

reject data if the max. pulse height happens to be “isolated"

IF (PL_MAX(ii).LT.END-1.AND.PL_MAX(ii).GT.BEGIN+1) THEN

1F
+

(CLCON(PL_MAX(ii)-1,ii).EQ.0. .AND.
CLCON(PL_MAX(ii)+1,ii).EQ.0.) THEN
REJECT(ii) = 1

G0 TO 77
END IF
END IF
c
C reject data if the max pulse height occcurs near the edge of a plane
c
If (PL_MAX(ii).LE.BEGIN+1.OR.PL_MAX(ii).GE.END-1) THEN
REJECT(ii) = 1
G0 TO 77
END IF
C
C
77 CONTINUE
PH_CTR =0
TOTALQ = O.
c

C maximum pulse heights even if they are isolated

[

C
C raw

c

CALL HFILL(1001,PH(PL_NAX(ii}),0.,1.)
pulse height of pickup strips (in ADC counts)
DO JJ =BEGIN,END

IF (PH(JJ).GT.0.) %HEN
TOTALQ = TOTALQ + PR(11)
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PH_CTR = PH_CTR + 1
END IF
END DO

raw mean charge (in ADC counts) of planes
IF (PH_CTR.GT.0) THEN
PH_AVRG = TOTALQ / PH_CTR
CALL HFILL(1002,PH_AVRG,0.,1.)
END IF

raw total charge (in ADC counts) of planes

CALL HFILL(1003,TOTALQR,0.,1.)

USE OF DIGITAL SINGLE HIT PLANES AS REFERENCE

reject data if there is more than one digital hit in plane ii

IF (SHOWER(1i).EQ.1) THEN
REJECT(ii) =
G0 TO 88

END IF

reject data if there is no digital info available

IF (NO_INFO(ii).EQ.1) THEN
REJECT(ii) = 1
G0 TO 88

END IF

check whether there is a single hit near the maximum pulse height

HIT_POS = (LISTPL(REF)+1) / 2

IF (HIT_POS.NE.O) THEN
IF (KEPT_DIG(REF).EG.1) THEN
IF (ABS(PL_MAX(ii)-HIT_POS).LT.2) THEN
KEEP(ii) = 1
WRITE(*,*) “kept at the first triall!!’,’plane =,ii
G0 TO 88
END IF
END IF
END IF

SECOND TRIAL TO FIND A REFERENCE

Do Jr = 1,7
IF (ii.EQ.BEG_OF_PACK(JJ).OR.
+ ii.EQ.END_OF_PACK(JJ)) THEN
GO TO 88
END IF
END DO

HEF=ii-1
HIT_POS = (LISTPL(REF) + 1) / 2

IF (KEPT_DIG(REF) .EQ.1} THEN
IF (ABS(PL_MAX(ii)-HIT_POS).LT.2) THEN
KEEP(ii) = 1
WRITE(*,*) "kept at the second triali!!,’plane =7,ii
GO TO 88
END IF
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[ END IF

88 CONTINUE

c
C raw data clusters (treat everything as a cluster)
c

ISTART =0

PH.CTR =0

TOTALQ = O.

DO JJ = BEGIN,END
IF (PH(JJ).GT.0.0.AND.JJ.LT.END) THEN
IF (ISTART.EQ.0) THEN
ISTART = jj

END IF

PH_CTR = PH_CTR + 1
TOTALG = TOTALG + PH(jj)

C raw data cluster pulse heights (in ADC counts)

[
CALL HFILL(1004,PH(jj),0.,1.)
ELSE IF (ISTART.NE.O) THEN
PR_AVRG = TOTALQ / PH.CTR
c

C raw mean cluster charge (in ADC counts) of planes
CALL HFILL(1005,PH_AVRG,0.,1.)

C raw total cluster charge (in ADC counts) of planes
CALL HFILL(1007,7T0TALQ,0.,1.)

C raw data cluster lengths

c
CLEN=JJ-ISTART
CALL HFILL(1006,FLOAT(CLEN},0.,1.)
ISTART = 0
PH.CTR = 0
TOTALQ = O
END IF
END DO t ond of jj
c
99 CONTINUE
END DO i
¢
c

C calculate COG points
c
CALL CALCULATE_COG



C least squares fit using CO0G points (REJECTION OF BAD POINTS BY PIPE)
<

CALL ANALOGFIT
c
C FIND NGISE IF THERE IS A MUON RECONSTRUCTED IN BOTH PROJECTIONS
c

IF (BOTH) THEN

CALL FIND_NOISE
END IF

END ! End of REAN

™ Yy . L T ey e T
SUBROUTIRE CALCULATE_COG

R e L e et e L Ty

PARANETER (SIGMA = 0.51961524) ! d / SQRT(12), d=1.8 cm (strip width)

PARAMETER (NGAPS =7 )
PARAMETER (NPLANES = 56. )
PARAMETER (NSTRIPS = 176 )

COMMON /SPEC_GEON_DATA/

+ X_PL(NPLANES),
+ ANA_PL_SHIFT(NPLANES) ,
+ ADJ_ANA_PL_SHIFT(NPLANES),

+

DIG_PL_SHIFT(NPLANES) ,
ADJ_DIG_PL_SHIFT(NPLANES),
STRIP_YZ(NSTRIPS) ,
WIRE_YZ(352)

4+

+

COMNON /FITDATA/ CNTR_OF_G{NPLANES) ,PLANE(NPLANES)
REAL CNTR_OF_G
INTEGER PLANE

COMNON /CLCONADC/ CLCON(NSTRIPS,NPLANES)
REAL cLcon

COMNON /NDISE/ M_NCISE(NSTRIPS,NPLANES)
REAL M_NOISE

COMMON /CLSTRSEARCH/ PL_MAX(NPLANES) ,REJECT(NPLANES) ,KEEP (NPLANES)
+ +KEPT_DIG(NPLANES) ,NO_INFO(NPLANES) ,SHOWER (NPLANES)

INTEGER PL_MAX

INTEGER REJECT

INTEGER KEEP

INTEGER KEPT._DIG

INTEGER NO_INFO

INTEGER SHOWER

REAL STRIP_PH(176)

REAL STRIPQ
REAL AVRG_CH
REAL NUM, DEN
REAL cOG

REAL STRIP_Q

total charge of strips in a cluster

average charge of clusters

NUNERATOR AND DENOMINATOR in COG calculation

center of gravity

COMMON /ERRORS/ ERR(NPLANES)

REAL ERR

REAL ERR_SUR

INTEGER DUMNY

INTEGER IPR t 1 = vertical strips, 2 = horizontal atrips



INTEGER CL, CL1, CL2

INTEGER N
INTEGER LSTART,LEND

INTEGER STR_MAX t strip # having the max. ADC counts in a ¢luster

REAL MAX_PH ¢ max. ADC counts in a cluster

REAL F_.R, F_L, F.T, T3, LL, RR

COMMON /OFFTRACK/ NOISE_REGION(586,2)
INTEGER NOISE.REGION

COMMON /INDUCEDQ/ CLUSTER(56,4)
REAL CLUSTER

REAL P1, P2, P8, Ci, C2, C38, TOT.PH

c
CALL VZERO(PLANE ,NPLANES )
CALL VZERO(CNTR_OF_G,NPLANES)
CALL VZERO(ERR,NPLANES )
c
DO i = 1,2 ! Loop over two projections; 1 =2, 2 = Y
C
IF (i.EQ.1) THEN
LSTART =
LEND = 85
END IF
IF (i.EQ.2) THEN
LSTART = 2
LEND. = 86
END IF
DO ipl = LSTART,LEND,2
[+
c Skip planes which have failed to have a cluster
Cc
IF (REJECT(ipl).EQ.1) THEN
G0 TO 200
END IF
c
c SKIP PLANES WHICH DO NOT HAVE A DIGITAL REFERENCE PLANE
c
c IF (KEEP(ipl) .EQ.0) THEN
c GO To 200
c END IF
c
C INITIALIZATION OF THE CLUSTER PARAMETERS
c
N =0
STRIPQ = 0.
k] = 0.
AVRG.CH = 0.
€06 = 0.
NUN = 0.
STR_PT = PL_MAX(ipl)
4
< LOOP OVER STRIPS OF PLANES
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4

DO istrip=1,NSTRIPS
STRIP_PH(istrip) = CLCON(istrip,ipl)
END DO ! iserip

MAX_PH = CLCON(PL_MAX(ipl),ipl)
CALL HFILL(783,MAX_PH,0.,1.)

CALCULATE TOTAL CLUSTER CHARGE

KK=PL_NAX(ipl)+1
TQ=RAX_PR
CONTINUE
IF (STRIP_PH(KK) .GT.0.5) THEN
CALL HFILL(788,STRIP_PH(KK),0.,1.)
TQ = TQ+STRIP_PH(KK)
KK = KK+1
GOTO 1
END IF

KK=PL_MAX(ipl)-1
CONTINUE
IF (STRIP_PH(KK) .GT.0.5) THEN
CALL HFILL(783,STRIP PHKK) ,0.,1.)
TQ = TQ+STRIP_PH(KK)
KK = KK-1
6070 2
END IF

CALL HFILL(786,TQ,0.,1.)

CL=0
ERR_SUM = O

C Start fom the pick up strip having the maximum pulse height

c

784

DUNNY = PL_MAX(ipl)
YZ.STRIP = STRIP_YZ(DUMNY)
+ ANA_PL_SHIFT(ipl)
+ ADJ_ANA_PL_SHIFT(ip1)
NUB = NUM + YZ_STRIP * STRIP_PH(DUMAY)
CALL HFILL(784,STRIP_PH(DUNNY),0.,1.}
ERR_SUN = ERR_SUM + STRIP_PH(DUMNY)} x STRIP_PH(DUNNY)

Go through strips on the left side of the maximum

CLi=0
LL=0.0

CONTINUE

IF (DUMNY.GE.2) THEN
DUNMY = DUMMY - 1
LL=LL-1.0

END IF

IF (DUMMY.EQ.1) THEN
G0 TO 801
END IF

IF (STRIP_PH(DUNNY) .GT.0.) THEN
IF (STRIP_PH(DUMMY+1) .GE.STRIP_PH(DUMMNY)) THEN
YZ_STRIP = STRIP_YZ(DUNNY)

+ + ANA_PL_SHIFT(ipl)
+ + ADJ_ARA_PL_SHIFT(ipl)

RUM = NUN + YZ_STRIP » STRIP_PH(DURMNY)
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801

2261

CL1=CL1+1
ERR_SUN = ERR_SUN
+ STRIP_PH(DUMNY) * STRIP_PH(DUMNY)

F_L = 100 = STRIP_PH(DUMMY) / TQ
F_T = 100 * STRIP_PH(DUMMY) / MAX_PH

CALL HFILL(1500,LL,F_L,1.)
CALL HFILL(1600,LL.F._T,1.)

80 T0 784
END IF
END IF

Go through strips on the right side of the maximum

CL2=0

RR=0.0

F_R = 100 * RAX_PH / TQ
CALL HFILL(1500,RR,F_R,1.)

DUNMY = PL_MAX(ipl)

CONTINUE

IF (DUMMY.LE.175) THEN
DUKNY = DUMMY + 1
RR=RR+1.0

END IF

IF (DUMMY.EQ.176) THEN
GO TO 2251
END IF

IF (STRIP_PH(DUNNY).GT.0.) THEN

IF (STRIP_PH(DUMMY-1) .GE.STRIP_PH(DUNNY)) THEN
YZ_STRIP = STRIP_YZ{(DUNNY)
+ ANMA_PL_SHIFT(ipl)
+ ADJ_ANA_PL SHIFT(ipl)
NUNM = NUM + YZ_STRIP = STRIP_PH(DUMMY)
CL2=CL2+1
ERR_SUM = ERR_SUN
+ STRIP_PH(DURNY) = STRIP_PH(DUNMY)

F_R = 100 * STRIP_PH(DUNNY) / TQ
F_T = 100 * STRIP_PH(DUNNY) / MAX_PH

CALL HFILL(1500,RR,F_R,1.)
CALL HFILL(1600,RR,F_T,1.)

GO TO 801
END IF

END IF

IF (TQ.GT.0.5) THEN
PLANE(ipl)=1

CNTR_OF_G(ipl) = NUN / TQ

CL = CL1 + CL2 + 1
CALL HFILL(785,FLOAT(CL),0.,1.)

AVRGCH = TQ ./ CL
CALL HFILL(787,AVRG_CH,0.,1.)

69



Q

aQ Q 0 G a 6 0 g 0 a0 o 0 a g o oo a o o0 o0 a0

999

89

70

ERR(ipl) = SIGMA * (SQRT(ERR_SUM) / TQ)

NOISE_REGION(ipl,1) = STR_PT - CL1 ~ 11

IF (NOISE_REGION(ipl,1).LT.0) THEN
NOISE_REGION(ipl,1) = 1

END IF

NOISE_REGION(ipl,2) = STR_PT + CL2 + 11

IF (NOISE_REGIOM(ipl,2).4T.178) THEN

NOISE_REGION(ipl,2) = 178
END IF

END IF

CLUSTER(ip1,1) = PL_WAX(ipl) - CL1
CLUSTER(ipl,2) = PL_MAX(ipl) + CL2
CLUSTER(ip1,8) = FLOAT(CL)
CLUSTER(ipl,4) = TQ

IF (CL.GT.S) THEN
NUN=0.0
DEN=0.0
YZ_STRIP = STRIP_YZ(PL_MAX(ip1))
+ ANA_PL_SHIFT(ipl)

+ ADJ_ANA_PL_SHIFT(ipl)
NUM = NUR + STRIP_PH(PL_NAX{ipl)) = YZ_STRIP
DEN = DEN + STRIP_PH(PL_MAX(ipl))
LL=1 i

N=PL_MAX(ipl1)+1
B=PL_MAX(ip1)-1
IF (STRIP_PH(N) .GE.STRIP_PH(M)) THEN
KK=N
LLsLL+1
N=N+1
ELSE
KK=N
LLaLL+1
n=p-1
END IF
IF (LL.GT.3) GO TO 98
YZ_STRIP = STRIP_YZ(KK)
+ ANA_PL_SHIFT(ipl)
+ ADJ_ANA_PL_SHIFT(ipl)
NUN = NUM + STRIP_PH(KK) * YZ_STRIP
DEN = DEN + STRIP_PH(KK)
G0 TO 999
CNTR_OF_G(ipl) = NUM / DEN

END IF

JI=PL_MAXC1p1)

TOT.PH = STRIP_PH(JJ-1) + STRIP_PH(JJ) + STRIP_PH(JJ+1i)

CL=0

CB
P1
IF
F

ol

-
]

= 0.05 * TOT_PH

= STRIP_PH(JJ-1) - CB
(P1.LT.0.0) P1 = 0.0
(P1.GT.0.0) CL=CL+1

= STRIP_PH(JJ )} - CB
(P2.LT.0.0) P2 = 0.0
(P2.GT.0.0} CL=CL+1

= STRIP_PH(JJ+1)} ~ CR
(P3.LT.0.0) P8 = 0.0
(P3.GT.0.0) CL=CL+1



TOT_PH = P1 + P2 + P2

€1 = STRIP_YZ(JJ-1)

+ + ANA_PL_SHIFT(ipl)

+ + ADJ_ANA_PL_SHIFT(ipl
€2 = STRIP_YZ(J1)

+ + ANA_PL_SHIFT(ipl)

+ + ADJ_ANA_PL_SHIFT(ipl
C8 = STRIP_YZ(JJ+1)

+ + ANA_PL_SHIFT(ipl)

+ + ADJ_ANA_PL_SHIFT(ipl

)

)

)

CNTR_DF_G(ipl) = (P1xC1i + P2xC2 + P3xC8) / TOT_PH

ERR(ipl) = 0.51981524*SQRT(P1»P1 + P2+P2 + P3«P38)/TOT_PH

[

C Empirical fit for cluster sizes greater than or equla tc¢ three

c
IF (CL.EQ.3) THEN'
P1 = 3,1418927
PIW = 8.1416927 » 2.1
F1 = SQRT(P2/P8}
F2 = SQRT(P2/P1}
A8 = PIW
+ / L0G6 (0.5 =x (F1 + F2)
+ + SQRT((0.5. » (F1 + F2))
+ * (0.6 = (F1 + F2)) - 1))
F8 = (EXP(PIW / A8} - EXP(-PIW / A3))
A2 = (A3 / (2xPI))
+ * LOG (ABS(((F1 - F2) / F3 + 1)
+ / ((F1 - F2) / F8 - 1))
CNTR_OF_G(ipl) = G2 - A2
c X=A2%10000
[+ XEST = X ~ ((-38.48 = SIN(2 = PI » X / 21000))
c + + ( 2.82 = SIN(4 » PI » X / 21000))
[4 + + ( -0.72 » SIN(6 = PI » X [/ 21000))
[ + + ( 0.30 % SIN(B = PI » X / 21000)3})
[4 XCOR = X - ((~39.48 « SIN(2 * PI * XEST / 21000))
c + + ( 2.52 » SIN(4 » PI » XEST / 21000))
c + + (-0.72 * SIN(6  P1 » XEST / 21000)3
¢ + + € 0.30 » SIN(B » PI » XEST / 21000)))
¢ WRITE(*,*)CNTR_OF_a{ipl)
¢ CNTR_OF_@G{ipl) = €2 - XCOR * 0,0001
END IF A
c
200 CONTINUE
ERD DO tipl
¢
Cc WRITE(® (¥}  “dmmmmsmrsasokekorkksn
c
END DO KR
[+
[ WRITE(# %) “kmckkmmokon sk sk xokn <
RETURN

END

A oA oA 0 R o R O Ao KK R KON X KKK
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SUBROUTINE ANALOGFIT

KRR RENR »

PARAKETER (NSTRIPS = 1768 )
PARAMETER (NPLANES = 8§68 )
PARARETER (CHI2NIN = 0.05)
PARAMETER (MIN_HITS = 9 )

COMMON /SPEC_QEOM_DATA/
X_PL(56),
ANA_PL_SHIFT(56),
ADJ_ANA_PL_SHIFT(66),
DIG_PL_SHIFT(68),
ADJ_DIG_PL_SHIFT(56),
STRIP_YZ(176),
WIRE_YZ(362)

+ o 4 o+ o+ o+ 4

COMMON /INDUCEDQ/ CLUSTER(56,4)
REAL CLUSTER

REAL PH, DD

COMNON /CLCONADC/ CLCON(NSTRIPS,NPLANES)
REAL CLCON

COMMON /FITDATA/ CNTR_OF_G(NPLANES) ,PLANE (NPLANES)
REAL CNTR_OF._G
INTEGER PLANE

COMMON /PROJECTIONS/ GAPBOOL(2)
INTEGER GAPBOOL

COMMON/ERRORS/ERR (NPLANES)
REAL ERR

COMMON /MUONBOODL/ BOTH
LOGICAL BOTH

LOGICAL MUON

COMMON /SAMEMUON/ SAME
INTEGER SAME

REAL LF_X1(56)

REAL LF_X2(886)

REAL LF_SI1G(586)
INTEGER LF_PLN(58), N

REAL MIN_CONF_LEV, CHI2_PROB, SLOPE, INTERSECTION, CHI2, TQ

CALL VZERO(GAPBOOL,2)
CALL VZERO(LF_PLN,58)

BOTH=.FALSE.
HUON=,FALSE.

WIN_CONF_LEV = 0.0§
N=0
DO 1=2,56,2
IF (PLANE(I).EQ.1) THEN
N=al+1
LF_X1(H) = X_PL(I) - .757
LF_X2(N) = CNTR_OF_G(I)
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LF_SIG(N) = ERR(I)
LF_PLH(N) =1

ENDIF
ENDDO

IF (N.GT.MIN_HITS) THEN
CALL PIPE(LF_X1,LF_X2,LF_SIG,LF_PLN,N,MIN_CONF_LEY,
+ CHI2,CHI2_PROB,SLOPE, INTERSECT ION)

END IF

IF (N.GT.MIN_HITS) THEN
CALL HFILL(8001,FLOAT(N).C.,1.)
CALL HFILL(9003,CHI2_PROB,0.,1.)
CALL HFILL(9005,CHI2/(FLOAT(N-2)),0.,1.)
MUON=. TRUE.
GAPBOOL(2) = 1

DO I=1,N

PLANE(LF_PLN(1)} = 100
D = SLOPE * LF_X1(I) + INTERSECTION
RESIDUAL = LF_X2(I1}'- D
CALL HFILL(9007,RESIDUAL,0.,1.}
CALL HFILL(9009,RESIDUAL,0.,1.}

END DO
END IF

DO 1-2,56,2

IF (PLANE(I1).EQ.100) THEN
DO I1=INT{CLUSTER(1,1)) ,INT{CLUSTER{1,2)}

= CLCON(II,I) / CLUSTER(I,4)

.767) + INTERSECTION)

PH
bD

IF

-
=

F
F
F
F
F
F
F

L B O

= (SLOPE * (X_PL(I) -
- STRIP_YZ(II)

~ ANA_PL_SHIFT(I)

~ ADJ_ANA_PL_SHIFT(I)

(CLUSTER(1,3).EQ.2.)
(CLUSTER(1,8) .EQ.3.)
(CLUSTER(I,8).EQ.4.)
(CLUSTER(I.Q).EO.S.)
(CLUSTER(I,3).£0.86.)
(CLUSTER(1,3).£Q.7.)
(CLUSTER(I,8) .EQ.8.)
(CLUSTER(I,3) .EQ.9.)
(CLUSTER(I,8).EQ.10.)

TQ=CLUSTER(I,4)

IF
IF
F
1F
F
F
F
F
F

-

b e e

END DO

END IF
END DO

N=0
DO 1=1,55,2

(CLUSTER(1,8) .EQ.2.)
(CLUSTER(I,8).EQ.3.)
(CLUSTER(I,3) .EQ.4.)
(CLUSTER(1,8) .EQ.5.)
(CLUSTER(1,8) .EQ.6.)
(CLUSTER(1,8).EQ.7.)
(CLUSTER(1,8).EQ.8.)
(CLUSTER(1,8) .EQ.8.)
(CLUSTER(I,8) .EQ.10.)

IF (PLANE(I}.EQ.1) THEN

HaN+1

LF_X1(N) = X_PL{1) - .787
LF_X2(N) = CNTR.OF.G(I)

CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL

CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL

HFILL(5002,DD,PH,1.)
HFILL(5008,DD,PH,1.)
HFILL(5004,DD,PH,1.)
HFILL(5005,DD,PH,1.)
HFILL(5006,DD,PH,1.}
HFILL(8007,0D,PH,1.)
HFILL(5008,DD,PH,1.)
HFILL(5008,DD,PH,1.)
HFILL(5010,DD,PH,1.)

HFILL(8002,TQ,0.,1.)
HFILL(8008,7TQ,0.,1.)
HFILL(8004,7Q,0.,1.)
HFILL(8005,7Q,0.,1.)
HFILL(8006,7Q,0.,1.)
HFILL(80067,7TQ,0.,1.)
HFILL(8008,TQ,0.,1.}
HFILL(8008,TQ,0.,1.)
HFILL(8010,7TQ,0.,1.}
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LF_slia
LF_PLN
ENDIF
ENDDO

(R) = ERR(I)
(N) =1

IF (N.GT.WIN_HITS) THEN
CALL PIPE(LF_X1,LF_X2,LF_SIG,LF_PLN,N,NIN_CONF_LEV,
CHI2,CHI2_PROB,SLOPE, INTERSECT ION)

+
END IF

IF (N.GT.WIN_HITS) THEN.

CALL HFILL(9002,FLOAT(N),0.,1.)

CALL HFILL(2004,CHI2_PR0OB,0.,1.)
CALL HFILL(9006,CHI2/(FLOAT(N~2)),0.,1.)

IF (mUoN)

THEN

BOTH=.TRUE .
SANE=SANE+1

END IF

GAPBOOL(1) = 1

DO I=1,N

PLANE(LF_PLN(I)) = 100
D = SLOPE » LF_X3(I) + INTERSECTION
RESIDUAL = LF_X2(I) - D
CALL HFILL(8008,RESIDUAL,O.,1.)
CALL HFILL(9008,RESIDUAL,0.,1.)

END DO
END IF

D0 I=1,85,2
IF (PLANE

(1).EQ.100) THEN

DO II=INT(CLUSTER(I,1)) ,INT(CLUSTER(I,2))
= CLCON(11,I) / CLUSTER(I,4)
= (SLOPE * (X_PL(I) - .757) + INTERSECTION)

PH
DD

-

F
F
F
F
F
F
F
F
F

[ R S T S S ey

STRIP_YZ(1I)
- ANA_PL_SHIFT(1)
ADJ_ANA_PL_SHIFT(I)

!

(CLUSTER(I,3) .EQ.2.)
(CLUSTER(I,3).EQ.3.)
(CLUSTER(I,3) .EQ.4.)
(CLUSTER(1,3) .EQ.5.)
(CLUSTER(1,8) .EQ.8.)
(CLUSTER(1,3) .EQ.7.)
(CLUSTER(1,3) .EQ.8.)
(CLUSTER(1,3) .EQ.8.)
(CLUSTER(I,3) .EQ.10.)

TQ=CLUSTER(I,4)

—_

F
F
F
F
F
F

[ RS S

~

F
F

—

(CLUSTER(1,3) .EQ.2.)
(CLUSTER(I,3).EQ.3.)
(CLUSTER(1,8) .EQ.4.)
(CLUSTER(1,8) .EQ.5.)
(CLUSTER(1,8) .EQ.8.)
(CLUSTER(I,8).EQ.7.)
(CLUSTER(1,8) .EQ.8.)
(CLUSTER(1,8) .EQ.9.)
(CLUSTER(I1,8).EQ.10.)

CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL

CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL

HFILL(5002,DD ,PH,1.)
HFILL({5008,DD,PH,1.)
HFILL(5004,DD,PH,1.)
HFILL(5006,DD,PH,1.)
HFILL(5008,DD,PH,1.)
HFILL(5007,0D,PH,1.)
HFILL{5008,DD,PH,1.)
HFILL(5009,DD,PH,1.)
HFILL(5010,DD,PH,1.)

HFILL(8002,7TQ,0.,1.)
HFILL(8003,TQ,0.,1.)
HFILL(8004,7Q,0.,1.)
HFILL(8005,7Q,0.,1.)
HFILL(8006,7Q,0.,1.)
HFILL(8007,TQ,0.,1.)
HFILL(8008,TQ,0.,1.)
HFILL(8008,TQ,0.,1.)
HFILL(8010,TQ,0.,1.)

CALL HFILL(8020,CLUSTER(1,8),TQ,1.)

END DO
END IF
END DO
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C

WRITE(*,*} ‘end of analog fit’

100 RETURN

END

AR A A A AHH AR B AOK K HRK R AR AOK R R A KRR R R AR AOR R KRR F AR AR RN B RN

SUBROUTINE PIPE(A_X1,A_X2,A_SIG,A_PLN,NO,PRO_LIN,C2
+ »CHI2_PROB .MMM ,NNK)

A3 R K0 KR OO K3 R KK K A KKK R O KR R KR

REAL A_X1(NO), A_X2(NO), A_SIG(NO)
INTEGER A_PLN(NO)

REAL MMM, NNN, CHI2_PROB
REAL MAX,DIST,DIST2

INTEGER MAX_1

INTEGER KK
INTEGER MAX_11(10)

[
:3:3 CALL LINEFIT(A_X1, A_X2, A_SIG, NO, MMM, NNN, C2)
CHI2_PROB = PROB{(C2,N0-2)
IF (CHI2_PROB.GE.PRO_LIN) GOTO 70
MAX=0.0
Do I=1,NO
DIST=1.0/SQRT(1.0+MMM*MMN) sABS (NMM*A_X1(I)-A_X2(I)+HNN)
IF (BIST.GT.MAX) THEN
MAX_I=]
MAX=DIST
END IF
END DO
A_XL(MAX_X) = A_X1(NO) + exclude the plane
A_X2(MAX_I) = A_X2(NO) ! with the maximum distance
A_SIG(MAX_1) = A_SIG(ND) ! to the reconstructed
A_PLN(MAX_1) = A_PLN(NO} ! track
NO=NO~1
IF (NO.LT.3) GOTO 70
GOTO 55
70 CONTINUE
RETURN
END
P L] o
SUBROUTINE LINEFIT(X1,X2,SIGN,NNN,AA,BB,CHII2)
WA R AR AN
DIMENSION X1(NNN) ,X2(NNN),SIGN(NNN)
INTEGER Il
REAL LF_A, LF_B, LF_C, LF_D, LF_E, LF_F,CHII2
C

LF_A=0.0
LF_B=0.0

~1

@2



LF_C=0.0
LF_D=0.0
LF_E=0.0
LF_F=0.0

DO II=1,KNN

LF_A = LF_A + X1(i1I1) '/ SIGR(II) / SIGN(ID)

LF.B = LF_B + 1 / SIGM(11) / SIGM(ID)
LF.C = LF_C + X2(II) / SIGN(II) / SIGM(II)
LF.D = LF.D + X1(I1) » Xa(II) / SIGN(II) / SIGA(II)
LF_E = LF_E + X2(11) * X1(11) / SIGM(II} / SIGH(1l)
LF_.F = LF_F + X2(1I) = X2(I1) / SIGM(II) / SIGACII)
ENDDO

AA = (LF_E » LF_B - LF_.C * LF_A) / (LF_D = LF_B - LF_A sLF_A)

BB = (LF_.D * LF_C ~ LF_E * LF_A) / (LF_D % LF_B - LF_A »LF_A)
c
C calculation of chi2
[

CHII2=0.0

DO I1=1,NNN

CHII2 = CH112 + ( X2(I1) ~ AA = X1(11) - BB) »

+ ( X2(I1) - AA * X1(II) - BB) /
+ SIGA(I1) /  SIGN(1D)

ENDDO

RETURN

END

R L R Y PR R R L R Y s o

SUBROUTINE FIND_NOISE

AN AR A AR AR ROK R 003 O 0 O O IO KRR KK KA R OK K K KR R ORI R

PARAMETER (NGAPS =7 )
PARARETER (NPLANES = 56 )
PARANETER (NSTRIPS = 178)

COMMON /SPEC_GECM_DATA/

+ X_PL(NPLANES),
ANA_PL_SHIFT (NPLANES) ,
ADJ_ANA_PL_SHIFT(NPLANES) ,
DIG_PL_SHIFT(NPLANES) ,
ADJ_DIG_PL_SHIFT(NPLANES) ,
STRIP_YZ(NSTRIPS),
WIRE_YZ(852)

+

+

+

+

+

+

COMMON /FITDATA/ CNTR_OF_G(NPLANES) ,PLANE (NPLANES)
REAL CNTR_OF_G
INTEGER PLANE

COMMON /CLCONADC/ CLCON(NSTRIPS,NPLANES)
REAL CLCON

COMKON /PEDESTAL/ PDT(NSTRIPS,NPLANES) ,PDTCTR(NSTRIPS,NPLANES)
REAL PDT, PDTCTR

COMMON /PROBABILITY/ N_STRIPS, N_TIMES
REAL N_STRIPS, N_TIMES

COMMON /CLSTRSEARCH/ PL_MAX(NPLANES) ,REJECT(NPLANES) ,KEEP (NPLANES)
+ +KEPT_DIG(NPLANES) ,NO_INFO(NPLANES) ,SHOWER (NPLANES)

INTEGER PL_MAX, REJECT, KEEP, KEPT_DIG, NO_INFO, SHOWER



REAL PH(NSTRIPS) t ADC content of atrips of each plane
REAL CL_Q

LOGICAL FIRST

INTEGER BEGIN

INTEGER END

INTEGER LENGTH

INTEGER ISTART

INTEGER NCL

INTEGER PH_CTR, CLEN
REAL TOTALQ, P

REAL STRIP_PH(NSTRIPS)

REAL STRIPQ ! total charge of pedestals
REAL CLT.CHG ¢ total charge of strips in a cluster
REAL MAX_PH

REAL CL, NC, DD

INTEGER STR_PT ! where tha clstr starts
INTEGER STP_PT ! where the clstr ends

INTEGER LSTART
INTEGER LEND

INTEGER ABSENT(14) ! first and last 22 strips of the first and second
DATA ABSENT /1,2,9,10,17,18,256,26,33,34,41,42,49,50/

COMMON /OFFTRACK/ NOISE_REGION(56,2)
INTEGER NOISE_REGION

*

=

*-— LOOP OVER PLANES IN EACH EVENT :

*

DO i=1,2 ! loop sver the two projections 1=horizontal 2=vertical

IF (i.EQ.1) THEN

LSTART = 1
LEND = 68
END IF

IF (i.EQ.2) THEN

LSTART 2
LEND = 86
END IF

DO ipl=LSTART,LEND,2

IPR = MOD(ipl,2) + 1
[
C reject planes not having participated in least squares fit
c
IF (PLANE(ipl) .NE.100) THEN
@0 TO 200
END IF

CLT_CHG=0,
CL=1.0

DO it = 1,NSTRIPS
STRIP_PH(i1) = CLCON(ii,ipl)
END DO

STR_PT = PL_MAX(ipl}
MAX_PH = CLCON(STR_PT,ipl)



CLT.CHG@ = CLT_CHG + CLCON(STR_PT,ipl)
CLCON(STR_PT,ipl) ='0.

784 CONTINUE

IF(STR_PT.GE.2) THEN
STR_.PT = STR_PT - 1
END IF

IF(STR_PT.EQ.1) THEN
GO TO 801
END IF

IF(STRIP_PH(STR_PT) .GT.0.) THEN
CLT.CHG = CLT_CHG + CLCON(STR_PT,ipl)
CL=CL+1.0
CLCON(STR_PT,ipl) = G.
GO TO 784
END IF

STR_PT = PL_MAX(ipl)

801 CONTINUE
IF(STR_.PT.LE.178) THEN
STR_PT = STR_PT + 1
END IF

IF(STR_PT.EQ.176) THEN
GO TO 22561
END IF

IF (STRIP_PH{STR_PT).GT.0.) THEN
CLT_CHG = CLT_CHG + CLCON(STR_PT,ipl)
CL=CL+1.0
CLCON(STR_PT,ipl} = 0.0
G0 TO 801

END IF

2281 CONTINUE

Do JJ=1,14
IF (ipl.EQ.ABSENT(JJ)) THEN
H_STRIPS=N_STRIPS+164.0-CL
G0 TO 999
END IF
END DO
H_STRIPS=N_STRIPS+176.0-CL
999 CONTINUE
c
C accumulation of pedestal values of each strip
c

[
C put ABC values of noisy strips into PH array
4

DO JJ=NOISE_REGION(ipl,1),NOISE_REGION(ipl,2)
CLCON(JJ,ipl) = 0.0
END DO

DO JJ=1,176
PH(JJ) = CLCON(JJ,ipl)
END DO
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C STUDY OF NOISE CLUSTERS
C
ISTART =0
PH_.CTR =10
TOTALG = 0.

po jj = 1,176
IF (PH(jj).GT.0.5) THEN
IF (ISTART.EQ.0) THEN
ISTART = jj

END IF

PH_CTR = PH.CTR + 1
TOTALG = TOTALQ + PH(jj)

(2]

CLUSTER NOISE PULSE HEIGHT

CALL HFILL(3001,PH(jj),0.,1.)

ELSE IF (ISTART.NE.O) THEN

«Q

CLUSTER TOTAL NOISE CHARGE

CALL HFILL(8002,T0TALQ,0.,1.)

PH_AVRG = TOTALQ / PH_CTR

(2]

CLUSTER AVERAGE NOISE CHARGE

CALL HFILL(3003,PH_AVRG,0.,1.)

CLEN=j j~ISTART

Q

CLUSTER LENGTH OF NOISE

CALL HFILL(8004,FLOAT(CLEN),0.,1.}

IF (CLEN.EQ.2) CALL HFILL(7002,TOTALQ,0.,1.)
IF (CLEN.EQ.3) CALL HFILL(7008,TOTALQ,0.,1.)
IF (CLEN.EQ.4) CALL HFILL(7004,TOTALQ,0.,1.)
IF (CLEN.EQ.5) CALL HFILL(7005,TOTALQ,0.,1.)
IF (CLEN.EQ.6) CALL HFILL(7006,TOTALQ,0.,1.)
IF (CLEN.EQ.7) CALL HFILL(7007,TOTALQ,0.,1.)
IF (CLEN.EQ.8) CALL HFILL(7008,TOTALQ,0.,1.)
IF (CLEN.EQ.9) CALL HFILL(7009,TOTALQ,0.,1.)
IF (CLEN.EQ.10) CALL HFILL{7010,TOTALQ,0.,1.)

2 DO II=ISTART, ISTART+PH_CTR-1

P = PH(II) / TOTALQ
DB = (STRIP_YZ(ISTART)

+ + STRIP_YZ(ISTART+PH_CTR-1)) / 2

+ = STRIP_YZ(11)
IF (CLEN.EQ.2) CALL HFILL{6002,DD,P,1i.)
IF (CLEN.EQ.8) CALL HFILL(6003,DD,P,1.)
IF (CLEN.EQ.4) CALL WFILL(6004,DD,P,1.)
IF (CLEN.EQ.5) CALL HFILL(6006,DD,P,1.)
IF (CLEN.EQ.6) CALL HFILL(6006,DD,P,1.)
IF (CLEN.EQ.7) CALL HFILL(8007,DD,P,1.)
IF (CLEN.EQ.8) CALL HFILL(6008,DD,P,1.)
IF (CLEN.EQ.S) CALL HFILL(8009,DD,P,1.)
IF (CLEN.EQ.10) CALL HFILL(6010,DD,P,1.)

END DO



ISTART =0
PH.CTR =0
TOTALQ = O.

END IF
END DO * ond of jj

STRIPR=0.0

IF (NOISE_REGIONCipl,1).GT.1) THEN
NC=0.0 '
DO JJ=1,NOISE_REGIONCipl,1)

PDTCTR(JJ, ipl) = PDTCTR(JJ,ipl) + 1
PDT(JI,ipl) = PDT(JJ.ipl) + STRIP_PH(J1)

STRIPG = STRIPQ + STRIP_PH(JJ)
CALL HFILL(2500+ipl,FLOAT(JJ),CLCON(J3J,1ipl),1.)

IF (CLCOR(JJ,ipl) .GT.0.6) THEN
NC=NC+1.0
CALL HFILL(100,STRIP_PH(1J),0.,1.)
CALL HFILL(100+ipl,STRIP_PH(JJ),0.,1.)
CALL HFILL(400+ip1,STRIP_PH(JJ),FLOAT(JI),1.)
CALL HFILL(800+ip1,FLOAT(JJ),0.,1.)
END IF

END DO
N_TINES=N_TIMES+NC
END IF

IF (NOISE_REGION{(ipl,1).LT.178) THEN
NC=0.0
D0 JJI=NOISE_REGION(ipl,2) ,NSTRIPS

PDTCTR(JJ,ipl) = PDTCTR(JJ,ipl) + 1
PDT(JJ,ipl) 2 PDT(JJ,ipl) + STRIP_PH(J1J)

STRIPQ = STRIPQ + STRIP_PH(JJ)
CALL HFILL(2500+ipl,FLOAT(J1J),CLCON(JJ,ipl),1.)

IF (CLCON(JJ,ipl).GT.0.5) THEN
NC=NC+1.0
CALL HFILL(100,STRIP_PH(1J) ,0.,1.)
CALL HFILL{100+ip1,STRIP_PH(J1),0.,1.)
CALL HFILL(400+ipl,STRIP_PH(JJ) ,FLOAT(J1),1.)
CALL HFILL(800+ipl,FLOAT(J]),0.,1.)
END IF

END DO
N_TiﬂBSﬂﬂ_TIlES+NC
END 1IF
CALL HFILL(485001,FLOAT(ipl),STRIPQ,1.)
CALL HFILL(46002,FLOAT(ipl) ,CLT_CHG,1.)
c .
C filling the relevant histograms
C
IF (STRIPQ.NE.O.) -THEN
CALL HFILL(200,STRIPQ,0.,1.)
CALL HFILL(200+ipl,STRIPQ,0.,1.)
END IF

200 CONTINUE
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END DG ! ipl

100 CONTINUE
END DO ! i (projection laop)

RETURN

END

L322

SUBROUTINE SPEDESTAL

* P *

PARAMETER (NSTRIPS = 176,NPLANES = 66}
COMMON /PEDESTAL/ PDT{NSTRIPS,NPLANES) ,PDTCTR(NSTRIPS,NPLANES)
REAL PDT, PDTCTR

DIMENSION PEDESTAL(NSTRIPS#1)

COMMON /PROBABILITY/ N_STRIPS, N_TIMES
REAL N_STRIPS, N_TIMES

DO ii=1,HPLANES
DO jj=1,NSTRIPS

C calculate the mean pedestal values of ecah strip

IF (PDTCTR(jj,i1).GT.0.0) THEN
PDT(jj.ii) = PDT(jj.ii) / PDTCTR(jj,ii)
END IF

C fill histograms of mean pedestals for horizontal planes

1IF (Pnf(jj.xi).GT.d.o) THEN
IF (MOD(ii,2).EQ.1) THEN
CALL HFILL(20001,PDT(jj,ii),0.,1.)
END IF
END IF

C fill histograms of mean pedeatals for vertical planes

IF (PDT(jj,1i).GT.0.) THEN
IF (MOD(ii,2).EQ.0) THEN
CALL HFILL(20002,PDT(jj,ii),0.,1.)
END IF
END IF

PEDESTAL(jj) = PDT(jj.ii)
CALL HFILL(4000+1i,FLOAT(jj),0.,1.)
WRITE(S6)PDT(jj,i1)
END DO
CALL HPAK(4000+ii,PEDESTAL)
END DO

' CLOSE(85)

END ! End of PEDESTAL
FAAAR AR AR K K RO R
SUBROUTINE TERMIN

AEERKKEERRKBERRERBR KKK R R KRR

CHARACTER#80 FILENAME
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COMMOR /PROBABILITY/ N_STRIPS, N_TIMES
REAL N_STRIPS, N_TIMES

COMMON  /SAMENUON/ SAKE
INTEGER SAME

REAL PROB

255
277

READ(40,265,END = 277) FILENAME
FORMAT(AB0)
WRITE(6,*) FILENAME

PROB=N_TIMES/N_STRIPS

WRITE(*,%) "# OF TIMES THAT STRIPS MIGHT BE NOISY’ ,N_STRIPS
WRITE(*,») "# OF TIMES STRIPS HAD A FINITE NOISE',N_TIRES
WRITE(»,*)PROB, IS THE FINITE NOISE PROBABILITY"

WRITE(*,*) SAME, "NUONS RECONSTRUCTED IN BOTH PROJECTIONS®

WRITE (*,%) ’>>>>>>>>>>>>END OF THE PROGRAM<<<<<C<<L<L<”
CALL HRPUT{(O,FILENAME, N°) fwrites all histograms to .rz

END ¢ End of TERMIN

*ex aEREE RN K

SUBROUTINE SPEC_GEOM

RO R R R oK K K RO R K R R

COMMON /SPEC_GEOM_DATA/

+ X_PL(88),
+ ANA_PL_SRHIFT(&6),
+ ADJ_ANA_PL_SHIFT(56),
+ DIG_PL_SHIFT(S8),
+ ADJ_DIG_PL_SHIFT(S8),
+ STRIP_YZ(178),
+ WIRE_YZ(882)
c
READ (81,%) t is used to skip an empty line in the file
bo §{ = 1, 178
READ (91,%) STRIP_YZ(i)
END DO :
READ (81,%)
Do i =1, 68
READ (91,%) ANA_PL_SHIFT(i)
END DO
D0 i =1, 66
READ (66,10) IPL,PS
10 FORWAT (I3,F8.4)

ADJ_AHA_PL_SHIFT(ipl) = PS
ADJ_DIG_PL_SHIFT(ipl) = 0.
END DO

READ (91,*)
DO i=1, 66

READ (91,#) DIG_PL_SHIFT({)
END DO

READ (91,%)
DO i = 1, 852
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READ (81,%) WIRE_YZ(i)
END DO

READ (81,%)
D0 i =1, 66

READ (91,%) X_PL(i)
END DO

WRITE(6,*) ‘geometry vereree.: loaded’

END ! End of SPEC_GEOM

SUBROUTIRE INITF(IRC,LURN)

ARRRRE RS ARER

COMMON /ACCNT/ WAX_EV
INTEGER MAX_EV

CHARACTER*80 FILENAME

INTEGER LUN

INTEGER IRC
INTEGER LEN

1556
177

IRC =1

WRITE(*,*) "START*
READ(40,*) MAX_EV
WRITE(8,*) “NAXINUN EVENTS=',MAX_EV

READ(40,155,END = 177)FILENAME
FORKAT(A80)
WRITE(6,*) FILENANE
LEN = INDEX(FILENANE,® °) - 1
IRC = IOOPEN(LUN ,FILENAME(1:LEN),0) ! returns zero if the file is there
IF (IRC.NE.0) THEN
WRITE(*,%) “COULD NOT OPEN RAW DATA FILE °,IRC
END IF
END ! End of INITF
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