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Abstract

Over the past decade, popular attention to smart building has increased. Smart building and sustainability
are intertwined. Since traditional buildings are primary consumers of a significant portion of energy
resources, we need smart buildings that are designed based on sustainable construction standards to
consume less energy than traditional buildings and to minimize their impacts on the natural environment.
Thus, smart buildings became one of the major application domains of pervasive environments. Smart
building technology brings in some nice features such as security, comfort and accessibility. It can also
enhance the energy consumption of the buildings. A basic smart building infrastructure consists of a set
of wireless sensor devices. High energy consumption of these devices is the most challenging problem in
this research area. These devices build the Wireless Sensor Network environment and are autonomous
in terms of energy: their energy consumption determines their lifespan. Since the energy consumption
has a strong impact on the lifetime of the service, there are several approaches in the literature. However,
existing approaches are often fitted to a single monitoring application and rely on static configurations
for sensor devices. A basic sensor device is responsible for data acquisition, transmission and reception
(computation if requested).

In this thesis, we study the monitoring system of a smart building that supports multi-application
in a pervasive environment. We focus on a sustainable architecture for multi-application monitoring
systems that continuously adapt to application requirements, context and user configuration. From data
point of view, a monitoring system as a set of applications that exploit sensor measures in real-time,
where these applications are declaratively expressed as (service-oriented) continuous queries over sensor
data streams. Hence a multiple application system requires handling several data stream requests with
different data acquisition/transmission frequencies for the same wireless sensor device and supporting
dynamic requirements of applications (e.g. high transmission frequencies for occupied rooms, lower
frequency during night). Since a static configuration can not optimize the energy consumption of the
monitoring system with regards to actual application requirements, we work on intethe raction between
the application requirements and the wireless sensor devices. Thus as a solution, we propose Smart-
Service Stream-oriented Sensor Management (3SoSM), an approach to optimize interactions between
application requirements and wireless sensor environment in real-time. Our 3SoSM approach performs
energy-aware dynamic sensor device configuration to lower energy consumption while fulfilling real-time
application requirements. It is based on a real-time sensor configuration that is derived from a scheduling
time pattern. This time pattern is build by the acquisition, transmission and reception actions of the sensor
device and it creates a periodic agenda for each sensor device. With this approach, we expect to avoid
unnecessary data measurements and to promote shorter/compressed data transmission when possible.

Besides, we present an optimization process to finalize the schedule time pattern. The aim of the
optimization process is to search the optimal communication slots with which the sensor devices consume
less energy than the other cases. During the optimization process, we pay attention to the constraints of
each sensor device due to the given application requirements. Due to the constraint based behavior and to
the tree structured topology of the network, the optimization process starts by propagating transmission
and reception constraints based on latencies in a bottom-up process. Then, the algorithm tries to find
the most energy efficient communication slots, and finally propagates those choices to lower-layers and
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continues the algorithm in a top-down process in the network topology. The optimization function of that
process is to minimize the number of communication slots (RX slots) in order to minimize the consumed
energy. The proposed optimization algorithm is a sort of greedy heuristic algorithm is employed to
determine the optimal slots for sensor devices. The core concept of greedy algorithm is to perform a
short-sighted action in each step. It starts from the reception part of the schedule table of sink device and
tries to group the receptions from the same sensor device. In each step, an optimal communication slot is
found and the step is repeated until all the reception data is matched with a slot.

Furthermore, we present a set of experiments that we conducted with a wireless sensor network
simulator to perform the presented scenarios. The results of each scenario is introduced and discussed. At
the end of the experiments, the energy enhancement of different types of sensor devices are presented.
With the approach presented in this thesis, we optimize the energy consumption and reduce the unnecessary
communication cost. Obtained results on energy saving and lifetime extension depend on the application
requirements and the context of the application.



Resume

La dernière décennie a montré un intérêt croissant pour les bâtiments intelligents. En effet, comme
les bâtiments traditionnels sont les principaux consommateurs d’une partie importante des ressources
énergétiques, le besoin de bâtiments intelligents a alors émergé. Ces nouveaux bâtiments doivent être
conçus selon des normes de construction durables pour consommer moins et minimiser les impacts
sur le milieu naturel. Les technologies de construction de bâtiments intelligents contribuent à une
amélioration de la sécurité, du confort, de l’accessibilité voire de la consommation d’énergie des bâtiments
eux-mêmes. Ces bâtiments intelligents sont devenus l’un des principaux domaines d’application des
environnements pervasifs. En effet, une infrastructure basique de construction de bâtiment intelligent se
compose notamment d’un ensemble de capteurs sans fil. Les capteurs basiques permettent l’acquisition,
la transmission et la réception de données. A ces réseaux de capteurs s’ajoutent généralement des
périphériques et un système de surveillance. La consommation d’énergie élevée de l’ensemble de ces
appareils est un des problèmes les plus difficiles et fait donc l’objet d’études dans ce domaine de la
recherche. Les capteurs sont autonomes en termes d’énergie ce qui implique que leur consommation
d’énergie détermine leur durée de vie et donc la continuité de service. Etant donné que la consommation
d’énergie a un fort impact sur la durée de vie du service, il existe plusieurs approches dans la littérature.
Cependant, les approches existantes sont souvent adaptées à une seule application de surveillance et
reposent sur des configurations statiques pour les capteurs.

Dans cette thèse, nous contribuons à la définition d’une architecture de monitoring déclaratif durable
par l’optimisation énergétique des interactions entre requêtes applicative orientées service et réseau de
capteurs sans fil. Nous avons choisi le bâtiment intelligent comme cas d’application et nous étudions donc
un système de surveillance d’un bâtiment intelligent pouvant prendre en charge des multi-applications
dans un environnement pervasif. Nous nous concentrons sur une architecture durable pour les systèmes de
surveillance multi-applications qui s’adaptent en permanence aux exigences des applications, au contexte
et à la configuration de l’utilisateur. Du point de vue logiciel, un système de surveillance peut être défini
comme un ensemble d’applications qui exploitent les mesures des capteurs en temps réel. Ces applications
sont exprimées dans un langage déclaratif sous la forme de requêtes continues (orientées service) sur
les flux de données des capteurs. Par conséquent, un système de multi-applications nécessite la gestion
de plusieurs demandes de flux de données suivant différentes fréquences d’acquisition/transmission de
données pour le même capteur sans fil, avec des exigences dynamiques requises par les applications
(par exemple, fréquences de transmission élevées pour les salles occupées, fréquence inférieure pendant
la nuit). Etant donné qu’une configuration statique ne peut pas optimiser la consommation d’énergie
du système de surveillance en ce qui concerne les exigences réelles de l’application, nous travaillons
sur l’interaction entre les exigences de l’application et les capteurs sans fil. Ainsi, nous proposons une
approche intitulée Smart-Service Stream-oriented Sensor Management (3SoSM) afin d’optimiser les
interactions entre les exigences des applications et l’environnement des capteurs sans fil, en temps réel.
Notre approche 3SoSM offre une configuration dynamique des capteurs pour réduire la consommation
d’énergie tout en satisfaisant les exigences des applications en temps réel. Le cœur de cette configuration
de capteurs repose sur un Schedule Time Pattern (pattern temporel de planification). Ce pattern temporel
est construit par les actions d’acquisition, de transmission et de réception du capteur et crée un agenda
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périodique pour chaque capteur. Cette approche permet d’éviter les mesures inutiles de données et de
favoriser une transmission de données plus courte/compressée lorsque cela est possible.

De plus, nous présentons un processus d’optimisation pour raffiner le Schedule Time Pattern. L’objectif
du processus d’optimisation est de rechercher les créneaux de communication optimaux dans lesquels
les capteurs consomment moins d’énergie que dans les autres cas. En raison du comportement basé
sur les contraintes et de la topologie du réseau structurée en arbre, le processus d’optimisation proposé
est un processus “bottom-up”, des capteurs feuilles jusqu’à la racine. La fonction d’optimisation de ce
processus consiste à minimiser le nombre de créneaux de communication (créneau RX) afin de minimiser
l’énergie consommée. L’algorithme d’optimisation proposé est une sorte d’algorithme glouton utilisé pour
déterminer les créneaux optimaux pour les capteurs. Nous avons conduit un ensemble d’expérimentations
effectuées avec un simulateur de réseau de capteurs sans fil qui ont permis de valider notre approche quant
à l’optimisation de la consommation d’énergie des capteurs, et donc l’augmentation de la durée de vie de
ces capteurs, en réduisant notamment les communications non nécessaires.
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Chapter 1

Introduction

We live in an era where our lives are surrounded by highly advanced technological devices. In recent years,
advances in microelectronics are making it possible to produce new smarter devices each day. Smart
devices can be defined as devices that perform various smart functions such as health monitoring, people
tracking, driving directions, etc. Some of these devices can even be worn on eyes, wrist, ankles, etc.

The most common smart device used by people is the smartphone. A research made in 2014 depicts
the total number of smartphone users worldwide from 2014 to 2020. The number of mobile phone users in
the world is expected to pass the five billion mark by 2019. The number of smartphone users is forecast to
grow from 1.5 billion in 2014 to around 2.5 billion in 2019, with smartphone penetration rates increasing
as well [54, 120, 142].

Smartphones, smartwatches, smart glasses are only few examples of the popular devices in the
technology market. Similar to the given statistics, there exist many market researches about the market
size, usage and the future of such devices. Predictions based on these statistical analyses are the strongest
indication that smart devices will be among the mainstream computational devices in the near future.

Advanced technology based smart devices form an environment (the environment we live in) in which
each device may interact with the other devices and with the human. This interaction opens a new era in
the technology and a research domain so called Internet of Things (IoT). It is considered as the
next wave in the era of computing [70]. A generic description commonly adopted by the researchers
is that the IoT is the network of objects that surround us with the understanding that information and
communication systems are invisibly embedded in the environment around us. Objects may embed various
sensors, actuators, UI devices, etc. This invisible network covers smart connectivity, cloud computing,
context-aware computation, etc. A schematic of the interconnection of objects is depicted in Figure 1.1
where the application domains are numerous, e.g., home/building, transportation.

In the domain of building, energy consumption is currently an important social and economic issue.
During the last decade, statistical energy consumption analysis reported that the energy consumption of
buildings and also CO2 emission increased significantly. 2011 Annual Energy Review of the World
Business Council for Sustainable Development announced that in the United States, buildings are
responsible for 41% of energy consumption of the country [45]. Moreover, [134] indicates that energy
consumption of buildings in European Union (EU) is 37% of the total energy budget. Surprisingly this
consumption is higher than the energy consumption of industry and transport which are respectively 28%
and 32%.

Figure 1.2 shows for the USA the percentage of energy consumption of buildings which is 39%. 21%
of this consumption stands for the residential and 18% represents commercial buildings. For each of them,
details of energy consumption are given. For the residential buildings, heating consumes the majority part
of the energy (32%), for the commercial building lighting consumes 28% of the energy budget. These
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Fig. 1.1 Internet of Things Schematic showing the end users and application areas [70].

graphs and reports obviously show the necessity of monitoring and control system for buildings in order
to monitor and reduce this high energy consumption.

The previous figure was introducing the sources of energy consumption in a building for the year 2011.
Figure 1.3 presents the services that are the main energy consumers in a building for the year 2015 in the
USA. Based on this data, 23% of the total energy is consumed by the space heating service. Lighting,
space cooling, water heating services follow as the second major energy consumers in a building.

These statistical reports should be considered as a warning for the future. These results show the
necessity of monitoring energy consumption of the buildings and of searching for solutions in order
to reduce this high consumption. For controlling the energy consumption of a building, a building
should be equipped with various wireless sensor devices (from a simple smart meter to more complex
devices). These deployed wireless sensors form a computing environment that transforms a building into
an intelligent building.

Institute for Building Efficiency [184] underlines that nowadays smart buildings besides having
sensor devices for monitoring energy consumption, can provide useful services for the occupants (e.g.
illumination, thermal comfort, air quality, physical security, sanitation etc). Nature of the buildings are
changing, more dynamic work and living environments are preferred so that inhabitants can be actively
supported and assisted by the building management system. If one facet is providing more comfort,
more safety, the other facet should be providing this services with less money, less energy, and less
environmental impact. Thus, intelligent buildings became recently one of the most popular research areas
in computer science and information technology.

From the commercial point of view, in 2011, a market research company Frost & Sullivan published
their statistical analysis report entitled “European market for building automation systems” [82] and stated
that smarter and optimal energy efficiency buildings create a European market for building automation
systems of $ 2 billion. This market generated $ 1.769 billion in 2010 and analysts expect that this value
will reach to $ 2.123 billion in 2017. [82] believes that energy efficiency is the primary driver of the
market for building automation systems.

Another significant report [74] indicates that 81% of the customers may prefer paying for energy
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Fig. 1.2 Energy consumption of buildings in USA (2011) [45].

Fig. 1.3 Primary energy consumer services in U.S. (2015) [46]

management equipment if they could save up to 30% on their energy bill for smart energy home
applications.

Nowadays, the global market for Building Energy Management Systems (BEMS) embraces new
technologies and proposes efficient solutions such as IoT solutions, cloud-based environment management
systems etc. Market reports clearly indicate that the customers are willing control and management systems
that are much easier to use and that can provide user-friendly interactive dashboards (graphic-based
information). For the economical side, a well-known market research and consulting team Navigant
Research predicts global BEMS revenue (dominated by software and services) to reach nearly $ 11 billion
by 2024, with the North American market representing about 27 percent [150]. All these reports point the
necessity of Intelligent / Smart Building solutions, where users can interact easily with numerous different
applications of BEMS.

Smart Buildings usually rely on a technical infrastructure with wireless sensor devices, organized in
a Wireless Sensor Network (WSN). Advantages of WSN are easier deployment, low installation cost,
and lack of cabling, but the service lifetime of sensor devices depends on their limited battery. Smart
Buildings also rely on a software architecture that can support multiple applications, like control of
Heating, Ventilation and Air Conditioning (HVAC), control of lighting, security systems, etc.
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For Smart Buildings, like for other different application domain (e.g., precision agriculture, health
monitoring, air quality monitoring, security) there is a need of more and more complex monitoring
architectures with numerous heterogeneous sensors that can support simultaneously various applications.
Furthermore, the trend of Sustainable Development raises the issue of energy consumption of the
monitoring architecture itself.

In this thesis, we are interested in Monitoring Architectures based on WSN where energy consumption
of each sensor device impacts its service lifetime, and so the service lifetime of the whole monitoring
system. Our objective is to optimize the energy consumption of sensors while the monitoring architecture
is executing multiple applications.

1.1 Multi-Application Monitoring Architecture

A Multi-Application Monitoring Architecture can be considered as a part of a Pervasive
Environment. Indeed, Pervasive Environment is a generic name of the field that aims to create
a smart environment with embedded and networked computing devices while providing human users
with seamless service access [148]. Every technological device we use in our daily life is a part of
this environment. It can be either a flexible mobile device such as smartphones, smart watches that are
immensely preferred by the majority of people, or a simple platform scale that we may use in our houses.
Basically, all these interactions and network are based on the sensing, computing and communication
features of the devices. These features provide a rich diversity of applications. These devices connect to
worldwide networks and provide secure quick access to services [73, 193].

A Pervasive Environment consists of four fundamental features:

1. Decentralization: With the advanced technology in microelectronics, computing power is shifted
from the server side to the client workstations. Since the computational capabilities of devices have
been extremely improved in the last decade, pervasive computing may distribute the responsibilities
and the tasks between the small devices. These devices cooperate to establish a dynamic network.

2. Diversification: The popular trend in the technology is moving from super computers to small
diversified devices that meet the requirements of a specific user for specific tasks. These devices are
small, lightweight and designed for special purposes. They provide only a few, or even just one type
of information. Hence the Pervasive Environment requires numerous heterogeneous devices.

3. Connectivity: It stands for the devices that are integrated into information world without boundaries.
These devices transmit information through a worldwide network. Achieving connectivity is based
on the interoperability and the common communication standards, so that the devices may exchange
and share information easily. Here the key point is not only the connection of devices but an
exchange of application data as well.

4. Simplicity: Devices in the Pervasive Environment are designed for specific tasks. Even though
these devices have high computational power, they have limited capabilities based on the given
responsibility.

The most common subpart of a Pervasive Environment is the Wireless Sensor Network
(WSN). Recent technological improvements in low power integrated circuits, microelectronics and wireless
communications enable efficient, low cost, low power devices which are capable of local processing and
wireless communication. Such devices are named wireless sensor devices (also called sensor nodes in
WSN community). Each sensor device has three fundamental functionalities: sensing physical quantities,
computation with limited amount of resources, communicate with the other devices in the environment
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to transmit the network packets to other sensor devices and/or towards the base station (also called sink
node) for data aggregation.

It is made up of four fundamental components: a sensing unit for sensing physical measure, a
processing unit (microcontroller) to compute the acquired data (preprocessing task), a transceiver unit
(radio module for the wireless communication), and a power unit (battery with limited energy budget). WSN
are then able to monitor a given environment, to elaborate the acquired data, and to send the preprocessed
data to the base station. With advancements in technology and sensors getting smaller, lighter, smarter,
cheaper and more powerful, billions of wireless sensors are being deployed for diverse applications. A
taxonomy of WSN applications is illustrated in Figure 1.4.

Fig. 1.4 Taxonomy of WSN applications [147].

Multiple wireless sensor devices form a wireless sensor network in which each sensor device senses
the environment and communicates (exchanges) the data acquired from the monitored field through
wireless links. These devices are spatially distributed and autonomous. All acquired data are gathered at
the base station. The base station is the center of each sensor network. It aggregates all acquired data. In
most cases, it stands for the central unit for the computation of the data. It is also called a sink device
and in most applications, it is wired due to the necessity of power. The geometric properties and spatial
relations of sensor devices and the sink device form the entire topology of the network. It indicates how
the sensor devices are distributed in the environment. It also represents which device may communicate
with which device. This topology is based on the communication ranges of the sensor devices. Thus a
topology indicates the physical location of each sensor device and also the path to reach to the base station
for each sensor device.

A wireless sensor device has a limited communication range. This communication range stands for the
area in which two sensor device may communicate with each other wirelessly. If a sensor device is in this
range of another sensor device, then they become neighbors and they may communicate with each other. If
a sensor is out of this range of another device then they can not communicate. The communication within
the network occurs due to the power produced by the sensor device to send the packet to its neighbor, thus
the communication distance so called the range is directly proportional to the energy level of the device.
In WSN terminology, transmission of a packet from one device to another is called “Hop”. It corresponds
to the number of necessary transmission of a single data packet to reach to the base station (sink device).
If the base station is in the communication range of a sensor device, then the sensor device may send
the data packet to the base station. We call such type of communication: single hop communication.
Otherwise, it should search a reachable neighbor that is located closer to the base station. This case is
called multi-hop communication.

Proliferation of wireless devices with wide spectrum of sensing capabilities together with commercial
availability has increased the applicability of wireless sensor concepts in practical system designs.
Acquiring data from the environment covers numerous physical measures. Some of these physical
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measures such as air pollution, water pollution monitoring are extremely important and provide significant
information about the environment. WSN applications are widely preferred for hazardous environments
such as fire, flood or landslide sensing. Such sensing features are called “Environmental sensing” and
covers security applications as well such as military border security. Besides, condition monitoring is also
one of the well-known WSN applications. It stands for the problems of structural condition monitoring
such as the condition of the buildings, constructions, bridges, supply routes, etc. Health applications
are another recent subjects recent subjects in WSN. Health status of especially elders, monitoring daily
activities by wearable sensor devices are one of the most popular research benchmarks of WSN. Finally,
one of the most important issues from the user perspective is the production performance monitoring,
evaluation and improvement, that are achieved through WSNs.

From a more generic point of view, a wireless sensor device is a service provider and it provides
a service to the application. The service mentioned here is restricted to the ability of the device. For
instance, a temperature device is a service provider that may serve temperature service.

Moreover, a wireless sensor device may include more than one sensing unit (an unit for accelerometer,
an unit for temperature etc), thus a wireless sensor device may acquire multiple physical quantities. We
call such ability a multi-modality.

A wireless sensor device functions based on the given parameters. The key parameters of a wireless
sensor device is the acquisition frequency and the transmission frequency. Acquisition frequency is
the sampling rate (the number of samples per second). A higher sample frequency corresponds to a
shorter interval between the samples. The high acquisition frequency is obviously more precise and
gives much better understanding. The acquisition frequency can vary based on the application and
the context. For instance, especially in health domain, the acquisition and transmission frequencies
are higher than the environmental applications: 500-1000 Hz for ECG (electrocardiogram), EMG
(electromyogram) applications. For daily living activities, usually 100-500 Hz of sampling rates are
preferred for accelerometer, gyroscope, GSR (galvanic skin response) measures and for environmental
monitoring the sampling frequencies are very low compared to the mentioned ones: 1-100 Hz for habitat
monitoring applications.

1.2 Challenges for Multi-Application Monitoring Architecture

A typical pervasive monitoring system like a smart building depends on an infrastructure composed
of hundreds of heterogeneous wireless sensor devices. Managing the energy consumption of these devices
poses a challenging problem that affects the overall efficiency and usability.

Existing approaches for sensor energy consumption typically assume a single monitoring application
and a static configuration for sensor devices during the execution. They do not benefit from real-time sensor
configuration. Another critical challenge is to deal with multiple applications running simultaneously,
potentially streaming data from the same sensor devices, but with different requirements (acquisition/
transmission frequencies). A related challenge is to consider dynamic application requirements: these
requirements may change during the execution of applications, due to user reconfiguration and/or context
change detected by some sensors. Besides, since such environments consist of thousands of multi-modal
wireless sensor devices, the major challenge is the high energy consumption and short lifetime due to the
limited battery life.

Moreover, existing studies on this research field try to balance the quality of service and the sensor or
the user preferences. However, they do not mention architecture for multi-application monitoring systems
and the dynamic user preferences. This gap forms the following question: considering a sustainable
architecture for multi-application monitoring systems, how to configure sensor devices while fulfilling
dynamic applications requirements in order to optimize the energy consumption?
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1.3 Research Contributions

In this thesis, we are in the pervasive environment research domain and as a target application smart
building applications are preferred. We study the monitoring system of a smart building that supports
multi-application in a pervasive environment. We focus on a sustainable architecture for multi-application
monitoring systems that continuously adapt to application requirements, context and user configuration.
From data point of view, a monitoring system stands for a set of applications. These applications exploit
various sensor measures in real-time and are declaratively expressed as (service-oriented) continuous
queries over sensor data streams. Thus, a multiple application system requires handling several data
stream requests with different data acquisition/transmission frequencies for the same wireless sensor
device and supporting dynamic requirements of applications (e.g. high transmission frequencies for
occupied rooms, lower frequency during night). Since a static configuration can not optimize the energy
consumption of the monitoring system with regards to actual application requirements, we work on the
interaction between the application requirements and the wireless sensor devices.

A detailed literature review shows that the existing approaches are mostly WSN-level techniques that
do not tackle real-time dynamic interactions between application continuous queries and the physical
environment, in a multi-application context where sensor devices are multi-modal and requirements are
dynamic. Hence, this lack creates a gap between the computing environment and the physical environment,
that can be both managed by pervasive applications.

To address this gap and propose a clear solution for multi-application monitoring systems, we design
a sustainable multi-application monitoring system architecture for pervasive environments that collects
application requirements for sensor data streams and optimizes them into sensor configurations. We
propose an approach called Smart- Service Stream-oriented Sensor Management (3SoSM), an approach to
optimize interactions between application requirements and wireless sensor environment in real-time. Our
3SoSM approach performs energy-aware dynamic sensor device configuration to lower energy consumption
while fulfilling real-time application requirements. It is based on a real-time sensor configuration that
is derived from a scheduling time pattern. This time pattern is build by the acquisition, transmission
and reception actions of the sensor device and it creates a periodic agenda for each sensor device. With
this approach, we expect to avoid unnecessary data measurements and to promote shorter/compressed
data transmission when possible. It is a global schedule formed by the sensor actions. We present a
bottom-up process for the constraint propagation and propose an optimization algorithm based on a cost
model to find the optimal communication time slots. As an outcome, optimized schedule forms sensor
configuration oriented pattern SCO-PATTERN for each device.

Moreover, we introduce our implementation 3SoSM Gateway that supports the optimization process
for multiple parameterized subscriptions to the same device to fulfill dynamic application requirements.
Our approach is validated by the experiments using the SoCQ Engine and a modified WSNet simulator.
Moreover, our approach gives opportunities to use real testbed data and simulation data which is not so
common in the pervasive environment research domain. Impacts of our approach on energy consumption
and on lifetime are presented and discussed. Smart building applications are our target application,
however, this approach can be applicable to other pervasive environments as well.

To enhance the energy consumption, we propose an optimization process for the network communication
and we present an optimization process to finalize the schedule time pattern. The aim of the optimization
process is to search the optimal communication slots with which the sensor devices consume less energy
than the other cases. During the optimization process, we pay attention to the constraints of each sensor
device due to the given application requirements. Due to the constraint based behavior and to the tree
structured topology of the network, the proposed optimization process is a top-down process, starts by
propagating transmission and reception constraints based on latencies in a bottom-up process. Then,
the algorithm tries to find the most energy efficient communication slots, and finally propagates those
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choices to lower-layers and continues the algorithm in a top-down process in the network topology.
The optimization function of that process is to minimize the number of communication slots (RX slots)
in order to minimize the consumed energy. The proposed optimization algorithm is a sort of greedy
heuristic algorithm employed to determine the optimal slots for sensor devices. The core concept of
greedy algorithm is to perform a short-sighted action in each step. It starts from the reception part of the
schedule table of sink device and tries to group the receptions from the same sensor device. In each step,
an optimal communication slot is found and the step is repeated until all the reception data is matched
with a slot. The proposed optimization process is validated by using a constraint modelling approach and
tested on a constraint modelling tool. At the final step, we conducted experiments with a wireless sensor
network simulator to perform a set of scenarios. The results of each scenario is introduced and discussed.
At the end of the experiments, the energy enhancement of different types of sensor devices is presented.

1.4 Document Organization

Chapter 1 gives a detailed presentation of the research field especially multiple application monitoring
architecture. The chapter also talks about the principal challenges of monitoring applications and
focuses on smart building applications and monitoring systems. Besides, main research contributions are
introduced.

In Chapter 2, we present that our research domain requires a multidisciplinary research and introduce
the research domains that we touch upon. To present our work and our research field, we introduce
definitions of important terms and key words in detail. Since then, our research motivation is given with
the major challenges in the domain. Several existing energy enhancement approaches are presented and
compared with our approach. Since our research domain covers multiple research areas related to the
sensor devices, all these multidisciplinary researches are mentioned and the closest studies to ours are
presented in this chapter. At the end of the chapter, a detailed conclusion is given in which analysed
studies are compared with our approach based on different criteria such as pervasive environment, sensor
data base principles etc. Multiple detailed tables are presented in order to compare the studies on sensor
network processing and smart building management systems and to exhibit positive and negative points.
These points are summarized and discussed at the end of this chapter.

Chapter 3 starts with the description of a declarative monitoring architecture and present a framework
for managing pervasive environment systems. Besides, a detailed presentation of pervasive environment
management system is given, followed by a framework to manage such systems. Moreover, the crucial
item of such systems, application requirements, is defined. The core issue of our thesis, dynamic sensor
configuration of a wireless device is also presented in this chapter. Then, the problematic that we focus is
introduced. The given problematic is explained with several case studies and the importance of this work
is given in this section.

The core of the thesis is presented in Chapter 4. Firstly query requirements and subscription requests
are defined, and sensor configuration-oriented patterns are presented. These are the crucial items of our
approach. The first version of our approach called Device-Centered 3SoSM is then presented with the
GeNoMe process that generates a single sensor device configuration. Several case studies are given to
clarify the usage of Device-Centered 3SoSM approach, especially the GeNoMe process. Furthermore,
the Network-Aware 3SoSM approach is described. The network topology preferred in the study is
explained, and we present the energy-aware optimization process. The generation of the final version
of SCO-PATTERN is then described. All these descriptions are illustrated with various relevant figures
following a running example. Since the optimization process requires an assessment, here we present the
work we realized by using constraint modelling tool in order to validate our optimization algorithm.

In Chapter 5, we present our prototype that is developed based on the monitoring architecture
for pervasive environments. The platform of our prototype has three main components: continuous
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query engine SoCQ Engine, wireless sensor network simulator WSNet simulator and 3SoSM Gateway. A
continuous query engine stands for the execution of queries over the relational pervasive environment,
i.e. one-shot and continuous queries over XD-relations and service discovery queries. A wireless sensor
network simulator refers to an environment on which protocols, schemes, models can be evaluated in a
very large scale. WSNs simulators allow users to isolate different factors by tuning configurable parameters.
Finally, to complete the overall architecture, 3SoSM Gateway is responsible for managing the interactions
and bidirectional communication between the PEMS and the WSN.

In Chapter 6, we present our experiments, test scenarios and we introduce the results obtained by
these experiments. Description of the experimental environment has already been presented in Chapter 5.
To apply our approach and implementation of 3SoSM, we create various test scenarios targeting smart
building applications. Each scenario is performed during one day (1440min). To evaluate our approach,
we compare on scenarios with 2 types of architecture: Architecture with basic duty-cycle WSN devices,
requiring a static configuration, architecture with 3SoSM approach where WSN devices can be dynamically
configured with SCO-PATTERN generated by the 3SoSM Gateway. In the first part of the experimental part
of our study, we describe our test scenarios. Then, we present the applications for our test scenarios and
the application requirements (parameters defined in the application). We apply the Device-Centered
3SoSM approach and its implementation on these applications. After performing these scenarios, we
present the obtained results and discuss the consequences of the Device-Centered 3SoSM approach.
Afterwards, we again start with presenting the applications which are quite similar to the first ones (except
the application requirements are more complex). We then apply the Network-Aware 3SoSM approach
and its implementation on these applications. At the end, we expose the acquired results and debate the
results.

Finally, Chapter 7 concludes our thesis. The contributions are summarized. The benefits of our novel
approach are introduced. Concrete usage of our approach is presented. Moreover, general discussion and
the future directions are given in this chapter. Our publications related to this thesis are listed in Appendix
A. The journal article that gives an overview of our approach is also fully included in Appendix B.





Chapter 2

State of the Art

In Chapter 1, we introduced our research field and our target application that we focus on. As a target,
we chose smart building applications that cover recent technologies like Internet of Things (IoT),
pervasive environments and ubiquitous computing. Especially IoT provides a new breed of smart buildings:
enabling operational systems that deliver more accurate and useful information for improving operations
and providing the best experiences for tenants [81, 195].

A basic smart building application presents several useful features and opportunities to the users such
as personalization, mobility, occupant comfort etc. To provide such features, the system should include
various heterogeneous physical equipment with diverse technologies. Hence a basic smart building
application consists of physical devices, wireless sensors, actuators, middlewares, applications, etc. These
components and platforms compose the overall infrastructure of monitoring and building management
systems [93].

A pervasive environment such as smart buildings requires a multidisciplinary research. It covers not
only wireless sensor issues but also, sensor network processing tools, building management platforms and
technologies. If one facet of the smart building monitoring system is the wireless sensor devices, the other
facet is the management of the system and the data streams generated by the deployed equipment in the
environment.

Among the given research domains, Wireless Sensor Networks (WSN) and the energy challenge
on the wireless sensor devices dominate the literature [8, 20]. Since a smart building includes a set
of wireless sensor devices deployed in the building, WSN imports its major challenge: high energy
consumption and short lifetime due to the limited battery life (limited energy). There exists considerable
literature dedicated to methods for reducing the energy consumption and extending the battery lifetime for
wireless devices and platforms (embedded hardware systems included) [25, 59, 108]. These approaches,
however, mostly belong to the WSN paradigm where implemented methods are component-based approaches.
Energy healing techniques are commonly restricted to the hardware specifications [12]. Moreover, impacts
of using these methods on the application performance are not considered adequately. Any possible
remedy for the battery life challenge should be more generic, application and context aware, especially
independent from the hardware constraints.

From the energy saving methods, putting the whole device or its various subcomponents into low
energy state, also called the sleep state, is a long known technique to elongate the battery lifetime of
small devices and sensors [12]. Especially, WSN and IoT paradigms incorporate a custom system design
where known application behavior is made energy efficient by using sleep schedule on the wireless
communication [72]. However, smart building systems depict a totally distinct case where the interaction
between the system and the end user, in this thesis we propose a way to fulfill parameterized multiple
application in real time. In that respect, to combat with the limited energy problem in smart building
applications, we adopt a holistic approach where both the wireless sensor devices of the system and the
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application requirements defined by the user are taken into account.
Along with WSN, there are other research domains that should be studied to understand better the

pervasive environment concept: energy challenge in WSN, sensor network query processing, sensor-based
Smart Building Management Systems (SBMS).

• Wireless Sensor technology brings in some nice features, it also enforces extra constraints in terms
of form factor and weight. These constraints, in turn, heavily limit the computational properties
and the battery lifetime of the sensor device. Limited processing ability and low data rate of sensor
devices cannot guarantee high performance in some scenarios, especially for real-time applications.
Short communication range can cause energy waste and network inefficiency since multi-hop
communications are always required for data transport between the sensor devices and the base
station so-called sink device. At this point energy consumption of a sensor device becomes crucial.
This serious concern determines the lifespan of the sensor device [183]. It may be cost-prohibitive
to replace exhausted batteries or even impossible in hostile environments. For this reason, energy
efficiency for wireless devices is a central research theme. Several studies aim at minimizing the
energy consumption, saving energy in order to decrease the total energy consumption of the system
and to increase the battery lifetime of the device.

• The second part of the literature survey is the sensor management with sensor network query
processing. With the recent advances in WSN research domain, WSN applications provide interaction
with the environment at very high spatial and temporal densities. Such networks potentially enable
observation over a large area in the real environment so called monitoring applications [169]. On
the other hand, programming wireless sensor devices require specialized knowledge with some
constraints such as a tight limit on code size and cumbersome debugging process. For instance,
implementing a simple data collection application may require thousands of lines of code in an
embedded programming language [79]. As a solution, [109, 192] propose that WSN devices can be
programmed with considerably less effort with database paradigms. This approach opens a new
research domain: Sensor Network Query Processor (SNQP).

• The last part inspects the studies on Smart Building Management Systems (SBMS). A SBMS
is the name of the system that controls and manages sensor-based smart building application. A
basic building management and automation/control systems rely on hundreds of heterogeneous
sensor and also actuator devices that are located at various locations in the building [10, 37, 71].
Such monitoring systems with wireless devices (sensor and actuator) open a new branch in the WSN
domain that is entitled Wireless Sensor and Actuator Networks (WSAN) [29, 152, 189].

While inspecting existing studies in the literature, for each study, we analyse which feature the study
brings newly, discuss which fundamental abilities the study proposes. At the end, we categorize these
studies for the SNQPs and SBMSs based on the key functionalities of such applications [125]:

1. Multi-application stands for the systems where more than one applications can request the same
service with different parameters.

2. Context-awareness represents that user can define a set of conditions and the system can re-configure
itself during the execution based on the updated conditions.

3. Energy-awareness indicates that the SNQP takes into account the energy consumption of the system
while creating an execution plan.

4. Dynamic Application Requirements represents that the application needs for sensor data may vary
during the execution.
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5. Real-time sensor configuration indicates that the sensor device is configured during the execution.
In this case, we consider the sensor configuration as dynamic acquisition and transmission settings.
Even though duty cycling can be a way of configuration in WSN approaches, we take into account
adaptable sensor adjustments based on application requirements.

6. Sensor Network Query Processor indicates the SNQP tool used in the study to manage the sensor
devices in the pervasive environment.

7. Experimentation represents the experimental platform type used in the study (either physical real
WSN devices or simulation environment).

At the end of the each section, we give a brief conclusion about the presented studies and make a
close comparison with our study. We discuss our pros and cons compared to these studies.

2.1 Definitions of Key Terms

In Chapter 1, we have already presented the notions of the major terms such as pervasive environment and
wireless sensor networks. However, before introducing the existing studies and presenting our approach,
definitions, key terms used in this thesis should be introduced exhaustively.

2.1.1 Wireless Sensor Networks

When we mention pervasive environments, the underlying physical network infrastructures are commonly
comprised of heterogeneous wireless sensor networks. A Wireless Sensor Network (WSN) is a set
of wireless sensor devices that are connected and form a network. A wireless sensor device provides
physical measures and tries to transmit the acquired data to the base station. It uses a routing protocol to
define the path to reach the base station. It transmits the acquired data by a media access control (MAC)
protocol and the radio communication protocol. Main abilities of such devices are already introduced.

The major problem of a WSN is the limited energy budget and the lifetime of the sensor device due
to the energy consumption. There are many studies in the literature targeting different parts of a WSN:
energy saving methods, improvement on routing protocols, efficient MAC (Medium Access Control) and
communication protocols, security aspects, clustering techniques, localization techniques etc. Each listed
parts have their own challenges. In our thesis, since we work on a pervasive environment equipped with
hundreds of wireless sensor devices, we face the energy challenge of these devices.

Example 2.1.1 A broad range of applications such as precision agriculture, environment monitoring,
intrusion detection, target tracking etc. are facilitated through networking these sensor devices. Humidity,
accelerometer and temperature are the most common physical measures acquired by the sensor devices.
Especially precision agricultural applications are one of the most required in the terms of temperature,
humidity (soil, leaf, ambient) and the wind (speed and direction).Table 2.1 gives a brief summary of WSN
applications.

2.1.2 Wireless Sensor and Actuator Networks

Basically, a Wireless Sensor and Actuator Network (WSAN) is a special type of WSN. It represents
a group of sensors and actuators that are geographically distributed and interconnected by wireless
networks. Wireless sensor devices acquire and transmit sensor data about the state of the physical
world and the actuators react to this information by performing appropriate actions (decision can be
taken on sensor device via computing feature (decentralized version) or on the base station (centralized
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Table 2.1 WSN Applications based on different sensor types.

Sensor Application
Temperature, Humidity, Wind, Pressure Precision Agriculture [63, 88, 102, 119, 168, 196]
Accelerometer, Presence, Vibration Motion detection, military applications [18, 20, 34]
CO2, O2 Emission Respiration in humans and animals, pollution [6, 84, 129]
Infrared, Luminocity, Ultraviolet Detect human presence, agriculture [2, 33, 130, 154, 178]
EEG, EMG, ECG, GSR Health care, e-health applications [35, 139–141, 151]

Fig. 2.1 An Example of Wireless Sensor and Actuator Network [187].

version)) [105, 177, 187]. An example of WSAN is illustrated in Figure 2.1. As seen from the illustrated
figure, wireless sensor devices form a cluster-like structure to interact with the actuator. An actuator
requires only a control signal and a source of energy. Hence, in such applications, actuators can be
managed either by the sensor devices (on board computation is required) or by the base station where all
acquired data are aggregated. For instance, a shutter window of a room can be controlled by an actuator
and it can be managed either by the sensor devices located in that room or by the base station where al
data are computed.

Example 2.1.2 WSAN is a hybrid network. Like WSN, a WSAN also covers thousands of low-energy tiny
sensors, but it includes actuator devices as well to realize appropriate action. Such networks mostly is
preferred in homeland security applications. Since wireless sensor devices and actuators are in the same
network, actuators apply/execute a physical action based on the data acquired by the sensor devices
in the same environment. Smart building applications are a good example for WSAN applications (e.g.
HVAC (Heating, ventilation, and air conditioning), lighting systems). Especially in a building automation,
thousands of sensor or actuator devices are deployed throughout the building. The sensors acquire
information about the environment and the actuators interact with the environment (e.g. controlling lights,
heating, or door access).

2.1.3 Monitoring Applications

Monitoring applications are very common in pervasive environment domain. The rapid evolution of
wireless sensor network technology allows to monitor a variety of physical parameters and provides this
data to relevant users. Thousands of heterogeneous diverse wireless sensor devices may be deployed to
monitor a multitude of natural and man-made phenomena, i.e., habitat monitoring, wildlife monitoring,



2.1 Definitions of Key Terms 15

patient monitoring, industrial process monitoring and control, battlefield surveillance, traffic control, and
home automation etc.

The occupancy information is commonly preferred in monitoring applications. The majority of these
studies analyse occupancy information in order to estimate the occupancy level owing to the fact that the
ability to estimate the indoor occupancy level enables several useful services related to comfort, security,
energy saving etc [179]. There are two primary methods to detect the occupancy of an environment:
Firstly, the direct information of presence acquired from video cameras with dedicated people counting
methods, optical tripwires, radio frequency identification (RFID). Secondly the indirect information that
are generated in the environment by people presence such as wireless sensors for passive infra-red (PIR)
motion detectors, the environmental parameters such as temperature, humidity etc, microphones. [178]
proposes a methodology for the real-time evaluation of indoor occupancy, crowd detection through indirect
environmental measurements (temperature, humidity etc.).

2.1.4 Context-Awareness

Context-awareness is also known as context-aware computing. It is one of the core feature of ubiquitous
and pervasive computing systems. It stands for the systems that can sense their physical environment, and
adapt dynamically their behavior accordingly. Context-aware systems are one of the fundamental and
required component of any pervasive computing environment. Dey, a well-known researcher in this field,
defines the concept of context as follows: “Context is any information that can be used to characterize the
situation of an entity. An entity is a person, place, or object that is considered relevant to the interaction
between a user and an application, including the user and applications themselves” [4].

Besides, context information derives from the context and from the acquired measures. For instance,
the data acquired by a GPS sensor device can be considered as raw sensor data. Once we put the GPS
sensor data in such a way that it represents a geographical location, we call it context information.

Dey, based on many studies in this field, defines the term context-awareness as follows: “A system is
context-aware if it uses context to provide relevant information and/or services to the user, where relevancy
depends on the user’s task” [4, 131].

2.1.5 Reconfigurable Sensor Device

We have already presented the sensor device. A sensor device includes several subcomponents: battery
for energy, microcontroller for the computation, radio module for the wireless communication, sensing
unit for the sampling physical measure from the environment. Fundamental abilities of each of these
components have also been introduced.

Apart from that, a sensor device has a hardware and a software side. The listed components above
form the hardware side of a wireless sensor device. On the other hand, a software side consists of
an operating system such as TinyOS, Contiki etc [50, 96]. Such operating systems (OS) are specially
designed for wireless sensor networks and they are typically less complex than general-purpose operating
systems. They are mostly considered as embedded systems.

A wireless sensor device can be programmed using embedded programming languages (e.g. NesC [60]).
Chosen programming model should be supported by the running OS. The programming model has a
significant impact on the application development. In the literature, there are two highly adopted
programming models: event driven programming and multi-threaded programming. Multi-threading is
the application development model most familiar to a programmer, however, it is not considered well
suited for resource constraint devices such as sensor devices. Event driven programming is considered
more useful for computing devices equipped with limited resource.

Since most of these operating systems and programming languages are open source and free to use, it
is possible to develop numerous embedded application running on the sensor device. The configuration of
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a wireless sensor device defines the execution of a sensor device in terms of acquisition and transmission
frequencies. Due to the problematic pointed in this thesis, we benefit from the reconfigurability of these
sensor devices. Based on the existence of reconfigurable sensor devices [133], a sensor device may behave
differently in real-time, i.e. it may change its acquisition and/or transmission frequencies dynamically.
This configuration can be achieved on the software side which manages the hardware side of the sensor.
For instance, apart from the computation, a basic wireless sensor device may execute the following actions:
data acquisition, data transmission and data reception. The software on the sensor device decides when to
acquire a physical measure, when to transmit the data over the channel, when to listen the radio channel
to receive a packet. Thus, the hardware for instance a radio component goes into listening mode based on
the command generated by the software. In order to configure a sensor device during the execution, a
configuration packet should be sent to the relevant sensor so that it may configure itself and follow the
new configuration.

2.1.6 Data Stream

Recently a new type of data-intensive computation mode has been widely recognized: applications where
the data is not processed as persistent static relations but rather as transient dynamic data streams. These
applications include financial analysis, network monitoring, telecommunications data management, traffic
data monitoring, web applications, manufacturing, sensor networks etc. The data streams continuously
arrive in multiple, rapid, time-varying, unpredictable and unbounded manners. Thus, a data stream
is a real-time, continuous, ordered (explicitly by timestamp or implicitly by arrival time) sequence of
items [166].

Traditional database systems expect all data to be managed within some form of persistent data
sets. For many recent applications, where the data is changing constantly (often exclusively through
insertions of new elements), the concept of a continuous data stream is more appropriate than a static data
set. Several applications generate data streams naturally as opposed to data sets. Especially for recent
applications, the concept of a data stream is more appropriate than a static traditional data set. In our case
data stream is the continuous transmission of acquired physical measure.

2.1.7 Continuous Query

A continuous query (CQ) is a query that is issued once over a database DB, and then logically runs
continuously over the data in DB until CQ is terminated. CQ lets users get new results from DB without
having to issue the same query repeatedly. Continuous queries are best understood in contrast to traditional
SQL queries over DB that run once to completion over the current data in DB [14].

It is a sort of a query which is re-evaluated continuously, produce a stream of answers over time,
reflecting the evolution of the target data stream. Compared to traditional one-time queries which are run
once to completion over the current data sets), continuous queries are queries that are issued once and
then logically run continuously over the database.

Continuous querying allows you to subscribe to server-side events using SQL-type query filtering.
With CQ, the client sends a query to the server side for execution and receives the events that satisfy the
criteria. For example, in a region storing stock market trade orders, you can retrieve all orders over a
certain price by running a CQ with a query like this:

SELECT ∗ FROM /tradeOrder t WHERE t.price > 100.00

When the CQ is running, the server sends the client all new events that affect the results of the query.
On the client side, listeners programmed by you receive and process incoming events. For this example
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Table 2.2 Example SoCQ queries for a Smart Building.

CREATE RELATION TemperatureServices (
ServiceID SERVICE,
Location STRING,
Temperature NUMBER VIRTUAL
) USING (
getTemperature[ServiceId]():(Temperature),
temperature[ServiceId]():(Temperature) STREAMING)
AS DISCOVER SERVICES PROVIDING
PROPERTY Location STRING,
METHOD getTemperature ( ) : ( NUMBER ),
STREAM temperature ( ) : ( NUMBER )

SELECT *
ONCE FROM TemperatureServices
WHERE Location = "501.340"
USING getTemperature;

SELECT *
STREAMING UPON insertion
FROM TemperatureServices
USING temperature[1];

query on /tradeOrder, you might program a listener to push events to a GUI where higher-priced orders
are displayed. CQ event delivery uses the client/server subscription framework.

More complex examples of continuous queries are presented in Table 2.2. These queries are related to
the smart building applications and have a SQL-Like syntax:

These queries are example of continuous queries used in Service oriented Continuous Query Engine
SoCQ. It covers the classical continuous queries and also the relational queries. The first query is called as
a discovery query. The query discovers the environment and provides a set of existing/available services
in the environment. It represents the selection of a list of available services that match some criteria. In
the given query, it explores the service providers in the environment that may serve temperature service.

The second query makes an exploration of sensor devices that can provide temperature measures from
the given location. The last example of the continuous query is the stream query that starts data flow
(temperature measure) from the temperature sensor devices located at given location.

2.2 Energy Challenge in WSN

Since sensor-based smart building systems are mainly derived from WSN systems, smart building technology
and management systems are inspired from WSN approaches and hardware used in these systems. Thus,
in the literature, the main source of knowledge on the energy consumption problem of wireless sensor
devices of smart building applications comes from the WSN energy saving methods.

[12] gathers and classifies existing studies on energy consumption of wireless sensor devices in the
literature and gives a brief presentation of each approach. The authors present that it is possible to classify
existing approaches into three different subsets: energy saving by the usage of duty cycling, data-driven
techniques and mobility-based methods. The taxonomy of energy saving approaches in WSN is presented
in Figure 2.2.

2.2.1 Duty cycling approach

The common technique to conserve energy is using a duty cycling method. Duty cycling concerns not
only sleep scheduling mechanism for power management but also topology control. Topology control
and location-driven systems are used in multi-hop networks especially for updating the neighbor list of
each sensor device in the environment. It can be considered as a type of periodical self-organization.
Sleep scheduling for power management is one part of the duty-cycle approach. A number of solutions
across multiple layers like energy-efficient MAC protocols [16, 91, 156, 171], communication strategies,
operating systems and energy saving routing mechanisms [24] have been proposed to provide low-cost,
high-quality and energy-efficient wireless access services [118, 126, 127].



18 State of the Art

Fig. 2.2 Taxonomy of Energy Saving Approaches in WSN research domain [12].

In terms of sleep scheduling, [186] proposes scheduling algorithms to remove unnecessary listening
cost and to reduce energy consumption for the state switching. The authors benefit from the clock
synchronization, hence, each sensor device in the topology is required to wake up twice (one for receiving
data packets from its lower-layer neighbors and one for transmitting data packets to its upper layer
neighbors.) However, the scheduling mechanism is kept static during the execution and with this static
behavior, any real-time change (so-called context awareness) in the environment cannot be handled.

2.2.2 Data-driven approach

The second common approach in the literature is based on the captured data (raw data). From this
acquired/measured data, data prediction technique is one of the well-known data-driven approaches to
predict the incoming data and to reduce the number of the data packet in the network. It builds a model
of the sensed phenomenon. Application requests can be answered directly by sink device by using the
model instead of the actually sensed data without requiring any unnecessary communication [2]. Another
data-based energy saving method is the adaptive sampling technique. This technique adopts a holistic
approach and uses model-based sampling. Such approaches aim to reduce the number of samples by
exploiting spatiotemporal correlations between data [87]. Moreover, [146] proposes a platform for context
continuous sensing and proposes a prediction approach through native semantic abstraction method.

Additionally, advanced onboard signal processing techniques are highly common for energy issues
in WSN. The main objective of using complex onboard algorithms for data processing is the high energy
cost of packet transmission (radio communication). Especially for special applications such as Wireless
Body Area Network (WBAN) applications, data transmission frequency is higher than other application
frequencies (e.g. 500 acquisitions in a second). [111] proposes compressed sensing approach for WBAN
applications that process ECG, EMG signals. This technique intends to reduce the number of sent
packet. From the same perspective, [113] proposes that complex signal processing techniques should
be transformed into power efficient techniques to achieve more efficient signal processing in WBAN
applications. [41] also presents that packet transfer should be limited as much as possible. So, the authors
propose a novel distributed approach based on fuzzy numbers and weighted average operators for data
aggregation and for data communication reduction.

Besides, data gathering approach is a well-known technique to enhance the energy consumption of
the wireless sensor devices. For all the applications, data gathering is one of the primary operations
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carried out in WSNs, where a base station collects all the data generated from each sensor through wireless
communications. Data gathering is mainly for estimating network size, determining average system load,
processing user queries etc. In general, data gathering can be further classified as data collection with
aggregation and data collection without aggregation, referred to as data aggregation and data collection
respectively. In data aggregation, specific aggregation functions are employed during the data gathering
process, e.g., MAX, MIN, SUM, AVERAGE etc. In data collection, all the raw data produced at each node
is gathered to the sink (base station) without any aggregation function. The studies commonly adopt data
gathering algorithms based on a set of parameters such as network density, residual energy, the position of
the sensor device within the network, network topology and workload etc [1, 5, 36, 75, 155].

Based on the literature, the data-driven techniques appear to be the most preferred approach. The
researchers claim that the unnecessary communication cost can be reduced by the context awareness
which is based on the acquired data [2]. However, these approaches focus on the energy saving of the
deployed equipment and commonly ignore the users’ needs from the system.

2.2.3 Mobility based approach

Another energy saving technique in WSN is using the mobility-based approach. In this approach, either the
base station (sink device) or the sensor device has a mobility feature. Here, mobility can be considered as
an alternative solution for energy-efficient data collection. The studies on this approach present that using
a mobile sink device (i.e. the sink device travels between the sensor devices and aggregates acquired data)
can achieve a network lifetime longer than using a sink device with static location. [181].

2.2.4 Discussion

As seen from these existing approaches in the literature, several energy saving methods are proposed,
however, these approaches are mostly low-level techniques and deal only with high energy consumption
of the physical wireless sensor devices. They do not consider the users’ preferences (so-called application
requirements) and the context information. Hence, they do not handle the real-time dynamic interaction
with the users and the WSN environment. In addition, presented approaches are commonly fitted to a single
application where in our case, a monitoring system of a smart building should serve various user demands
and applications at the same time (so-called multi-application).

Besides these drawbacks, these approaches inspire us to use the measured data more efficiently. From
the presented energy saving methods in the WSN research area, we adopt the fundamental principles of
duty cycling and data-driven techniques. Putting the sensor device (or a specific component such as radio
component) in sleep mode between two consecutive sensor actions will surely save energy.

Moreover, the existing studies in the literature adopt a static configuration for the wireless sensor
devices. In such applications, adopted duty cycling method is being executed without any update,
application parameters are not touched along the execution period. However, in our study, we focus on
handling multiple applications and their dynamic application requirements. We aim to fulfill real-time
application requirements with consuming energy as low as possible.

Hence, to achieve this aim, we require dynamic sensor configuration in real time. Thus, we benefit
from the existence of dynamic re-configurable sensor devices. Besides, we adopt the topology and
data-based approaches to create our schedule for each sensor device to have a global view of the network.
With the inspiration of the data based approach, we create irregular sensor actions schedules.
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2.3 Sensor Management with Sensor Network Query Processing

By definition, a Sensor Network Query Processing (SNQP also called sensorDB) can be expressed
as a user-friendly interface for programming and running applications which translates instructions from a
declarative programming language with high-level instructions to low-level instructions understood by the
operating system [51, 61].

Since many researches have demonstrated that communication is the principle source of power
consumption for wireless sensor devices, energy saving became one of the early objectives of developing
a SNQP. A basic SNQP provides database-like access to sensor data through a simple querying interface.
Besides, using queries and querying interfaces allow developers and the users to specify required service
(e.g. temperature service) from the WSN environment without needing to know details such as how to
contact the relevant sensing devices on sensor devices, how to deploy application logic, how to manage
its execution and how to transmit results back to the user. The main functionality of such processors is
to execute the continuous queries and to serve the sensor data to the relevant application. Moreover, the
application requests can be processed, sensors can be managed by the SNQPs. Thus, SNQP is another
important side of our multidisciplinary research domain.

Traditional database management systems expect all data to be managed within some form of
persistent data sets. For many recent applications, the concept of a continuous data stream is more
appropriate than a data set. Several applications naturally generate data streams as opposed to data sets:
financial tickers, performance measurements in network monitoring and traffic management, web tracking
and personalization, data feeds from sensor applications. Hence the researchers need stream-oriented
processing to respond users’ queries [15]. The engine that processes the Continuous Queries (CQ) is
called Continuous Query Engine. With CQ, the client sends a query to the server-side for execution
and receives the events that satisfy the criteria. When the CQ is running, the server sends the client all new
events that affect the results of the query. On the client side, the clients receive and process incoming
events. Clients can execute any number of CQs, with each CQ assigned any number of clients.

Early studies in this research domain focus on the data management techniques. The common
adopted approach is to have an efficient data acquisition in order to serve users’ demands. Hence
preliminary studies result with basic continuous query engines such as TINA [162], COUGAR [22, 192],
TinyDB [61, 109], MauveDB [42], PAQ [176], FunctionDB [174], Presto [99].

TinyDB is one of the preliminary sensor network query engines that inspires researchers to work
on this domain. It supports events as a mechanism for initiating data collection. Such type of querying
allows sensor devices transmitting the data only when the described event occurs. The authors present an
energy-aware approach by applying event-based querying. Hence, the proposed system provides network
longevity and enhancement of network traffic. For the implementation of TinyDB, TinyOS [96] as an
operating system and NesC (network embedded systems C) [60] as a programming language are preferred.

Cougar [192] in terms of perspective is very similar to TinyDB. Unlikely to TinyDB, Cougar assumes
that the central unit where the queries are parsed and optimized has the knowledge of the locations of the
sensor devices in the environment.

Even though these studies are the primary tools, there is a big gap between the database and the data
provider services. Thus, [67] points the lack of interaction between databases, data streams and services.
That study overviews current trends in pervasive environment management and its complementary research
domain, database and query processing systems. The authors target to bridge the gap between pervasive
computing and database systems by studying pervasive computing from a data-centric point of view.

Several frameworks have been proposed to further enhance communication costs. [19] introduces
a framework Selecting Representatives in a Sensor Network (SERENE), to provide models
with better quality for sensor networks and to reduce energy consumption during the data aggregation. The
authors present a clustering technique to select a subset of representative sensors, which will be queried
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instead of the whole network. This approach allows to reduce the communication and the computation
costs and to balance the energy consumption among sensor devices. This framework exploits data mining
techniques as well to find the best quality representatives of all sensor devices in the environment.

[175] proposes an energy-efficient framework Similarity-based Adaptive Framework (SAF)
for sensor network querying. Presented approach provides a mechanism to detect data similarities between
sensor devices and organizes sensor devices in a clustered way to reduce additional communication cost.
This mechanism is highly based on exploiting time series models, data similarity between sensors and the
prediction measures.

[158] summarizes existing technologies (middlewares, frameworks, tools etc.) for managing network
of heterogeneous sensor devices. It also presents the possible research directions and benchmarks
of this domain: data-centric view of the pervasive systems; a homogeneous high-level interface to
heterogeneous devices; support for highly dynamic networks; Plug and Play device addition mechanism.
These major issues of the pervasive environment have been already taken into consideration by other
studies like [67, 68]. [68] presents a language and infrastructure for data management for pervasive
systems. Proposed middleware is confronted to the existing middlewares in the literature. Besides the
middleware, a declarative SQL-like language has been introduced to provide a flexible interface that
allows users to control each physical sensor device while masking the heterogeneity at the data level. The
authors present an infrastructure called Perla for data management in pervasive systems, mainly oriented
to monitoring applications, but also suitable as a support substratum for the deployment of autonomic
systems.

[101] presents a framework, called Acquisition Cost-Aware Query Adaptation (ACQUA), for
acquisition cost aware continuous query processing. It explores an approach to enhance the energy
consumption by reducing the volume of sensor data injected into the network. Even though it is
implemented for smartphones, it covers ubiquitous computing issues as well. The main objective
of this framework is to modify the order and the segments of data streams, to calculate and to update
the acquisition cost function. The major advantage of this framework is the context-awareness and
predicting activity accurately from diverse sensor streams (adaptive to dynamic changes). ACQUA uses a
stream-oriented query model in which complex stream queries are expressed as an arbitrary conjunction
or disjunction. With proposed approach, the algorithm assumes a specific energy cost associated with the
acquisition of each individual sensor stream tuple.

[133] introduces the Context Aware Sensor Configuration Model (CASCoM) approach that
allows non-IT experts to configure IoT middleware efficiently and effectively. The semantic technologies
allow to capture user requirements and configure the sensor devices and data processing components
accordingly by handling the low-level technical details without overwhelming the users. The proposed
model has the capability to advise users on future sensor deployments in situations where user requirements
cannot be satisfied using existing resources. CASCoM also allows to discover additional context information.
Users are not required to know any underlying technical details. Instead, they are offered a user interface
where they may select the additional context.

For the energy side, authors propose a cost model that calculates the cost of data acquisition based on
sensor devices and data processing components combined. CASCoM selects the most optimized solution by
default, though it allows advanced customization through context prioritization. Moreover, that model is
integrated into an IoT middleware called Global Sensor Networks (GSN). CASCoM has significantly
increased the usability and capability of the GSN middleware. Hence, the study shows that it is possible
to offer a sophisticated configuration model to support non-IT experts. Semantic technologies are used
extensively to support this model. Ontologies are used to model sensor descriptions and data processing
component descriptions.

Moreover, the authors of [131] introduce detailed analysis and evaluation of context-aware computing
research efforts to understand how the challenges in the field have been tackled in desktop, web, mobile,
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sensor networks, and pervasive computing paradigms. The authors also discuss the importance of
context awareness in IoT. Besides, possible future challenges in this domain are pointed: context
discovery, common standard interfaces for interoperability of techniques, optimal sensor selection for
sensor-as-a-service, security and privacy. Hence, the paper presents various existing solutions (systems,
middlewares, applications, techniques, and models) to solve different challenges in context-aware
computing.

[26] describes the global view of network query processing and searches how to consume limited
resources available in the network in an intelligent way without penalizing the application requirements.
The authors claim that the essence of network query processing is to allow wireless sensor devices
to execute queries and aggregation operators onboard. Thus, sensor data can be filtered and volume
of data injected into the network can be reduced. For the issues related to the sensor networks and
in-network aggregation, the authors propose an adaptive in-network aggregation operator, called Adaptive
aggregation algorithm for sensor networks (ADAGA) for query processing for sensor devices.
The main functionality of ADAGA [27] is to regulate/adjust sensor activities based on energy levels and
memory usage of sensor devices. ADAGA aims to maximize sensor lifetime and the accuracy of query
results. Moreover, authors present a query language for sensor networks, called Sensor Network Query
Language SNQL that supports parameterized queries. Briefly, the authors present a novel adaptive query
processing approach for WSN with notions of quality of query and novelty detection. As we propose in
our own study, ADAGA is capable of processing query parameters like time window, sending interval,
sensing interval, data window. ADAGA is more flexible compared to TinyDB and the other major SNQPs.
It may be considered as the second generation of SNQPs. Even though it allows changing the send and
sense periodicities dynamically, it does not allow a user to update or add new application requirements.
The dynamic change in the sensor parameters is totally based on the context. Moreover, ADAGA do not
support multiple application and multi-modality. This deficiency avoids system from supporting dynamic
application requirements. Besides, it restricts itself to a single application.

Among enable technologies on SNQP, [56–58] are the closest studies to our approach. These studies
deal with the conflict between the quality of service and the sensor acquisition/transmission settings.
Authors propose an optimization of application requests and a generation of query execution plan while
considering acquisition interval, buffering factor, network lifetime and delivery time. This study is rich in
terms of performance metrics. Presented approach combines query and quality of service expectation
to form Quality of Service Aware Sensor Network Engine (QoSA-SNEE). Generated execution
plan provides a global view of the network and a schedule that shows when to sleep, when to listen, when
to receive a packet, when to transmit the packet. Moreover, the study uses a Steiner tree for the routing
strategy [86]. A sample of agenda generated by the proposed approach is illustrated in Figure 2.3 [58]. In
terms of sensor scheduling and parametrization of a query, this approach is highly close to ours. With
its scheduling mechanism, the presented system has a full control on the topology. With given quality
of service, a query is processed to find the optimal execution plan and fulfill the expectations. These
features can be considered as the strongest points of QoSA-SNEE. Still, the creation of a query execution
plan covers a single query with a single expectation. Moreover, multi-modality and multi-application
features are not supported by QoSA-SNEE.

In our study, we use the Service-Oriented Continuous Query Engine (SoCQ) [68] as a continuous
query engine to manage sensor data streams. SoCQ tool has a strong advantage compared to other
propositions (especially SNEE [28, 56]) as it supports a multi-application feature. However, in the default
version of SoCQ, it does support neither energy-awareness nor the real-time sensor configuration. Our
approach provides these features and improvement to the initial approach. Details of the SoCQ will be
presented in Chapter 5.

[79] presents the well-known SNQPs in Table 2.3. Jabeen et al. summarizes these SNQPs and classifies
through database principles.
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Table 2.3 Classification of Well Known SNQPs in the Literature through Database Principles [79].
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Fig. 2.3 A Sample of Agenda of a Network based on the Application Requirements [58].

Apart from the SNQPs, there are other studies that focus on the sensor data model and stream
management. [145] introduces key metrics to evaluate a quality-aware data stream management systems:
application requirements defined by the user and translation of these application requirements into
system parameters by the infrastructure; sensor device density of sensor network which represents the
architecture, topology and the optimal network size to avoid high computation cost of centralized approach;
heterogeneity of sensor networks (various physical measures) for real-time environmental monitoring
applications. Moreover, the study introduces possible monitoring system internal conflicts such as high
accuracy vs timeless, timeless vs reliability, and reliability vs accuracy. In brief, the study discusses the
existing techniques and possible solutions for effective and quality-aware sensor data management in
distributed sensor networks. Interference of multiple application activities is pointed as a major challenge
in data management especially when the sensor activities occur concurrently. In our study, similarly
to this approach, we translate the multiple parameterized queries into system inputs that are used to
manage the sensor data streams. Moreover, as a major distinct from the existing studies, we support
dynamic application requirements, i.e. query parameters can be updated during the execution or a new
condition/threshold can be added to the existing sensor streams.

2.4 Sensor-Based Smart Building Management

We spend most of our life in the buildings and enhancing living environment through the use of smart
technology has a crucial role to improve the ambience in buildings and also working environments. To
reduce energy consumption, management of the building (monitoring via control based wireless sensor
networks and actuators) is required.

In the literature, existing studies mainly focus on design and data management sides. The studies
inspected in this section are mostly interested in building management platforms and the applications [39,
49, 52, 103, 104]. Most of these studies are application based and adopt a static configuration for the
system and the deployed wireless devices in the environment. User preferences are considered as a static
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input of the system can not be modified during the execution process.
[154] presents a novel design for agent-based intelligent building control to make the users more

comfortable in the building environment. With the agent based approach, user interaction is tried to be
minimized. The authors have a different point of view from the other studies and consider a building
as an intelligent agent that is itself recursively composed of other agents. Hence, the authors propose
using agents which communicate with one another asynchronously. The agents are location based and
each agent only observes and takes decisions about a small part of the environment. This approach
facilitates decision making and learning in real-time. The study adopts basic set of fuzzy rules: static
and dynamic rules. Static rules establish fixed boundaries for the system whereas dynamic rules are
learned and modified continually. However, the approach is not energy aware and does not consider the
configuration of sensor devices. Based on the sensor data, it interacts and controls the actuators in the
environment.

[38] concentrates on the design of a basic intelligent building system that covers monitoring of energy
consumption of the system, integrated building operations and occupant-aware building control. For all
these building actions, the authors propose a high-level architecture. The study considers a commercial
building with multiple offices and assumes that each office is equipped with a controller that controls
the room’s lighting level and the cooling/heating set points. The authors present a prototype system
that covers automated response, policy-driven governance, occupant awareness. The proposed system
architecture supports layered integration, automated response, policy-driven governance. The approach
adopts flow-based sensor event processing and rule-based business event processing methods. As the
other existing studies, this approach is application based as well and the WSN environment has a predefined
fixed set of configuration. Moreover, the system is tested only on the simulation environment that does
not always reflect the real world effects.

[157] is one of the few studies that work on reducing the energy consumption of the sensor devices.
The authors propose to integrate tiny wireless sensor or actuator devices into an IP-based network in
building control and monitoring systems. The study presents web services-based approach to integrate
resource constrained sensor and actuator devices into IP-based networks. The key feature of this approach
is the automatic service discovery. This approach, similarly to ours, considers each wireless sensor device
as a service provider and when a new wireless sensor device is added/appeared in the environment or
on contrary disappears, automatic service discovery becomes aware of this phenomenon and updates
the available services. As a concrete advantage of this study compared to the existing approaches, the
authors use a real testbed environment for the implementation and experimentation phase. The system
is implemented on Pixie devices using TinyOS [96]. Moreover, a web interface is developed to provide
a user-friendly interaction with the sensor devices. Still, the study shows an acceptable performance
with limited computing power and memory constraints of the hardware platform, as the other studies, it
does not benefit from the reconfigurable sensor devices and the proposed system does not support the
multi-application.

[112] as [154] does, supports that agents are as important as wireless sensor devices for learning and
prediction mechanism of the monitoring system. The authors present using supervised statistical machine
learning techniques for labeling training dataset. With the deployed sensor agents, not only the current
occupancy but also the prediction/estimation of future occupancy of an area are developed.

[7] introduces the key features of a basic intelligent building such as HVAC (Heating, Ventilation,
Air Conditioning) services, light systems. The study deals with one of the basic smart building features:
the occupancy of the rooms. The authors present the design and implementation of a low-cost and
incrementally deployable occupancy detection system using battery operated wireless sensor devices.
Even though the study presents the importance of processing occupancy information in an efficient way
(as [77] does), the proposed approach adopts a static configuration for the wireless sensor devices and
does not consider the energy consumption of the devices. Moreover, the main drawback of this study as
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the other presented studies is targeting a single application.
In most of the existing approaches, the authors present a novel design and architecture to manage

sensor devices and the building environment. Although they focus on the sensor data management in a
various environment (not only smart building environment but also a smart city where big data challenges
are also involved [32, 149]), their major concern is the energy consumption of the building. Thus, the
amount of consumed energy by the deployed equipment are ignored or disregarded. However, as we do in
our study, there are a few study which has a similar target with us: monitoring of energy consumption of
architecture and deployed wireless sensor devices.

Smart meters are commonly adopted by the researchers to monitor the energy consumption of the
building [48, 143, 153]. [143] introduces the necessity of having a monitoring/control system for a
building and proposes deploying digital smart meters. The smart meters presented in this study are
capable of communicating wirelessly. Differently from the other studies in the same research domain, the
authors focus on the amount of energy consumed by the deployed equipment. However, the study does
not propose any optimization of energy consumption. Still, the study presents a better understanding on
how to monitor energy consumption of several devices.

One of the studies that adopt re-configuration of sensor devices is [98]. The study presents a fully
configurable testbed for organizing, storing, retrieving, distributing, and visualizing data in an efficient
and automatic way. The authors propose an energy efficient design in order to share a large amount of
data, especially in a real-time manner. Even though the authors propose a system and device configuration,
the proposed configuration does not cover a fully dynamic configuration thus, a dynamic multi-application
requirements could not be handled during the execution process.

The majority of studies focus on either handling sensor data flows or intelligent building management
systems (managing deployed wireless sensor devices, actuators, middleware to manage the environment
decision center etc). These approaches, even if they focus on energy efficiency, adopt a static sensor
configuration and are moderate in terms of application variety. Among the existing studies in the
literature, [31] is the closest study to ours in terms of point of view and perspective. The study points
the lack of energy monitoring systems for building environments due to the static system architecture
and finite battery lifetime for wireless devices. The authors present an intelligent building design based
on a self-adapting intelligent gateway. The study introduces a novel gateway that serves for service
decisions, sensor device management, gathering environment information, pattern generation, provision
of energy management services. The proposed architecture also includes a learning mechanism related to
a pattern, thus an appropriate service can be served based on the learned knowledge. The study proposes
an adaptive middleware in order to decrease the energy consumption of the wireless sensor devices. A
novel self-adapting intelligent system is presented. According to the experiments explained in the study,
energy saving of the overall system is approximately 16-24% which is quite efficient regarding the other
studies in this domain.

Similarly to this study, [30] implicates event-triggered dynamic sensor configuration which is similar to
our approach. The study proposes a ZigBee-based intelligent self-adjusting sensor (ZiSAS)
and presents a situation-based self-adjusting scheme with an event-based self-adjusting sensor network.
ZiSAS can autonomously reconfigure middleware, network topology, sensor density, and sensing rate
based on the environmental situation. A context-aware feature and dynamic sensor management by sensor
adjustment based on the occurred event is proposed. However, unlike our proposition, user preferences,
application requirements, query mechanism or data stream processing are not handled.

A common point of these approaches is to propose an architecture and management system for an
intelligent building in order to provide more comfort, more safety, and more security environment. Even
though application parameters (user preferences) are processed and decision models are used, deployed
wireless sensor devices are fixed and have static configuration during the execution process. Moreover,
high energy problem of the monitoring architecture is not considered as a major issue. Even though few
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studies propose dynamic system management while processing user preferences, the main drawback of
these studies is being bounded by predefined building applications, more importantly, the application
requirement-sensor configuration relation is not established. Besides, these approaches do not benefit
from a potential reconfiguration of acquisition and transmission frequencies: sensor configuration stays
static during the system lifetime.

The summary of the inspected studies and the classification of these studies based on the key
functionalities of SNQP and SBMS is given in Table 2.4. This table provides a clear view for us to
position our approach in the literature. When we compare our approach, we observe major advantages.
Firstly, SoCQ engine is used for its SNQP features. It provides a multi-application mechanism which is
one of the strongest distinguishing features. Our approach covers context-aware computing that brings
dynamicity for the applications. The default version of SoCQ does not provide energy-awareness however,
after the integration of our approach with SoCQ, it gains energy-aware feature which is essential in our
research domain. The dynamic user configuration is the other strongest feature of our approach. The
proposed system gives an opportunity to users to modify the application requirements during the execution,
thus the system may re-manage the sensor subscriptions and the sensor streams. The real-time sensor
configuration is the novel feature that we bring out. Based on the applications and their preferences, our
approach proposes a real-time sensor configuration to fulfill the application requirements and to enhance
energy consumption of the monitoring applications. Moreover, we manage the sensor streams by our
continuous query engine SoCQ and the experimental phase of the monitoring applications covers physical
real testbeds and simulation. Besides, the continuous query engine SoCQ, used in our approach, has an
ability to manage the real testbed deployed in our laboratory building (LIRIS lab of INSA-Lyon).

2.5 Conclusion

In this chapter, we analyse the literature and observe the existing approaches in the domain. This literature
survey uncovers the major challenges of the domain. The main purpose was to explore the existing
approaches, to search the closest studies to ours that tackle the identified challenges.

From the main energy saving methods presented, in our study, we inspired ourselves of the duty
cycling behavior. Although the duty cycling is a long known technique, using basic duty cycling method
is not efficient in systems that support multiple application and dynamic changes. Still, in our study, we
adopt the periodic behavior of duty cycle mechanism (go to one of the sleep modes just after executing a
sensor action and stay in that mode till the next action) to execute our Schedule Time Pattern mechanism.
Moreover, from the data driven approach, we adopt the adapting sensor action method to manage our
sensor actions in an optimal way.

Among the enable technologies for SNQP presented in this chapter, [56, 58] are the closest studies to
our approach. These studies consider not only the sensor acquisition/transmission settings but also the
quality of service QoS, especially the conflict between these two points. Similarly to our point of view,
the authors suggests a global execution plan for the network in order to satisfy application requirements.
While creating this sensor based execution plan, acquisition interval, buffering factor, network lifetime
and delivery time are considered as the key metrics. Presented approaches have to combine continuous
query engine and an external complementary tool to define the quality of service expectations. However,
in our study, we prefer using parameterized continuous queries managed by continuous query engine SoCQ
that lead us to parameterized sensor subscription to data streams to represent application requirements.

Using a schedule based global execution plan as we do, provides a global view of the network. This
plan defines the sensor actions and the time for each of these actions. With our Schedule Time Pattern, as
Galpin et al. do [58], we have a full control on the topology and on the devices in the environment. The
strongest points of this approach are the generation of an execution plan based on the given query and the
chosen expectation that refers to a quality of service. Still, the approach proposed by Galpin et al. has
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Table 2.4 Classification of Well-Known Smart Building Environment Systems through Pervasive
Environment Principles.
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Sharaf et al. [162] –
√ √

– – TINA CSIM simulator
Yao et al. [192] – –

√
– – COUGAR Simu

Madden et al. [109] – –
√

– – TinyDB Simu
Rutishauser et al. [154] –

√
– – – – Real Testbed

Deshpande et al. [42] – – – – – MauveDB Simu on real data
Baralis et al. [19] – –

√
– – SERENE Simu

Tulone et al. [175] – –
√

– – SEFA Simu
Tulone et al. [176] –

√ √
– – PAQ Simu on real data

Doukas et al. [44] –
√

– – – – Real Testbed
Thiagarajan et al. [174] – – – – – FunctionDB C++ prototype
Brayner et al. [27] –

√ √
–

√
ADAGA Simu

Li et al. [99] – –
√

– – PRESTO EmStar emulator
Chen et al. [38] –

√
– – – – Simulation

Schor et al. [157] –
√ √

– – – Real Testbed
Gripay et al. [68]

√ √
–

√
– SoCQ Real testbed

Agarwal et al. [7] –
√

– – – – Real Testbed
Galpin et al. [56] –

√ √
– – SNEE Real testbed

Schreiber et al. [158] –
√ √

– – PERLA Simu
Mamidi et al. [112] –

√
– – – – Real Testbed

Byun et al. [30] –
√ √

–
√

– Real Testbed
Li et al. [98] –

√ √
– – – Real Testbed

Preisel et al. [143] – –
√

– – – Real Testbed
Lim et al. [101] –

√ √
– – ACQUA Perl-based simulator
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a few drawbacks such as network efficiently. This approach creates a global schedule for the network,
and during the execution process, every sensor device (path to sink device) of the topology waits for each
other, although, two sensor devices that do not have a common device (intersection device) may execute
their actions at the same time without any network collision. In our study, to avoid such delay and to
avoid a potential bottleneck or packet collisions, we prefer using latency information given by the user
(as a part of an application requirement) for every measured data. Moreover, in Galpin et al.’s study, a
static configuration is adopted for the wireless sensor devices in the environment during the execution
process and the sensors may not be reconfigured. The presented system may also support only a single
query with a single expectation, whereas we support multiple parameterized applications and handle
dynamic changes during the execution process (either dynamic user preferences or a change in the context
environment). Besides, in our thesis, we benefit from the dynamic reconfigurability of the sensor devices
and we support multiple applications at the same time.

Moreover, the studies presented in this chapter are fitted to a specific application such as traditional
WSN or Smart Building systems. However, a WSN or a smart building system should be considered as
a pervasive environment: approaches to solve a problematic should not be limited to a single domain
but should address the larger domain of pervasive environment. Here, we apply our approach to smart
buildings but, it can be applicable to any sensor based environment. Furthermore, a sensor for us is
not only a wireless device, but we consider it as a service provider that provide us a service such as a
temperature measure. From this point of view, our approach can be used in many different domains.





Chapter 3

Monitoring Architecture for Smart
Building Applications

In our thesis, we focus on monitoring applications for smart building environment. For smart building
systems, we adopt a “declarative monitoring architecture”, built upon a Pervasive Environment
Management System (PEMS) as used by [68, 161]. In this chapter, firstly we give a description of
a declarative monitoring application and present a sustainable declarative monitoring architecture for
lower energy consumption taking into account the monitoring system itself. Afterwards, a framework for
managing pervasive environment systems is proposed and presented exhaustedly.

3.1 Declarative Monitoring Architecture

The term declarative monitoring is recently adopted by studies about environmental monitoring and
service oriented architectures [199]. It is mostly designed to monitor and dynamically reconfigure itself
in real-time during the execution. This real-time is based on the changing state and conditions of the
context (for a pervasive environment) being monitored. The dynamic monitoring system continuously
changes and adjusts to the present state of the context [159]. The primary functionality of such systems
is the real-time reconfigurability that brings context-awareness. The traditional monitoring systems are
static: once the system is defined or programmed by the user, it does not change. In general terms, a static
monitoring system employs a fixed set of checks and rules to evaluate the state of the system.

A declarative monitoring architecture is composed of several layers in which Pervasive Environment
Management System (PEMS) is located at the core of the overall system. It interacts with the applications
that are expressed as SQL-Like continuous queries, and sensor devices to manage sensor subscriptions to
the sensor data streams. A basic declarative monitoring architecture is composed of three principal layers
as illustrated in Figure 3.1:

• Application layer: where application requirements are defined, declaratively expressed as a set
of continuous queries over distributed services [68]. This layer provides information to users from
throughout the entire system;

• PEMS is the core of the monitoring architecture. The principal challenge in pervasive applications
such as smart building systems is the integration of mixed devices into one common application.
This heterogeneity results with various sensor data formed in different formats [80, 121, 144]. For
this purpose, middleware represents an interesting approach to reduce the gap between high-level
requirements of pervasive applications and the access to basic functionalities of sensor devices.
This layer integrates non-conventional, dynamic and heterogeneous data sources and manages
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WSN environment
PEMS - Gateway

PEMS - Continuous Query Engine

Application1 ApplicationN...

Fig. 3.1 Declarative Monitoring Architecture.

query executions; it includes a continuous query engine that interacts with services provided by the
lower-layer through the logical gateway and manages queries coming from application layer [68, 69].
It represents a common ground to achieve interoperability when disparate components have to
be integrated into a distributed system. PEMS layer includes also a gateway (PEMS Gateway) that
stands for the interaction with the lower-layer;

• WSN environment is composed of devices geographically disposed within the building. They form
together a building network using wireless technologies. Deployed wireless sensor devices acquire
physical quantity measures, and can communicate with other sensor devices and physical gateways.
In fact, from a generic point of view, this layer is composed of service providers (e.g. in the context
of the smart buildings, a temperature sensor is a service provider and the service is the temperature
measure) [9, 122, 132, 197].

3.2 Framework for Pervasive Environment Management System

3.2.1 Pervasive Environment Management System

As defined by [68], a PEMS is a service-enabled dynamic data management system that seamlessly
handles network issues like service discovery and remote interactions. It supports the execution of
service-oriented one-shot and continuous queries that application developers can easily devise to build
pervasive applications. Based on this knowledge, a basic PEMS has to provide three main features:

1. the management of the distributed functionalities of the pervasive environment, i.e. the distributed
services: service discovery and remote interaction techniques are needed to enable the integration
of those functionalities into the PEMS;

2. the management of the dynamic data sources: database-like management is required to maintain a
catalog of data containers and to handle their dynamic content;

3. the execution of queries over the relational pervasive environment, i.e. one-shot and continuous
queries over dynamic data and service discovery queries: an implementation of the query operators,
as well as query optimization techniques, are needed for this feature.

The primary functionality of any PEMS is to answer the major challenge of a pervasive environment:
heterogeneous data sources and functionalities. Such systems should homogeneously manage heterogeneous
data sources and functionalities. Traditional Data Stream Management Systems (DSMS) or ad hoc
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programming are not addressing today’s challenges. Thus, PEMS are created in order to ease the
development of data-centric pervasive applications over pervasive environments. Such PEMS allow
users to develop data-centric pervasive applications with insulating the users from the technological
details [172].

3.2.2 Framework for PEMS

In this study, we adopt the SoCQ (Service-oriented Continuous Query) framework [68] that fulfill those
features with its modular architecture. The SoCQ framework takes a data-oriented perspective on pervasive
environments such as smart buildings. It provides a unified view and access to various and heterogeneous
data resources, or services, available in the environment. XD-relations (eXtended Dynamic Relations)
can represent standard relations, that may be updated, or data streams, that continuously produces data.
Pervasive applications can then be created in a declarative fashion using service-oriented continuous
queries over XD-relations. Queries may be one-shot queries (like standard SQL queries) or continuous
queries (with a dynamic result, like a stream). Queries can also interact with distributed services: service
discovery, method invocation, stream subscription. Furthermore, invocations and subscriptions can be
finely parametrized.

For instance, a service discovery query can search for sensor services that provide a location, a method
to get the current temperature, and a continuous stream of temperatures. The result is an XD-Relation
with a ServiceID, a Location, and a virtual attribute for Temperature. Once relevant services are listed, a
continuous query can subscribe to the temperature stream of every discovered service, to build a resulting
data stream with Temperature values. If new services are discovered and/or some services become
unavailable, the continuous query automatically adapts the set of stream subscriptions.

[172] introduces the related challenge of the design of pervasive environments. The authors present
the necessity of having a PEMS to design and to develop a pervasive environment. They propose an
approach to manage heterogeneous services in the environment and introduce P-Bench, a benchmark to
assess the easiness of data-centric pervasive application development. According to the results obtained
with this design, developing, deploying and updating pervasive applications is considerably easier when
using a PEMS.

3.3 Application Requirements

In our study, application requirements stand for the requests for sensor data from monitoring applications
configured according to user preferences and/or context. To handle these requests and manage them,
a continuous query engine is highly required. This continuous query engine should be located at the
PEMS layer of the monitoring architecture. For our monitoring architecture, we preferred SoCQ to handle
multiple applications.

The definition of multiple applications is that the system may support several applications at the
same time: these applications may request the same service from the same service providers with
different parameters. Besides, applications requirements are mostly parameterized continuous queries.
A parameterized continuous query stands for a query with defined parameters. Here, these parameters
can be the database attributes (such as request service from a specific location), physical measures (such
as requesting specific measure) or the frequency of sensor actions (such as data acquisition frequency).
An example of a continuous query is illustrated in Table 3.1. The first query is a discovery query to find
the service providers in the environment that may serve temperature service. In our target application
(smart buildings), our service providers are the deployed wireless sensor devices and the services are
temperature, presence, humidity, emission of CO2 etc. This query builds a list of sensor devices that
can provide temperature measures from given location with parameters: acquisition frequency, latency.
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Table 3.1 Example SoCQ queries for a Smart Building.

CREATE RELATION TemperatureServices (
ServiceID SERVICE,
Location STRING,

Temperature NUMBER VIRTUAL
acquisition_periodicity INTEGER VIRTUAL,

latency INTEGER VIRTUAL
) USING (

getTemperature[ServiceId]():(Temperature),
temperature[ServiceId](acquisition_periodicity, latency):(Temperature) STREAMING

)
AS

DISCOVER SERVICES PROVIDING
PROPERTY Location STRING,

METHOD getTemperature ( ) : ( NUMBER ),
STREAM temperature (INTEGER, INTEGER ) : ( NUMBER )

ServiceID Location Temperature
sensor:01 501.337 *
sensor:03 501.340 *
sensor:17 502.321 *

SELECT *
STREAMING UPON insertion

FROM TemperatureServices
WITH acquisition_periodicity := 1800, latency :=300

USING temperature[1];

The second part of the query is the stream query that starts data flow (temperature measures) with given
parameters from the temperature sensor devices. Here the acquisition frequency represents the temporal
accuracy of measure and the latency stands for the maximum acceptable delay between the acquisition of
data and its arrival to the base station.

Once the application requirements are collected by the PEMS framework, they are translated into
parameterized subscriptions to the sensor streams. Moreover, the SoCQ framework supports real-time
user configuration of applications and context-aware applications through queries that can dynamically
combine data, streams and services. These major features allow users to insert complex queries with
conditions over the data stream to trigger a new query during the execution process.

We believe that a concrete example may help us to clarify the application requirements and at the
same time our problematic that we will discuss in the next section. Suppose that we have a smart building
as a pervasive environment with deployed wireless sensor devices where applications may request basic
physical measures from these sensors such as temperature, humidity, occupancy etc.

Example 3.3.1 Two applications need to track the temperature of the each room of the building. Application
1 requests the temperature of each room every 30 minutes with latency 5min. Application 2 demands the
temperature value of each room every 10 minutes with latency 4min.

Here, there are two distinct applications that request the same physical measure (temperature service)
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from the same subset of the sensor devices (all sensor devices that provide temperature service). These
applications request temperature services with different parameters. We assume that the system has the
real-time knowledge about each sensor device and their capabilities in terms of physical measure (e.g.
sensor devices for temperature service). In this scenario, the acquisition period of Application 1 is a
multiple of acquisition period of Application 2. This mathematical point makes the example quite easier
to solve. Each application asks from the sensors to acquire and to send (i.e. no storage on the sensor
device). Thus, we pose a critical question: how should our sensor devices be configured to fulfill these
two application requirements at the same time ? There are two applications with different acquisition
periodicities. The existing approaches (that support multiple applications) expect the worst case scenario
and the sensor devices are configured according to that scenario. These approaches take into account the
most frequent application requirement for both applications (e.g. in this example, common acquisition
periodicity can be set to 10 min).

3.4 WSN Device Configuration

A wireless sensor device is a device in a sensor network that is capable of performing some processing,
gathering sensory information and communicating with other connected devices in the network. The main
components of a sensor node are a microcontroller (for computation), transceiver (for communication),
external memory (for storage), a power source (batteries or capacitors) and one or more sensors (capture
data from their environment). As previously introduced, a wireless sensor device like other electronic
devices has a hardware and a software side. The listed components form the hardware side of a sensor
device. Besides, the software defines the rules of the sensor device while running. For instance, a
transceiver (for the communication) has several modes such as transmission, reception, idle, sleep etc.
The software indicates in which mode the transceiver should be and when to switch mode.

A sensor configuration stands for the update of the software effect on the hardware. In other words, the
software keeps the rules for running a device and a sensor configuration updates these rules. For instance,
suppose that a configuration requests to change the acquisition frequency. Here the software updates the
acquisition frequency that affects the hardware side (the sensor unit of the device). Another example can
be given about the transceiver of the device. A configuration may request from the transceiver to go to
listening mode after each transmission state. Hence, the microcontroller gets the sensor configuration
(either at the deployment state or in the real-time), analyses and executes it. The application of the
configuration is not necessarily on the hardware side (such as switching a mode, turning on/off). A
configuration may also request a computation running on the microcontroller.

In many applications, sensor configuration affects the energy consumption of the sensor device. Thus,
while configuring a wireless sensor device, either at the beginning or during the execution (in real-time),
limited energy budget should be taken into account. Every major action (such as transmission, reception,
computation etc) executed on the sensor device consumes a part of the energy budget and shorten the
lifetime of the device.

An energy cost model is a mathematical algorithm or parametric equations used to estimate the costs
of consumed energy for a device. An example of a power model for the Mica2 (third generation wireless
sensor device used for enabling low-power, wireless, sensor networks) is presented in Table 3.2. Each
component of the sensor device drains a current and consumes energy. Based on several measurements in
the literature, the radio component (the transceiver) consumes approximately half of the energy budget.
Hence, the existing studies on the energy challenge commonly focus on optimizing sensor communication
to enhance energy. Table 3.3 presents the energy consumption of each component of the sensor device
(Mika2) for various applications. These results are based on the measurements and may vary according to
the preferred sensor device.
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Table 3.2 Power Model for the Mica2 sensor device [164].

Mode Current

CPU

Active 8 mA
Idle 3.2 mA
ADC Noise Reduce 1 mA
Power-down 103 µA
Power-save 110 µA
Standby 216 µA
Extended Standby 223 µA
Internal Oscillator 0.93 mA

Radio

Rx 7 mA
Tx (-20 dBm) 3.7 mA
Tx (-19 dBm) 5.2 mA
Tx (-15 dBm) 5.4 mA
Tx (-8 dBm) 6.5 mA
Tx (-5 dBm) 7.1 mA
Tx (0 dBm) 8.5 mA
Tx (+4 dBm) 11.6 mA
Tx (+6 dBm) 13.8 mA
Tx (+8 dBm) 17.4 mA
Tx (+10 dBm) 21.5 mA

Table 3.3 Energy Breakdown of Each Component for Various Applications (values are in mJ, Mica2
device is used) [164]. EEPROM: a read-only memory whose contents can be erased and reprogrammed

using a pulsed voltage.

Application CPU Idle CPU active Radio Leds Sensor EEPROM Total
Beacon 35.86 0.58 47.68 8.81 0 0 92.93
Blink 742.5 0.25 0 197.52 0 0 940.26
BlinkTask 742.5 0.27 0 197.52 0 0 940.28
CntToLeds 743.72 0.57 0 592.2 0 0 1336.49
CntToLedsAndRfm 741.9 1.61 1284.65 592.2 0 0 2620.37
CntToRfm 741.9 1.54 1284.65 0 0 0 2028.09
Oscilloscope 742.65 1.46 0 0 123.82 0 867.94
OscilloscopeRF 741.9 1.85 1268.76 0 123.95 0 2136.45
Sense 742.21 0.38 0 0 123 0 865.59
SenseLightToLog 741.9 0.81 1262.95 0 123.95 4.28 2133.89
SenseTask 742.21 0.42 0 0 123 0 865.62
SenseToLeds 743.72 0.73 0 0 124.25 0 868.7
SenseToRfm 741.9 1.77 1284.65 0 123.95 0 2152.27
Surge 727.28 1.5 1239.02 0 121.3 0 2089.09
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3.5 Problem Statement

In this thesis, we study a monitoring architecture for pervasive environments. We mainly focus on a
sustainable architecture for multi-application monitoring systems that continuously adapt to application
requirements, context and user configurations. As an application example, we apply our approach on
smart building applications.

As presented in the previous sections, a system may receive several requests at the same time from
applications and that system should be capable of responding to all requests successfully. Here, the
challenging point is that in our case (smart building as a pervasive environment), users may request several
data streams with different parameters from the same wireless sensor device. Handling this situation
puts our approach apart from the existing studies in this domain. The major challenge is to fulfill these
application requests that include different parameters. The parameters are related to data constraints and
sensor actions, more specifically to the data acquisition, transmission frequencies and latency. Based on
the presented challenge, the key question is how to fulfill all the applications. Each application (expressed
as a continuous query as described in application requirements) has its own requirements and set of
parameters. While searching a feasible solution to the question, another major issue comes out, the chronic
problem of any system based on wireless sensor device: energy consumption and limited lifetime. So the
new question is how to support all applications and fulfill their requirements without penalizing wireless
sensor device with high energy consumption. To manage these applications and their requirements, the
application requirements should be transformed into acceptable working parameters for the sensor devices.
With this perspective, we may enhance the energy consumption of the sensor devices in the environment
and extend the lifetime of the monitoring system. In this thesis, our approach handles the application
requirements that are expressed as parameterized continuous queries written in SQL-Like language and
transforms into unique sensor configuration for each sensor device in the pervasive environment.

In this thesis, based on the existence of dynamically configurable wireless sensor devices [133],
we propose a novel approach: an energy-aware dynamic sensor configuration based on real-time
application requirements to improve the energy consumption of the system. To achieve, we present
Smart-Service Stream-oriented Sensor Management (3SoSM), a novel approach to optimize
interactions between application requirements and wireless sensor environment in real-time. Our
3SoSM approach relies on the energy-aware dynamic sensor device configuration to lower energy
consumption while fulfilling real-time application requirements. With this approach, we expect to avoid
unnecessary data measurements that may occur with static configuration and to promote shorter/compressed
data transmission when possible.





Chapter 4

3SoSM Approach

In this chapter, we present the core of our approach. We focus on energy consumption by wireless sensor
devices in pervasive monitoring system architectures, in particular for smart building infrastructures. We
aim to design an energy-aware monitoring system that adapts to various application requirements, to
context and to user configuration. Application requirements as declared by the application developer can be
fulfilled in a multitude of ways: our approach translates these requirements as energy efficient schedules
for wireless sensor devices. We propose our approach Smart-Service Stream-oriented Sensor
Management (3SoSM) that allows to optimize the interaction between the application requirements and
the WSN environment.

The key point of our approach is to configure dynamically wireless sensor devices to fullfill application
requirements while enhancing energy consumption. To achieve this goal, we propose a novel approach
by transforming subscription requests into suitable Schedule Time Pattern in order to configure
wireless sensor devices with sensor configuration-oriented pattern (SCO-PATTERN). In fact,
our approach has two versions: a version in which we focus on a single wireless sensor device,
the Device-Centered 3SoSM approach and a version in which we take into account network, the
Network-Aware 3SoSM approach. Device-Centered 3SoSM approach adopts device-centered point
of view, thus it includes a local optimization process to manage the interaction mentioned above.
Network-Aware 3SoSM approach requires a global view over the network topology and covers a
network-aware optimization process for the energy-aware sensor management.

The global objective of our study is to manage multiple application requirements, transform these
application requirements into a global schedule and then build individual SCO-PATTERNs to configure each
device. Thus, we aim to optimize the subscription requests while fulfilling the application requirements.

4.1 Query Requirements & Subscription Requests

Before presenting the details of our approach, declarative monitoring architecture of the system should
be recalled. At the top of the proposed architecture, we have multiple applications requesting services
(physical measures such as temperature, humidity, occupancy etc) from the service providers (wireless
sensor devices deployed in the environment). These applications form the Application Layer where a
set of applications are located to exploit sensor measures in real-time. These applications are declaratively
expressed as parameterized (service-oriented) continuous queries over sensor data streams. These queries
are handled by the Continuous Query Engine that transforms these queries into subscriptions to the
sensor devices in order to launch the data streams. There is a middleware Gateway located between the
continuous query engine and the WSN environment. It stands for the interaction between the application
requirements transformed into subscriptions and the environment that consists of wireless sensor devices.
The gateway layer is responsible for managing the sensor devices. Each sensor receives its own Schedule
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Fig. 4.1 Interactions between the Layers of the Monitoring Architecture.

Time Pattern from the gateway through control protocol and executes it. Moreover, the gateway receives
the data streams from the sensor devices and forwards these streams to the query engine. Finally, the query
engine serves the received data to the relevant applications on the top layer. The interactions between the
layers of the monitoring architecture are illustrated in Figure 4.1.

Before giving the details of our approach, we first introduce concepts and notations that we use
frequently in this chapter for both versions of our approach.

From our data-centric perspective, query requirements are application requirements when applications
are defined by sets of continuous queries. Definition of application requirement is given in the previous
chapter in Section 3.3.

A typical smart building is equipped with various wireless sensor devices di ∈ D, where D is the set of
devices in the environment and di is a single wireless sensor device. Each sensor device may have multiple
functionalities to acquire physical quantity measures mi ∈ M, e.g., temperature, humidity, occupancy
where mi is a measure and M is the set of possible physical measures.

The input of our approach is the application requirements that are defined within queries in terms of
data source requirements (targeted sensors d and measures m) and of temporal requirements: temporal
window β , update periodicity pupd , data acquisition periodicity pacq and maximum latency λ . The unit
for all these temporal parameters is the second (or millisecond, if required). Notation for the parameters
of the query is summarized in Table 4.1. We use these notations throughout the remainder of this thesis.

To clarify the application requirements, a concrete example of an application can be as follows:

Example 4.1.1 Application A1 computes the average temperature over the last 10 minutes, with an
update every 5 minutes, with an accuracy of 1 second and a maximum latency of 1 minute.

In terms of data management, requirements of such applications can be summarized by the following
parameters:

1. temporal window: It introduces the time interval for calculating the result. For the given example,
the application requests the average temperature value over the last 10 minutes. Hence, the temporal
window for this request is 10 minutes;
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Table 4.1 Overview of Notations for Query Requirements and Subscription Requests.

Notation Stand for
di a wireless sensor device
D set of wireless sensor devices (di ∈ D)
mi a physical measure
M set of physical measures (mi ∈ M)
β temporal window size (β ∈ N∗)
pupd periodicity of result updates (pupd ∈ N∗)
pacq data acquisition periodicity (pacq ∈ N∗)
λ maximum latency (λ ∈ N∗)
si a subscription to a wireless sensor device (si = (di,mi, pacq

i ,λi) ∈ D×M×N∗×N∗)

2. update periodicity stands for the refreshing rate of the result. For the given example, application
demands to update the result every 5 minutes;

3. data acquisition periodicity represents the temporal accuracy of measure. For our example, the
application requests data measurement every second (accuracy of 1 sec), i.e. the application
indicates the precision for the measure.

4. maximum latency presents the maximum acceptable delay between the acquisition of data and its
transmission to the PEMS layer for result calculation. For our example, the application specifies 1
minute of latency for the reception of an acquired physical measure;

The first two parameters (temporal window and the update periodicity) concern the computing of the
result that takes place on the continuous query engine. These parameters are not related to the acquisition
or data transmission in the network environment. For clarity, we do not present them in the remainder of
this study. Besides, the other two query parameters are directly based on the sensor device and sensor
actions. They represent respectively the acquisition periodicity of a physical measure and the maximum
latency of an acquired measure.

Subscription requests are device-centered representation of the application requirements. We then
represent application requirements on sensors at a given time instant by a set of parameterized subscription
requests S = {s1,s2, ...,sn} , where: si = (di,mi, pacq

i ,λi) ∈ D×M×N∗×N∗.

Example 4.1.2 For example, suppose that there are two applications with the following requirements on
6 sensors:
Application 1: Temperature (mT ) of sensors d1,d3,d5 with an acquisition periodicity of 2 sec and a latency
of 4 sec
Application 2: Humidity (mH) of sensors d3,d4,d5,d6 with an acquisition periodicity of 5 sec and a
latency of 3 sec

Based on the notation, all application requirements are represented by parameterized subscription
requests:
s1 = {(d1,mT ,2,4),(d3,mT ,2,4),(d5,mT ,2,4)}
s2 = {(d3,mH ,5,3),(d4,mH ,5,3),(d5,mH ,5,3),(d6,mH ,5,3)}

4.2 Sensor Configuration: SCO-Patterns

We propose a Schedule Time Pattern to represent a data acquisition/transmission schedule used
to configure a physical device. We call this pattern sensor configuration oriented pattern
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(SCO-PATTERN). This pattern consists of time-stamped events (< timestamp, action > couples) and
a length (or periodicity) of that pattern ℓ. These actions are enclosed by the length of the pattern.
Time-stamped events are enclosed by time interval [0;ℓ[. A SCO-PATTERN is denoted by: P = ({(ti,ai)}, ℓ)
with ℓ ∈ N∗, ti ∈ [0;ℓ[, ai ∈ {Am,T,R}. where Am indicates the data acquisition of the physical measure
m such as AT for temperature, AH for humidity, etc. The notation for representing a SCO-PATTERN is
introduced in Table 4.2.

Example 4.2.1 The SCO-PATTERN for a sensor device can be:
Pdi = ({(0,{AH}),(0.5,{T}),(5,{AH}),(6.5,{T})},10)
where the sensor device di measures humidity at t=0sec, transmits the data at t=0.5sec, measures humidity
at t=5sec, transmits the data at t=6.5sec.

Pd j = ({(0,{AT}),(1.5,{R}),(2,{AT ,R}),(2.5,{T}),(4,{AT}),(6,{AT}),(6.5,{R}),(7,{R}),
(7.5,{T}),(8,{AT}),(9,{R}),(9.5,{T})},10)
where the sensor device d j measures temperature at t=0sec, it receives a data packet at t=1.5, measures
temperature and receives a data packet at t=2sec etc., until t=10sec.

4.3 Device-Centered 3SoSM Approach

In this section, we present Device-Centered 3SoSM approach. This approach adopts a local point
of view and includes local optimization process. Here, we focus on a single wireless sensor device
and the subscriptions to that device. For this version of the approach, we do not take into account the
multi-modality of a device or the network issues.

4.3.1 DOA-Patterns

Our approach aims to optimize a set of subscription requests for a sensor device into a Schedule Time
Pattern defining the configuration of this device. Device-Centered 3SoSM approach relies on an
intermediate Data-Oriented Acquisition pattern (DOA-PATTERN) before reaching to SCO-PATTERN.
A DOA-PATTERN can represent a single subscription request and can also be merged other DOA-PATTERNs.

A DOA-PATTERN consists of a list of acquisition-latency events and the length ℓ of this pattern. An
acquisition-latency event is a triple < timestamp,action, latency >, where action is always an acquisition.
Based on our notation, a DOA-PATTERN ρ is denoted by: ρ = ({(ti,Aλi

mi
,)}, ℓ), with ℓ ∈ N∗ , ti ∈ [0;ℓ[.

In fact, DOA-PATTERN is a sort of Schedule Time Pattern that only presents acquisition and latency
information (TX/RX information are not involved).

The DOA-PATTERN is specific for each sensor device. It is periodic, and its length ℓ indicates the
periodicity. A sensor device may have different acquisition periodicities from different applications.
However, a common length is required: it is the lowest common multiple of acquisition periodicities
from all subscription requests. Moreover, the length of the schedule should be greater than any latency of
the subscription requests to properly handle data expiration time. The final length is the lowest multiple
of this initial common length greater than any data expiration time. Then based on the periodicity of
subscription requests, acquisition actions are defined. Furthermore, each acquisition action is tagged
with its maximum latency (from the subscription request). Notations that represent the structure of the
DOA-PATTERN and SCO-PATTERN are introduced in Table 4.2.

Example 4.3.1 The common length of the patterns for the applications given in Example 4.2.1 is
calculated as:
Initial common length min = LCM(2,2,2,5,5,5,5) = 10sec
Maximum latency λmax = MAX(4,4,4,3,3,3,3) = 4sec
Final length schedule = 10 sec > λ max
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Table 4.2 Overview of Notations for DOA-Patterns and SCO-Patterns.

Notation Stand for
ℓ length of the pattern (ℓ ∈ N∗)
ti action time (ti ∈ [0, ℓ[)
ai sensor action (ai ∈ {Am,T,R})
ρ DOA-PATTERN (ρ = ({(ti,Aλi

mi
,)}, ℓ))

P SCO-PATTERN (P = ({(ti,ai)}, ℓ))

The pseudo code for determining the length of the schedule is given in Algorithm 1

Algorithm 1 Pseudo Code of Calculation of the Common Length.

1: procedure CALCULATECOMMONLENGTH()
2: list_p_acq[] = getAcquisitionPeriodicityFromQueries() /*fetch acquisition periodicities from queries*/

3: length = Math.LCM(list_p_acq) /* calculate the LCM value of the acquisition periodicities */

4: list_latency[] = getLatencyFromQueries() /* fetch latency parameters from queries */

5: max_latency = Math.MAX(list_latency) /* find maximum of latencies */

6: if max_latency > length then
7: coe f f icient = 2
8: while length < max_latency do
9: length ∗= coe f f icient ++

10: end while
11: end if
12: end procedure

Example 4.3.2 DOA-PATTERN for d3 (Sensor 3 of the given example) with subscriptions
{(d3,mT ,2,4),(d3,mH ,5,3)}:
ρ = ({(0,{A4

T ,A
3
H}),(2,A4

T ),(4,A
4
T ),(5,A

3
H),(6,A

4
T ),(8,A

4
T )},10)

4.3.2 GeNoMe Optimization Process

The goal of this algorithm is to generate a sensor device configuration, that we name SCO-PATTERN,
that fulfills all the application requirements expressed by a set of subscription requests targeting this
device (with their specific acquisition period and latency). Even though a sensor device can have multiple
functionalities such as measuring temperature and humidity, in this section, we consider subscription
requests only for a single physical measure. The multi-modal feature is involved and introduced in the
complete version of our approach.

The generation process of the final SCO-PATTERN P f inal is named 3SoSM GeNoMe process (Generate-
Normalize-Merge) and illustrated in Figure 4.2. We now detail the 4 steps of this algorithm:

1. Generate DOA-Patterns: First step of GeNoMe process is to represent the given subscription in
terms of data acquisition. In this step, we generate an intermediate pattern that we call DOA-patterns.
We form a DOA-PATTERN ρi for each subscription si with its parameters (pacq,λ ). This pattern is
an intermediate step to reach the final pattern.

2. Normalize DOA-Patterns: To be able to merge DOA-PATTERNs (next step), all the DOA-PATTERNs
should have the same length, that will be the length of the final pattern. The lowest common
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Fig. 4.2 Overview of the GeNoMe process.

multiple method (LCM) is used to calculate the common length, thus:
ℓ f inal = k ∗LCM(ℓi, ℓ j, . . .) with respect to the constraint ℓ f inal > MAX(λi,λ j, ...).
Then, to reach the common length, a coefficient for each pattern is calculated: αi = ℓ f inal/ℓi ∈ N∗.
This coefficient indicates how many times each pattern should be repeated in order to reach the
length of the final pattern, i.e., to normalize this pattern. Thus, each pattern is extended with its
specific coefficient: αi ×ρi.

3. Merge DOA-Patterns: We now merge the set of DOA-PATTERNs to obtain the merged DOA-PATTERN

ρmerged , with the normalized length calculated in the previous step. The lists of events are merged
into a single list. If two events occur at the same timestamp, those events are themselves merged
into a single event with a “merged” latency (the minimum latency of those two events). Event
actions are still always acquisition actions (no transmission action).

4. Build final SCO-Pattern: The DOA-PATTERN ρmerged indicates data acquisition timestamps and
latency, and the periodicity of that pattern. Data transmission information is not indicated yet in
the DOA-PATTERN. As a final step, transmission actions are inserted on some events and latency
values are then removed, in order to build a final SCO-PATTERN. Optimal transmission events are
calculated based on the latency values of acquisition events, to fulfill maximum latency requirement
for each acquisition event. As a first heuristic, starting from the first acquisition event, we search for
the latest next event whose measure can be transmitted with all previous measures while respecting
latency constraints. We then continue with the next acquisition event, until the end of the pattern.

4.3.3 Application to some Examples

Here, a concrete example that presents each step of the GeNoMe process for given two applications:

Example 4.3.3 Suppose that there are two subscription requests to the same sensor device di for
measuring temperature mT . The first subscription requires data acquisition every 4 sec with latency 7 sec
(pacq =4sec, λ = 7sec).
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The second subscription requires data acquisition every 5 sec with latency 9 sec (pacq =5sec, λ = 9sec).
Regardless of window sizes β and result update periods pupd , those subscriptions can be expressed as:

s1 = (di,mT ,βi, pupd
i ,4,7) and s2 = (di,mT ,β j, pupd

j ,5,9).

With our algorithm, we optimize this set of subscriptions into a sco-pattern:

1. Generate DOA-PATTERNS: Subscription requests can be expressed as:
ρ1 = ({4,A7},4) and ρ2 = ({5,A9},5)

2. Normalize DOA-PATTERNS: Normalized length is LCM (4, 5) = 20 (20 > MAX(7,9)). Coefficients
are α1 = 20/4 = 5 for ρ1 and α2 = 20/5 = 4 for ρ2. Then, ρ1 should be repeated five times and ρ2
should be repeated four times:
α1 x ρ1 = 5 x ρ1 = ({(4,A7),(8,A7),(12,A7),(16,A7),(20,A7)},20)
α2 x ρ2 = 4 x ρ2= ({(5,A9),(10,A9),(15,A9),(20,A9)},20)

3. Merge DOA-PATTERNS: The merged pattern has a length of 20, and only the last event (at 20)
merges two events (with a latency of MIN (7, 9) = 7):
ρmerged = ({(4,A7),(5,A9),(8,A7),(10,A9),(12,A7),(15,A9),(16,A7),(20,A7)},20)

4. Build final SCO-PATTERN: Transmission actions are added to relevant events at 10, 16 and 20. All
latency requirements are thus fulfilled:
P f = ({(4,A),(5,A),(8,A),(10,AT ),(12,A),(15,A),(16,AT ),(20,AT )},20)

We remark that the final pattern requires only 18 transmission actions per 2-minutes (3 AT per 20s),
whereas the two initial requests would require respectively 15 and 12, and a total of 24 AT considering a
common AT every 40s.

To present the usage of the GeNoMe process, here we introduce four more examples of GeNoMe process
on various subscriptions: for a single application, for two applications and for three applications.

Example 4.3.4 With a single Application: Suppose that there is one subscription request for measuring
temperature mT . The subscription requires data acquisition every 5 sec with latency 8 sec (pacq = 5sec, λ

= 8sec). Subscription can be expressed as: s = (d,mT ,β , pupd ,5,8)

GeNoMe process:

1. Generate DOA-PATTERNS: Subscription requests can be expressed as: ρ = ({5,A8},5)

2. Normalize DOA-PATTERNS: Normalized length is LCM (5) = 5 (5 ≯ 8 =⇒ ℓ= 10). Coefficient
is α= 2: α x ρ = 2 x ρ = ({(5,A8),(10,A8)},10)

3. Merge DOA-PATTERNS: The merged pattern has a length of 10:
ρmerged = ({(5,A8),(10,A8)},10)

4. Build final SCO-PATTERN: Transmission actions are added to relevant events at t=10. All latency
requirements are thus fulfilled:
P f = ({(5,A),(10,AT )},10)

Example 4.3.5 With two applications: Suppose that there are two subscription requests to the same
sensor device di for measuring temperature mT . The first subscription requires data acquisition every 5
sec with latency 3 sec (pacq = 5sec, λ = 3sec). The second subscription requires data acquisition every
10 sec with latency 4 sec (pacq = 10sec, λ = 4sec). Subscription can be expressed as:
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s1 = (di,mT ,βi, pupd
i ,5,3)

s2 = (di,mT ,β j, pupd
j ,10,4).

GeNoMe process:

1. Generate DOA-PATTERNS: Subscription requests can be expressed as:
ρ1 = ({5,A3},5)
ρ2 = ({10,A4},10)

2. Normalize DOA-PATTERNS: Normalized length is LCM (5, 10) = 10. Coefficients are α1 = 10/5
= 2 for ρ1 and α2 = 10/10 = 1 for ρ2. Then, ρ1 should be repeated two times and ρ2 should be
repeated once:
α1 x ρ1 = 2 x ρ1 = ({(5,A3),(10,A3)},10)
α2 x ρ2 = 1 x ρ2 = ({(10,A4)},10)

3. Merge DOA-PATTERNS: The merged pattern has a length of 10, and only the last event (at 10)
merges two events (with a latency of MIN (3, 4) = 3):
ρmerged = ({(5,A3),(10,A3)},10)

4. Build final SCO-PATTERN: Transmission actions are added to relevant events at 10. All latency
requirements are thus fulfilled:
P f = ({(5,AT ),(10,AT )},10)

Example 4.3.6 With two applications: Suppose that there are two subscription requests to the same
sensor device di for measuring temperature mT . The first subscription requires data acquisition every 4
sec with latency 10 sec (pacq = 4sec, λ =10sec). The second subscription requires data acquisition every
12 sec with latency 6 sec (pacq = 12sec, λ = 6sec). Subscription requests can be expressed as:
s1 = (di,mT ,βi, pupd

i ,4,10)
s2 = (di,mT ,β j, pupd

j ,12,6).

GeNoMe process:

1. Generate DOA-PATTERNS: Subscription requests can be expressed as:
ρ1 = ({4,A10},4)
ρ2 = ({12,A6},12)

2. Normalize DOA-PATTERNS: Normalized length is LCM (4, 12) = 12. Coefficients are α1 = 12/4
= 3 for ρ1 and α2 = 12/12 = 1 for ρ2. Then, ρ1 should be repeated three times and ρ2 should be
repeated once:
α1 x ρ1 = 3 x ρ1 = ({(4,A10),(8,A10),(12,A10)},12)
α2 x ρ2 = 1 x ρ2 = ({(12,A6)},12)

3. Merge DOA-PATTERNS: The merged pattern has a length of 12, and only the last event (at 12)
merges two events (with a latency of MIN (10, 6) = 6):
ρmerged = ({(4,A10),(8,A10),(12,A6)},12)

4. Build final SCO-PATTERN: Transmission actions are added to relevant events at 12. All latency
requirements are thus fulfilled:
P f = ({(4,A),(8,A),(12,AT )},12)

Example 4.3.7 For triple applications: Suppose that there are three subscription requests to the same
sensor device di for measuring temperature mT . The first subscription requires data acquisition every 3
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sec with latency 5 sec (pacq = 3sec, λ =5sec). The second subscription requires data acquisition every 4
sec with latency 10 sec (pacq =4sec, λ = 10sec). The third subscription requires data acquisition every 12
sec with latency 5 sec (pacq = 12sec, λ = 5sec). Subscription can be expressed as:
s1 = (di,mT ,βi, pupd

i ,3,5)
s2 = (di,mT ,β j, pupd

j ,4,10)

s3 = (di,mT ,βk, pupd
k ,12,5).

GeNoMe process:

1. Generate DOA-PATTERNS: Subscription requests can be expressed as:
ρ1 = ({3,A5},3)
ρ2 = ({4,A10},4)
ρ3 = ({12,A5},12)

2. NormalizeDOA-PATTERNS: Normalized length is LCM (3, 4, 12) = 12. Coefficients are α1 = 12/3
= 4 for ρ1 , α2 = 12/4 = 3 for ρ2 and α3 = 12/12 = 1 for ρ3 . Then, ρ1 should be repeated four
times, ρ2 should be repeated three times and ρ3 should be repeated once:
α1 x ρ1 = 4 x ρ1 = ({(3,A5),(6,A5),(9,A5),(12,A5)},12)
α2 x ρ2 = 3 x ρ2 = ({(4,A10),(8,A10),(12,A10)},12)
α3 x ρ3 = 1 x ρ3 = ({(12,A5)},12)

3. Merge DOA-PATTERNS: The merged pattern has a length of 12, and only the last event (at 12)
merges three events (with a latency of MIN (5, 10, 5) = 5):
ρmerged = ({(3,A5),(4,A10),(6,A5),(8,A10),(9,A5),(12,A5)},12)

4. Build final SCO-PATTERN: Transmission actions are added to relevant events at 8, 12. All latency
requirements are thus fulfilled:
P f = ({(3,A),(4,A),(6,A),(8,AT ),(9,A),(12,AT )},12)

4.4 Network-Aware 3SoSM Approach

In this section, we present our complete version of our approach 3SoSM named Network-Aware 3SoSM
approach. This complete version needs a global view over the network topology to support network-aware
optimization process. To present our Network-Aware 3SoSM approach, the network topology and the
transmission constraints due to the subscription request are first introduced.

4.4.1 Network Topology and Transmission Constraints

To transmit data to the central base station (where the acquired measures are computed), we suppose
that deployed wireless sensor devices construct a logical tree (tree topology) where each sensor has only
one neighbor to deliver data packets. Each sensor device in this structure may have several lower-layer
neighbors but has only one upper layer neighbor. This tree structure provides a uni-path for each sensor to
reach the base station (sink device). In fact, our optimization algorithm relies on known and unique paths,
as it does not consider a choice of network paths between two devices. However, the tree topology may
be updated each time application requirements change, as it triggers a new optimization.

Moreover, we suppose that the base station has a full knowledge about the sensor devices’ locations.
Routing problems, finding the shortest or optimal path to the base station is a network issue that is not
considered in this approach. Besides, the structure of tree has a direct effect on the energy consumption
of the sensor device based on the network workload. Here, we suppose that the tree is well balanced
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(i.e. balanced number of lower-layer neighbors for each sensor device) and the sensor devices in the
environment are distributed fairly. We are also aware that if there is a link break in the uni-path on the
active route then communication also breaks [163, 190]. There exist studies focusing on the routing on
the tree based topologies in this domain as well [92, 107, 185].

Each sensor device has its own role in the topology based on the application and the location: Source
(responsible for the data acquisition and transmission) and/or Relay (responsible for the reception and
re-transmission) or Sink (base station, only responsible for the reception).

A tree topology has a layered form (Layer 0-1-2 etc.) based on the distance to the base station. Layer
0 stands for the root of the tree structure that represents the Sink device. It is the base station of the sensor
network and aggregates the acquired sensor data. Layer 1 contains the sensor devices that are one hop
away from the base station Sink. A sample tree topology is described in the following example.

To form a global schedule, we adopt a similar approach to Galpin et al. [58]. A predefined granularity
determines the slots in the time space and the schedule is divided into time-slots. For the following
example, granularity is set to 0.5 sec (e.g. 20 slots for 10 seconds). The time is divided into slots and
each slot may be filled with sensor actions. The major constraint of the system is that all the acquired
data must pass through the network topology up to the base station before the expiration of their “latency”
in order to fulfill the application requirements. A transmission action during a single time slot stands
for a transmission of all the data (acquired by itself and received from lower-layer neighbors) not yet
sent, including acquisitions on the same time slot by the device. A transmission action on a sensor device
requires a reception action at the same time slot on the sensor device that receives the data. Besides there
are other constraints due to the radio protocol such as a device can only receive data from a single device
at a time on the same time slot and a device cannot receive and send on the same time slot.

We propose an optimization algorithm to choose the optimal communication slots from the subscription
requests. The optimization process starts by propagating transmission and reception constraints based on
latencies and on the network topology in a bottom-up process, and then analyzes the possible reception
actions of the base station and tries to find the most energy efficient communication slots, and finally
propagates those choices to lower-layers and continues the analyze in a top-down process.

Example 4.4.1 A tree topology with 6 multi-modal sensor devices and a base station is illustrated in
Figure 4.3.
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Fig. 4.3 A tree-structured topology and different sensor device roles:
Source (S), Relay (R), Source+Relay (SR), Sink.

Since our aim is to support multi-applicaiton and a sensor device may have different acquisition
periodicities from different applications, a common length is highly required. This length is used as a
length of the Schedule Time Pattern where every sensor action is assiged to a time slot. Besides,
our Network-Aware 3SoSM approach reqires a global view over the network to manage the topology to
achieve a network-aware optimization process for the energy-aware sensor management.
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4.4.2 Schedule Model

We use a schedule table to represent the sensor action slots for Acq/Tx/Rx. Each sensor device has its own
schedule and each schedule is composed of three parts: acquisition, transmission and reception part. Each
line of the schedule table corresponds to an acquired measure: its acquisition for the acquisition part, its
transmission action for the transmission part and its reception action for the reception part of the schedule.

Here, we present three principal sensor actions: data acquisition, data transmission and data reception.
Data acquisition is executed on the microcontroller of the sensor device, whereas data transmission and
reception actions are related to the radio component of the wireless device. Thus, during a single time
slot, a sensor device may execute only one action of the subset {transmission, reception}. Besides, the
sensor device may execute the data acquisition and transmission/reception during the same time slot, due
to the fact that these actions are executed on the different components. Possible sensor actions during a
single time slot are the following:

1. only data acquisition {A}

2. data acquisition and data transmission {A, T}

3. data acquisition and data reception {A, R}

4. only data transmission {T}

5. only data reception {R}

The acquisition part of the schedule represents the acquisition actions of a sensor device during the
given length of schedule, indicates at what time the sensor acquires data. Only devices that acquire
physical measures (source and source-relay devices) have an acquisition part. Figure 4.4 presents the
acquisition part model that we adopt for our case. The first column lists the subscriptions for this sensor
device with the notation:
Acq of S[SensorID]: A[SubscriptionNumber].
The second column indicates the physical quantity (temperature, humidity, etc.). In fact, the number of
line of this part indicates the number of subscriptions for this sensor device. The rest of the part represents
the acquisition moments during the given length. The notation to indicate the acquisition is the following:
A[SubscriptionNumber]#[AcquisitionNumber].

Fig. 4.4 Acquisition Part Model.

The transmission part of the schedule indicates the possible transmission slots for the sensor device
for each acquired measure. According to the latency information λ , every sensor device has the initiative
to keep the data (instead of sending it immediately) and send it at an optimal later moment under the
condition that this acquired data arrives at the base station before the expiration of its latency. Figure 4.5
presents the transmission part model to fill the transmission part of the schedule. The transmission part
lists all the transmission actions for each acquired and received data. Hence, the first column presents the
transmission with the following notation:
TX of S[SensorID]:A[SubscriptionNumber]#[AcquisitionNumber].
The second column indicates the destination of the transmission with the notation: S[SensorID]. The
rest of the part is filled with the latency information of the relevant data.
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Fig. 4.5 Transmission Part Model.

The reception part of the schedule represents the possible reception slots for each data coming from
lower-layer neighbors (zero, one or several depending on the network topology). Figure 4.6 presents the
model for the reception part where the first column indicates the source that acquired that data with the
following notation:
RX of S[SensorID]: A[SubscriptionNumber]#[AcquisitionNumber].
Here, the SensorID stands for the sensor device that acquired the data with [AcquisitionNumber] for
the subscription [SubscriptionNumber]. The second column indicates the sensor device that sends
that data (not necessarily the source due to the multi-hop behavior). The rest of the part is filled with the
latency information of the relevant data.

Fig. 4.6 Reception Part Model.

To present the scheduling mechanism and the energy-aware optimization process intelligibly, from
this point, each step will be associated with the same example. Thus, each step of the process will be
presented and applied in the same example to provide a continuation of the example. The example is the
following:

Example 4.4.2 For the example described in Example 4.1.2, the common length of schedules is 10
seconds (20 time slots). Time slots for acquisitions are:
for Application 1 (Temperature, pacq=2sec): t =0sec, t = 2sec, t = 4sec, t = 6sec, t = 8sec
and
for Application 2 (Humidity, pacq=5sec): t = 0sec, t = 5sec.

4.4.3 Schedule Initialization

4.4.3.1 Acquisition Part

For a given sensor device, an acquisition part is generated from the acquisition periodicity pacq defined in
the subscriptions to this sensor device and the length of the schedule. Each subscription is represented as
a line. Each acquired data is denoted by:
A[SubscriptionNumber]#[AcquisitionNumber].

Example 4.4.3 Acquisition parts of the schedules for each sensor device of the topology are shown in
Figure 4.7. Since there is not any subscription to Sensor 2 of the topology, it is a Relay device, hence it
does not acquire data.

The requirements of applications are transformed into subscriptions to the sensor devices. The list of
the subscriptions to sensor devices is the following:

• Sensor 1: One subscription (temperature pacq = 2sec), acquisition part of the schedule is presented
in Figure 4.7a.

• Sensor 2: No subscription, thus no acquisition part for this sensor device.
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(a) Acquisition Part of the Schedule for Sensor 1.

(b) Acquisition Part of the Schedule for Sensor 3.

(c) Acquisition Part of the Schedule for Sensor 4.

(d) Acquisition Part of the Schedule for Sensor 5.

(e) Acquisition Part of the Schedule for Sensor 6.

Fig. 4.7 Acquisition Part of the Schedules for each Sensor Device based on the Acquisition Model.

• Sensor 3: Two subscriptions (temperature pacq = 2sec, humidity pacq = 5sec), acquisition part of
the schedule is presented in Figure 4.7b.

• Sensor 4: One subscription (humidity pacq = 5sec), acquisition part of the schedule is presented in
Figure 4.7c.

• Sensor 5: Two subscriptions (temperature pacq = 2sec, humidity pacq = 5sec), acquisition part of
the schedule is presented in Figure 4.7d.

• Sensor 6: One subscription (humidity pacq = 5sec), acquisition part of the schedule is presented in
Figure 4.7e.

Based on the given subscriptions, acquisition parts of these sensor devices are filled. Here, we believe
that the multi-modality and multi-application features of our approach are more visible with the given
subscriptions. There are two subscriptions to Sensor 3 and 5 for different physical quantities and with
different requirements: The first line represents the subscription to the temperature service and the second
line stands for the subscription to the humidity service (see respectively Figure 4.7b and Figure 4.7d).

4.4.3.2 Transmission Part

Information from the acquisition part is used to fill the transmission part of the schedule. For a given
sensor device, each acquired data and each received data is represented as a line in the transmission part.
A line is filled with the residual latency information starting from the time slot where the device acquires
the data or from the time slot following the time slot where the device received the data, and until residual
latency reaches 0 (in fact, 1 time slot before at 1 hop from the sink, 2 time slots at 2 hops, etc.). A Source
sensor device fills its transmission part with the transmission of its own acquired data whereas a Relay
device fills it with the received data.
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T = [ei, j] is a 2D matrix with dimensions m x n. m is the number of data to transmit and n stands for
the number of time slots. ei, j represents a potential transmission event of data i at time slot j : ei, j = λi, j is
the residual latency, ei, j = 0 means that data i can not be transmitted at that time slot.

Example 4.4.4 Continuing the running example, transmission parts of the schedules for each sensor
device are shown in Figure 4.8. For instance, Sensor 4 measures humidity at t=0sec (A1#1) and t=5sec
(A1#2). For each acquired data, the latency is 3sec. This latency parameter gives an opportunity to
Sensor 4 to keep the acquired data instead of sending it immediately. For the acquired data A1#1, Sensor
4 has 5 slots (t=0,0.5, 1, 1.5, 2 sec) to transmit that data before the latency is expired (see Fig. 4.8b). In
case that Sensor 4 sends that data at t>2sec, the latency will be expired before reaching the Sink device
due to the fact that Sensor 4 is located in Layer 2 (i.e. two hops away from the base station).

For the Relay device Sensor 2, the transmission part given in Figure 4.8f, is filled with the data acquired
by its lower-layer neighbors (Sensor 5 and 6). For the Source-Relay device, Sensor 1, the transmission
part of the schedule given in Figure 4.8e, covers the transmission of its own data (see Figure 4.7a) and
also data received from its lower-layer neighbors (i.e. Sensor 3 and 4) (see the transmission parts of these
devices: Figure 4.8a and 4.8b).

4.4.3.3 Reception Part

For a given sensor device, the reception part is based on the transmission part of the schedules of
lower-layer neighbors. Each line represents a data to receive and is linked to one line from the transmission
part of the source device. Possible reception slots are filled with the data residual latency from the
corresponding transmission time slot.

R = [ei, j] is a 2D matrix with dimensions m x n where m is the number of data to receive and n stands
for the number of time slots. ei, j represents a potential reception event of data i at time slot j : ei, j = λi, j is
the residual latency, ei, j = 0 means that data i can not be received at that time slot.

Example 4.4.5 Continuing the running example, reception parts of each sensor device (if exists) are
shown in Figure 4.9. Only the devices that receive network packets have a reception part in their schedule.
Since the Sensor 3,4,5,6 are the Source devices, they do not have reception part. Only intermediate devices
(located in intermediate layers) and the Sink device have their own reception parts.

For instance, reception part of Sensor 1 given in Figure 4.9a represents the possible reception slots
for each acquired data coming from Sensor 3 and 4 with their residual latencies. For the Sink device
(Sensor 0), reception part is composed by the data coming from the Sensor 1 and 2.

4.4.3.4 Overview of Schedule Initialization

In this schedule mechanism, each acquired measure is represented as a line in the schedule table. The
critical point is the correlation between the reception and the transmission parts. The transmission part
is based on its own reception part. However, the reception part is based on the transmission parts of the
lower-layer neighbors.

Example 4.4.6 Figure 4.10 presents the correlation between the transmission and the reception parts.
Here, we focus on the transmission of the acquired data S4 : A1#1 (see Figure 4.7c). We have already
introduced how to fill the transmission part of a Source device. Figure 4.10a presents the transmission
part of the schedule for Sensor 4. The data S4 : A1#1 is acquired at t=0sec. Sensor 4 has 5 options (in
terms of slot) to send this data to Sensor 1 before its latency is expired (at t=0, 0.5, 1, 1.5, 2sec). Now
let’s check the reception part of the schedule of Sensor 1. Figure 4.10b presents its reception part and



4.4 Network-Aware 3SoSM Approach 53

(a) Transmission Part of the Schedule for Sensor 3.

(b) Transmission Part of the Schedule for Sensor 4.

(c) Transmission Part of the Schedule for Sensor 5.

(d) Transmission Part of the Schedule for Sensor 6.

(e) Transmission Part of the Schedule for Sensor 1.

(f) Transmission Part of the Schedule for Sensor 2.

Fig. 4.8 Transmission Part of the Schedules for each Sensor Device based on the Transmission Model.
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(a) Reception Part of the Schedule for Sensor 1.

(b) Reception Part of the Schedule for Sensor 2.

(c) Reception Part of the Schedule for Sink (Sensor 0).

Fig. 4.9 Reception Part of the Schedules for each Sensor Device based on the Reception Model.
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(a) Transmission Part of the Schedule for Sensor 4 (Focus on Transmission of S4 : A1#1).

(b) Reception Part of the Schedule for Sensor 1 (Focus on Reception of S4 : A1#1).

(c) Transmission Part of the Schedule for Sensor 1 (Focus on Transmission of S4 : A1#1).

Fig. 4.10 Example of a Correlation between the Transmission Part and the Reception Part of the Schedule.

focuses the reception of the data S4 : A1#1. Since the reception part of Sensor 1 is a direct reflexion of
the transmission part of Sensor 4, we fill the same slots for possible reception time with the same latency
information. Afterward, we fill the transmission part of schedule for Sensor 1. Figure 4.10c presents the
transmission part for this sensor device. Here, we update the latency information while filling the cases.
Suppose that Sensor 4 sends the data at t=0sec (λ = 3sec). In this case Sensor 1 receives the data at
t=0sec (still λ = 3sec) and it may send that data starting from t=0.5sec. Sensor 1 has 4 options (4 slots)
to send that data to Sink (at t=0.5, 1, 1.5, 2sec). We fill these cases as possibilities of transmission of this
data with its updated latency. Sensor 1 should have sent that data until t=2.5sec. If Sensor 1 sends that
data at t=2.5 sec, then the latency will expire before the data reaches to Sink device which causes an
unwilling case.

Flowchart of the schedule generation for the presented example is illustrated in Figure 4.11. It
introduces each step of the bottom-up process and the order of the steps. The given flowchart explains
how the reception and transmission parts are filled. For instance, Sensor 1 fills its own transmission part
with respect to the transmission part of Sensor 3 and 4, and its own acquisition part. Hence, we use a
bottom-up computation method to propagate correctly the constraints (through data latencies) to the upper
layers. The process starts from the leaves of the tree and passes to upper layer once it has computed all
the nodes of that layer.

4.4.4 Searching Optimal Communication Slots

For each device, potential transmission and reception slots are now identified in their schedule table. The
optimization process should now choose the most energy-efficient slots, in order to minimize the number
of Tx/Rx slots for each device.
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Fig. 4.11 Flowchart of the Schedule Mechanism of Network-Aware 3SoSM Approach.
Steps skipped due to the sensor role are marked with ∗.

In a tree-structured topology, it is highly possible to encounter a bottleneck effect that widely exists
in WSN and leads to decrease the lifetime of the network [64, 94]. Therefore, we start to optimize the
communication slots from the upper layers and we propose a top-down computation method to find the
optimal energy-aware communication slots for each sensor.

A schedule is valid if each acquired data is transmitted to the base station before its latency expires.
Here, we present a method for searching the optimal communication slots. This process is responsible
for determining the optimal transmission/reception slots from the schedule for each sensor device in the
network. This process analyzes reception part of the schedules and determines the optimal case. For
choosing the optimal communication slots, a cost model is defined.

Cost Model

Our cost model is primarily based on the energy consumption: we focus on the energy consumption of
each sensor device. It is clear that sending or receiving multiple data in a single time slot should consume
less energy than sending or receiving in separate slots [76]. Hence, our cost model considers the number
of transmission and reception slots as the main metric.

As a crucial remark, a sensor device may receive several data from the same sensor but cannot receive
data from several sensors at the same time. Multiple packets can be received from different source devices
on the condition that for each different sources, a different antenna is used (which is exceptional and
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barely preferred due to the new challenges coming with) [21]. Here, we suppose that a sensor device in
our environment has only one antenna for the communication. So that, the major issue is to minimize the
communication slots and to maximize the number of packets sent/received during a single time slot while
being sure that each acquired data will reach the base station before its latency expires.

The secondary metric of the cost model is the time to differentiate cases with the same number of
transmission/reception slot. For these cases, our cost model will consider the residual latency. Since the
tree-structured topology may cause a bottleneck effect (especially for the upper-layers of the tree), the
latest possible reception or transmission slot is preferred as an optimal communication slot.

Searching the Optimal Solution

Based on the introduced metrics, the optimization algorithm is executed on the reception part of the
schedule. We propose creating an overview matrix that presents a grouping of possible receptions during
a single time slot for each lower-layer sender (neighbor that sends data). The overview matrix has the
same length as the reception part and each line is allocated for a lower-layer sender. Each cell of that
matrix represents the total number of possible reception from the relevant device during the relevant slot.
Our algorithm analyzes the reception part of the schedules of each sensor device starting from the root
of the topology which is the Sink device. This analysis uses a top-down computation method to process
searching optimal solution based on our cost model.

The algorithm firstly searches every possibility and tries to figure out whether groupings of multiple
transmission or reception can be possible or not. Since multiple data transmission to the same device or
multiple receptions from the same device within the same time slot consumes less energy, our algorithm
chooses the cases where data transmissions and receptions are grouped. Among the possible optimal
cases (equal amount of consumed energy), our algorithm takes into account the time of the slots: Our
algorithm decides the latest possible transmission or reception. Indeed, the algorithm analyses only the
reception part of the schedules. Once the optimal communication slot is determined, relevant transmission
slots of the lower-layer neighbors are automatically determined as well.

From the reception part of the schedule, the algorithm tries to group the receptions from the same
source sensor device. For each time slot, it calculates the total number of possible receptions for each
neighbor. The algorithm searches the latest slot in which maximum number of reception can occur. It
searches the latest slot to create more opportunities for the lower-layer devices. Otherwise, it would force
the lower-layer devices to send the data earlier.

Example 4.4.7 The algorithm for searching optimal communication slot firstly analyses the reception
part of the schedule and then creates an overview matrix. In fact, it gives the number of total possible
receptions for each lower-layer sender. While creating an overview matrix for the optimization algorithm,
it creates a list for managing the slot occupancy. The initial overview matrix based on the reception part
of the Sensor 0 (sink device) and the initial slot occupancy list are given in Figure 4.12.

Fig. 4.12 Initial Slot Occupancy List and the overview matrix. (Before starting the process)

Once the initial overview matrix is generated, the algorithm finds the latest slot where maximum
number of reception is possible (firstly for Sensor 1 and then for Sensor 2). For the Sensor 1’s round,
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the algorithm chooses t=7.5sec since the latest maximum possible reception is 6. Once the optimal
communication slot is found, slot occupancy list is updated and the slot for t=7.5sec becomes occupied.
Then the algorithm repeats the same execution for Sensor 2. Proposed algorithm chooses t=7sec. Normally
t=7.5sec is the latest maximum however t=7.5sec is already occupied thus the optimal communication
slot for Sensor 2 is set to t=7sec. The status of the overview matrix and the slot occupancy after the first
iteration are given in Figure 4.13:

Fig. 4.13 Choice of optimal communication slot on the overview matrix and application on the Slot
Occupancy List (At the end of 1st iteration) (for Sensor 1 and Sensor 2)

The first slot for the reception is determined. Before passing to the next iteration, the reception part
should be updated. Since the t=7sec and t=7.5 sec are the fixed reception times, then the affected lines in
the reception parts go out of consideration. For instance, line 3 represents the reception of A1#3 from
Sensor 1. This data can be received from t=4sec to t=7.5sec. Since t=7.5sec is reserved for the reception
from Sensor 1 then this data can be sent during that slot and the other possible slots get free. Once the
reception part is updated, our algorithm repeats the same algorithm. The updated reception part and the
next iteration over the updated overview matrix are given in Figure 4.14 and Figure 4.15:

Fig. 4.14 Updated Reception part after choosing communication slots for Sensor 1 and Sensor 2
Shadowed data are successfully assigned to relevant slots (At the end of 1st iteration).

Fig. 4.15 Choice of optimal communication slot on the overview matrix and application on the Slot
Occupancy List (At the end of 2nd iteration) (for Sensor 1 and Sensor 2).

In that iteration, for Sensor 1, the latest maximum possible reception is at t=2.5sec and for Sensor
2, is t=1.5sec (again t=2.5sec got occupied by Sensor 1). At the end of the iteration, the reception part
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is again updated and the overview matrix is regenerated. The updated reception part is illustrated in
Figure 4.16:

Fig. 4.16 Updated Reception part after choosing communication slots for Sensor 1 and Sensor 2
Shadowed data are successfully assigned to relevant slots (At the end of 2nd iteration).

Figure 4.17 presents the updated overview matrix and the determined optimal reception slots for the
next iteration: t=9.5sec for Sensor 1 and t=5.5sec for Sensor 2.

Fig. 4.17 Choice of optimal communication slot on the overview matrix and application on the Slot
Occupancy List (At the end of 3rd iteration) (for Sensor 1 and Sensor 2).

At the end of that iteration, the updated reception part is illustrated in Figure 4.18. All the data are
successfully assigned with an optimal slot for reception.

Fig. 4.18 Updated Reception part after choosing communication slots for Sensor 1 and Sensor 2
Shadowed data are successfully assigned to relevant slots, All possible receptions are successfully

distributed over slots.

The updated overview matrix is presented in Figure 4.19. The optimization process continues until all
the cells of the overview matrix becomes zero which indicates that there is no more data to receive.
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Fig. 4.19 Updated overview matrix at the end of the process. All data are assigned to relevant slots, no
more data to assign.

The pseudo code for the optimization algorithm is given in Algorithm 2.
Once the optimal reception slots are determined by the optimization algorithm, the determined slots

are applied to lower-layer senders: Transmission parts of these senders are updated and finalized. Then,
the reception parts of the lower-layer senders are updated based on new constraints from their finalized
transmission parts: data must be received before being transmitted.

The finalized parts of the schedules for each wireless sensor device (Sensor 0 to Sensor 6) are
represented respectively in Figures 4.20, 4.21, 4.22, 4.23, 4.24, 4.25,4.26:

Fig. 4.20 Final Reception Part of the Schedule for Sink (Sensor 0) after Searching Optimal
Communication Slot Process.

(a) Acquisition Part of the Schedule for Sensor 1.

(b) Finalized Reception Part of the Schedule for Sensor 1.

(c) Finalized Transmission Part of the Schedule for Sensor 1.

Fig. 4.21 Final Acquisition, Reception and Transmission Parts of the Schedule for Sensor 1 after
Searching Optimal Communication Slot Process.
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Algorithm 2 Pseudo Code of Optimization Process.
1: procedure OPTIMIZE()
2: /* optimization algorithm is executed on the reception part */
3: /* fetch lower-layer senders */
4: lower_layer_senders[] /* empty list */
5: /* fill the lower-layer senders list */
6: for i = 0; i < line; i++ do
7: if NOT lower_layer_senders.contains(reception_part[i].sender) then
8: lower_layer_senders.add(reception_part[i].sender)
9: end if

10: end for
11: /* create a matrix for overview. dimensions: */
12: overview[][] = new[lower_layer_senders.size][schedule_length]
13: /* for each slot (column), count how many possible reception can occur from each sender */
14: for j = 0; j < schedule_length; j++ do
15: for i = 0; i < reception_part.size; i++ do
16: if reception_part[i][ j] ! = 0 then
17: overview[reception_part[i].sender][ j]++
18: /* get sensorID from reception part and increment relevant overview line */
19: end if
20: end for
21: end for
22: slot_occupation[] = new[schedule_length]
23: max = 0, index = 0
24: while NOT isEmpty(overview) do /* until overview matrix becomes totally empty */
25: for i = 0; i < lower_layer_senders.size; i++ do
26: for j = 0; j < column_overview; j++ do
27: if overview[i][ j] >= max AND slot_occupation[ j] == NULL then
28: /* to find the latest max value for each sender */
29: max = overview[i][ j]
30: index = j /* index of the slot that holds the maximum reception */
31: end if
32: end for
33: slot_occupation[index] = i /* reservation to that slot for the reception */
34: for k = 1; k < line; k++ do
35: if reception_part[k].sender == lower_layer_senders[i] AND reception_part[k][index] ! = 0 then
36: /* once optimal reception slot is found, reception part should be updated before the next round */
37: for l = 0; l < schedule_length; l ++ do
38: reception_part[k][l] = 0 /* delete the latency information on the relevant lines */
39: end for
40: end if
41: end for
42: overview = 0 /* before the next round, overview matrix should be updated */
43: for m = 0; m < column; m++ do
44: for n = 0; n < column; n++ do
45: if reception_part[m][n] ! = 0 then
46: overview[reception_part[m].sender][n]++
47: /* get sensorID from reception part and increment relevant overview line */
48: end if
49: end for
50: end for
51: end for
52: end while
53: end procedure
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(a) Finalized Reception Part of the Schedule for Sensor 2.

(b) Finalized Transmission Part of the Schedule for Sensor 2.

Fig. 4.22 Final Reception and Transmission Parts of the Schedule for Sensor 2 after Searching Optimal
Communication Slot Process.

(a) Acquisition Part of the Schedule for Sensor 3.

(b) Finalized Transmission Part of the Schedule for Sensor 3.

Fig. 4.23 Final Acquisition and Transmission Parts of the Schedule for Sensor 3 after Searching Optimal
Communication Slot Process.

(a) Acquisition Part of the Schedule for Sensor 4.

(b) Finalized Transmission Part of the Schedule for Sensor 4.

Fig. 4.24 Final Acquisition and Transmission Parts of the Schedule for Sensor 4 after Searching Optimal
Communication Slot Process.
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(a) Acquisition Part of the Schedule for Sensor 5.

(b) Finalized Transmission Part of the Schedule for Sensor 5.

Fig. 4.25 Final Acquisition and Transmission Parts of the Schedule for Sensor 5 after Searching Optimal
Communication Slot Process.

(a) Acquisition Part of the Schedule for Sensor 6.

(b) Finalized Transmission Part of the Schedule for Sensor 6.

Fig. 4.26 Final Acquisition and Transmission Parts of the Schedule for Sensor 6 after Searching Optimal
Communication Slot Process.

4.4.5 SCO-Pattern Generation

Once the three parts of the schedule are finalized after searching optimal communication slots for each
device, the last step of the optimization algorithm is to merge these three parts to obtain an individual
SCO-PATTERN for each sensor.

Example 4.4.8 Here are the SCO-PATTERN for each sensor devices in the environment obtained at the
end of the overall process:
P1 = ({(0,{AT}),(1.5,{R}),(2,{AT ,R}),(2.5,{T}),(4,{AT}),(6,{AT}),(6.5,{R}),(7,{R}),
(7.5,{T}),(8,{AT}),(9,{R}),(9.5,{T})},10)
P2 = ({(0.5,{R}),(1,{R}),(1.5,{T}),(5,{R}),(5.5,{T}),(6,{R}),(6.5,{R}),(7,{T})},10)
P3 = ({(0,{AT ,AH}),(2,{AT ,T}),(4,{AT}),(5,{AH}),(6,{AT}),(7,{T}),(8,{AT}),(9,{T})},10)
P4 = ({(0,{AH}),(1.5,{T}),(5,{AH}),(6.5,{T})},10)
P5 = ({(0,{AT ,AH}),(1,{T}),(2,{AT}),(4,{AT}),(5,{AH ,T}),(6,{AT ,T}),(8,{AT})},10)
P6 = ({(0,{AH}),(0.5,{T}),(5,{AH}),(6.5,{T})},10)

Once SCO-PATTERNs are completed, they are sent by the Gateway to sensor devices to configure
them. Sensor devices then execute the given actions periodically, and data flow on the base station where
continuous queries are computed. If an application changes its requirements, the configuration process
starts again from the beginning. Flowchart of the overall process is illustrated in Figure 4.27.

4.4.6 Assessment of Optimization Process

Our optimization process is detailed in Section 4.4.4. This optimization aims to search the optimal
communication slots so that wireless sensor devices may enhance energy, consume less energy than the
other cases. Thus, we propose an optimization algorithm to search and determine the communication
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Fig. 4.27 Flowchart of the Overall Process.
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slots by processing the schedule tables of each device of the network (reception part of the schedule
table). While doing that, we should obey the constraint of each sensor device due to the given application
requirements. Hence, the proposed optimization process starts by propagating transmission and reception
constraints based on latencies that makes it a bottom-up process. Then, the algorithm tries to find the
most energy efficient communication slots on the sink device, and finally propagates those choices to
lower-layers and continues the algorithm in a top-down process in the network topology.

The details of the optimization is presented in the previous section. The application requirements
and relevant constraints are specified, and the target of optimization is to minimize the number of
communication slots (RX slots) to minimize the consumed energy. The proposed optimization algorithm
is a sort of greedy heuristic algorithm to determine the optimal slots for sensor devices. The core concept
of greedy algorithm is to perform a short-sighted action in each step [128, 167]. Here, it starts from the
reception part of the schedule table of sink device and tries to group the receptions from the same sensor
device. In each step, an optimal communication slot is found and the step is repeated until all the reception
data is matched with a slot.

Greedy is an algorithmic paradigm that is generally preferred for optimization problems and solves the
given problem piece by piece, always choosing the next piece that offers the most obvious and immediate
benefit. An optimization problem such as searching optimal communication slots can be solved using
Greedy if the problem has the following property: At every step, we can make a choice that looks best at
the moment, and we get the optimal solution of the complete problem [40].

The most valuable advantage of this approach is that the rules to choose are easy to design and intuitive
and easy to implement. Besides, it is a well-known optimization approach in the literature. Generally
algorithms which seek a global optimal solution are computationally expensive, however greedy based
algorithms are faster and less complex than general algorithms and ends deterministically.

On the other hand, as all local approaches, local view does not guarantee the optimal global solutions.
Local optimization process does not implicate global optimality and may decreases their performance.
Moreover, the solution quality depends on problem instance which makes difficult to have a robust
algorithm for all problem instances. Finally local-based approaches should be run till the end to get a
complete solution.

Besides, in WSN research area, the greedy heuristic method is a well-known technique to generate the
data transmission paths for the sensor nodes to the base station (sink device), also to determine the location
of the sink device in the topology. Since energy limitation is the key challenge in WSN applications, the
transmission paths play the important roles. Properly designed transmission paths may provide the less
amount of energy consumption and the shorter transmission delay [85, 106, 165].

In this thesis, we propose our optimization algorithm to search the optimal communication slot in
which the sensor devices consume less energy than the other cases. The constraints of each sensor
device due to the given application requirements are considered to search the optimal communication
slots. However, to validate the proposed optimization process, it should definitively compared with an
optimization tool in order to find out if the optimal solution that we propose is true or not.

To validate our approach, we prefer a constraint modelling technique since our optimization process is
based on the constraints coming from the application requirements. The constraint modelling is a proven
technology for solving complex combinatorial decision or optimisation problems of many disciplines, such
as: scheduling; industrial design; aviation; banking; combinatorial mathematics; and the petrochemical
and steel industries etc [55].

In our thesis, we prefer an open-source constraint modeling language MiniZinc [124] to model our
constraint satisfaction and optimization problem in a high-level, solver-independent way. MiniZinc is
a language designed for specifying constrained optimization and decision problems over integers and
real numbers. With these features, MiniZinc seems the right choice for our case. MiniZinc is designed
to interface easily to different backend solvers. It does this by transforming an input MiniZinc model
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and data file into a FlatZinc model. FlatZinc models consist of variable declaration and constraint
definitions as well as a definition of the objective function if the problem is an optimization problem. The
translation from MiniZinc to FlatZinc is specializable to individual backend solvers, so they can control
what form constraints end up in. In particular, MiniZinc allows the specification of global constraints by
decomposition.

MiniZinc models can also contain another kind of variable called a decision variable. Decision
variables are variables in the sense of mathematical or logical variables. Unlike parameters and variables
in a standard programming language, the modeller does not need to give them a value. Rather the value
of a decision variable is unknown and it is only when the MiniZinc model is executed that the solving
system determines if the decision variable can be assigned a value that satisfies the constraints in the
model and if so what this is. A simple constraint model implemented in MiniZinc from the MiniZinc
documentation [114] is the following:

Example 4.4.9 Suppose we color a map of Australia (made up of seven different states and territories).
Each of state must be given a colour so that adjacent regions have different colors. The states of Australia
is simply illustrated in Figure 4.28. The MiniZinc model for the relevant problem is given in Table 4.3.
In the given example, the line “int : nc = 3;” specifies a parameter in the problem which is the number of
colours to be used. In the example model, a decision variable is associated with each region, wa, nt, sa, q,
nsw, v and t, which stands for the (unknown) color to be used to fill the region.

Table 4.3 A MiniZinc model for coloring the states and territories in Australia and its output.

int: nc = 3; %Coloring Australia using nc colours

var 1..nc: wa;
var 1..nc: nt;
var 1..nc: sa;
var 1..nc: q;
var 1..nc: nsw;
var 1..nc: v;
var 1..nc: t;

constraint wa != nt;
constraint wa != sa;
constraint nt != sa;
constraint nt != q;
constraint sa != q;
constraint sa != nsw;
constraint sa != v;
constraint q != nsw;
constraint nsw != v;
solve satisfy;

output ["wa=", show(wa), "nt=", show(nt),
"sa=", show(sa), ", "q=", show(q),
"nsw=", show(nsw), "v=", show(v),
"t=", show(t)];

Compiling aust.mzn
Running aust.mzn
wa=3 nt=2 sa=1
q=3 nsw=2 v=3
t=1
———-
Finished in 26msec



4.4 Network-Aware 3SoSM Approach 67

Fig. 4.28 States of Australia.

For our optimization process, we implement our constraint on MiniZinc tool. For the cost function,
we set the number of communication slots as a cost that stands for the energy consumption in the real
world environment. However, there are many ways to express the objective function in our case. Since we
adopt a tree structured topology, the balance of the tree is extremely important for us. For instance, in
our model for the example given in this chapter, we propose three different objective function. The three
objective function that can be applicable are the following:

1. Test 1: solve minimize max(nbRxSlot_s1+nbT xSlot_s1+nbRxSlot_s2+nbT xSlot_s2,nbRxSlot_s0);

2. Test 2: solve minimize max(nbRxSlot_s0,max(nbRxSlot_s1,nbRxSlot_s2)); % Minimize Maximum
Rx

3. Test 3: solve minimize max(nbRxSlot_s1+nbT xSlot_s1,nbRxSlot_s2+nbT xSlot_s2); % Minimize
Maximum Rx+Tx (exclude S0)

where nbRxSlot_sX stands for the number of found optimal reception slots for Sensor X, nbT xSlotsX
represents the number of found optimal transmission slots for Sensor X. These three optimization function
try to minimize the number of communication slots. Since it is a tree structured topology, it may cause an
unbalance behavior. For instance an optimal solution for Sensor 0 may cause an additional communication
cost for lower-layer neighbors or an additional communication cost for few branches. Hence, the balance
of the branches of the tree topology is important in that sense and these three options may present us
different optimal solution considering different objective functions. The output of the constraint model is
given for each objective function in Table 4.4.

For instance S0 = 6+0 indicates that during the given time interval, Sensor 0 has 6 reception slots
and it does not have any transmission slots (which is logically true since it is a base station and dedicated
to data aggregation.), 2.5 (1) stands for the data reception at t=2.5sec from Sensor 1. For the given three
solutions based on the different objective functions, Test 1 and Test 3 propose a better solution than the
Test 2. Test 1 and Test 3 propose 6 reception slots for Sensor 0, 5 reception slots and 3 transmission slots
for Sensor 1 and 2. However, Test 2 proposes 6 reception slots for Sensor 1. From the energy point of
view which is the major criteria, more communication requires more energy thus the results of Test 1 and
Test 3 are optimal.

After executing constraint-based model, these obtained results should be compared with our results in
terms of efficiency and quality in order to evaluate our approach presented in this thesis. Firstly the result
of our optimization algorithm gives the same number of reception and transmission slots as an optimal
solution for sensor devices (6 RX slots, 0 TX for Sensor 0 (see Figure 4.20), 5 RX slots, 3 TX slots for
Sensor 1 (see Figure 4.21) and 5 RX slots, 3 TX slots for Sensor 2 (see Figure 4.22)).
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Table 4.4 Output of MiniZinc for three different objective functions.

solve minimize max(nbRxSlot_s1+nbT xSlot_s1+nbRxSlot_s2+nbT xSlot_s2,nbRxSlot_s0);
Compiling 3SoSM_Optimization.mzn
Running 3SoSM_Optimization.mzn
S0 = 6+0 [ 2.5 (1) | 2.5 (1) | 6.0 (1) | 6.0 (1) | 8.5 (1) | 2.5 (1) | 2.5 (1) | 6.0 (1) | 8.5 (1) | 8.5 (1) | 2.5
(1) | 6.0 (1) | 2.5 (1) | 6.0 (1) | 1.0 (2) | 5.5 (2) | 5.5 (2) | 6.5 (2) | 1.0 (2) | 1.0 (2) | 6.5 (2) | 1.0 (2) |
5.5 (2) ]
S1 = 5+3 [ 2.0 (3) | 2.0 (3) | 5.5 (3) | 8.0 (3) | 8.0 (3) | 2.0 (3) | 5.5 (3) | 0.0 (4) | 5.0 (4) ]
S2 = 5+3 [ 0.0 (5) | 4.0 (5) | 4.0 (5) | 6.0 (5) | 0.0 (5) | 0.0 (5) | 6.0 (5) | 0.5 (6) | 5.0 (6) ]
==========
solve minimize max(nbRxSlot_s0,max(nbRxSlot_s1,nbRxSlot_s2)); % Minimize Maximum Rx
Compiling 3SoSM_Optimization.mzn
Running 3SoSM_Optimization.mzn
S0 = 6+0 [ 2.5 (1) | 2.5 (1) | 6.0 (1) | 6.0 (1) | 8.5 (1) | 2.5 (1) | 2.5 (1) | 6.0 (1) | 8.5 (1) | 8.5 (1) | 2.5
(1) | 6.0 (1) | 2.5 (1) | 6.0 (1) | 1.0 (2) | 5.5 (2) | 5.5 (2) | 6.5 (2) | 1.0 (2) | 1.0 (2) | 6.5 (2) | 1.0 (2) |
5.5 (2) ]
S1 = 6+3 [ 0.5 (3) | 2.0 (3) | 5.5 (3) | 8.0 (3) | 8.0 (3) | 0.5 (3) | 5.5 (3) | 0.0 (4) | 5.0 (4) ]
S2 = 5+3 [ 0.5 (5) | 4.0 (5) | 4.0 (5) | 6.0 (5) | 0.5 (5) | 0.5 (5) | 6.0 (5) | 0.0 (6) | 5.0 (6) ]
==========

solve minimize max(nbRxSlot_s1 + nbT xSlot_s1,nbRxSlot_s2 + nbT xSlot_s2); % Minimize
Maximum Rx+Tx (exclude S0)
Compiling 3SoSM_Optimization.mzn
Running 3SoSM_Optimization.mzn
S0 = 6+0 [ 2.5 (1) | 2.5 (1) | 6.0 (1) | 6.0 (1) | 8.5 (1) | 2.5 (1) | 2.5 (1) | 6.0 (1) | 8.5 (1) | 8.5 (1) | 2.5
(1) | 6.0 (1) | 2.5 (1) | 6.0 (1) | 1.0 (2) | 5.5 (2) | 5.5 (2) | 6.5 (2) | 1.0 (2) | 1.0 (2) | 6.5 (2) | 1.0 (2) |
5.5 (2) ]
S1 = 5+3 [ 2.0 (3) | 2.0 (3) | 5.5 (3) | 8.0 (3) | 8.0 (3) | 2.0 (3) | 5.5 (3) | 0.0 (4) | 5.0 (4) ]
S2 = 5+3 [ 0.5 (5) | 4.0 (5) | 4.0 (5) | 6.0 (5) | 0.5 (5) | 0.5 (5) | 6.0 (5) | 0.0 (6) | 5.0 (6) ]
==========
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These results prove that in the settings of our running example our optimization algorithm indeed finds
optimal communication slots for the sensor devices in the network, validated by a constraint modelling
tool (here, MiniZinc). Besides, the execution time is another key metric for the validation. Performance
of the algorithm should be efficient enough in order to make fairful comparaison with the constrain models.
The test code for comparing different objective functions is given in Tables 4.6, 4.7, 4.8. Table 4.5 presents
the execution time of each model. The computer used for running the code is equipped with a processor
Intel 3.40GHz (6 cores) and 6GB of RAM. It runs a 64bit Linux-based operating system: Ubuntu 16.04.2
LTS.

In comparison to the MiniZinc models, our algorithm based on the greedy principles finds the optimal
solution quicker than the others. The tool MiniZinc executes the constraint model and tries to perform
each possible case and at the end proposes us the optimal one, thus it is highly expected that the execution
time of the tool is longer than our optimization process.

Table 4.5 Execution Time Comparaison of Models.

Model Execution Time
Test 1 1h 47min 50sec
Test 2 10sec 98msec
Test 3 13sec 146msec
Our Optimization Algorithm 19msec

Table 4.6 MiniZinc test code (part 1).

% 3SoSM Test Final
int: length = 20;
int: nbDevices = 6;
set of int: SLOTS = 0..(length-1);

% S3 => Source
% S4 => Source

% S1
int: s1_Rx_size = 9;
array[1..s1_Rx_size] of 1..nbDevices: s1_Rx_Source = [ 3, 3, 3, 3, 3, 3, 3, 4, 4 ];
array[1..s1_Rx_size] of var SLOTS: s1_Rx_Slot;

% Acquisition + Latency on S3
constraint s1_Rx_Slot[1] >= 0 /\ s1_Rx_Slot[1] < 0+8; % AND
constraint s1_Rx_Slot[2] >= 4 /\ s1_Rx_Slot[2] < 4+8; % AND
constraint s1_Rx_Slot[3] >= 8 /\ s1_Rx_Slot[3] < 8+8; % AND
constraint s1_Rx_Slot[4] >= 12 /\ s1_Rx_Slot[4] < 12+8; % AND
constraint s1_Rx_Slot[5] >= 16 \/ s1_Rx_Slot[5] < ((16+8) mod length); % OR + Modulo
constraint s1_Rx_Slot[6] >= 0 /\ s1_Rx_Slot[6] < 0+6; % AND
constraint s1_Rx_Slot[7] >= 10 /\ s1_Rx_Slot[7] < 10+6; % AND

% Acquisition + Latency on S4
constraint s1_Rx_Slot[8] >= 0 /\ s1_Rx_Slot[8] < 0+6; % AND
constraint s1_Rx_Slot[9] >= 10 /\ s1_Rx_Slot[9] < 10+6; % AND



70 3SoSM Approach

Table 4.7 MiniZinc test code (part 2).

% Reception on S1
constraint forall( i in 1..s1_Rx_size, j in 1..s1_Rx_size )
( s1_Rx_Slot[i] = s1_Rx_Slot[j] -> s1_Rx_Source[i] = s1_Rx_Source[j] );
% S2
int: s2_Rx_size = 9;
array[1..s2_Rx_size] of 1..nbDevices: s2_Rx_Source = [ 5, 5, 5, 5, 5, 5, 5, 6, 6 ];
array[1..s2_Rx_size] of var SLOTS: s2_Rx_Slot;

% Acquisition + Latency on S5
constraint s2_Rx_Slot[1] >= 0 /\ s2_Rx_Slot[1] < 0+8; % AND
constraint s2_Rx_Slot[2] >= 4 /\ s2_Rx_Slot[2] < 4+8; % AND
constraint s2_Rx_Slot[3] >= 8 /\ s2_Rx_Slot[3] < 8+8; % AND
constraint s2_Rx_Slot[4] >= 12 /\ s2_Rx_Slot[4] < 12+8; % AND
constraint s2_Rx_Slot[5] >= 16 \/ s2_Rx_Slot[5] < ((16+8) mod length); % OR + Modulo
constraint s2_Rx_Slot[6] >= 0 /\ s2_Rx_Slot[6] < 0+6; % AND
constraint s2_Rx_Slot[7] >= 10 /\ s2_Rx_Slot[7] < 10+6; % AND

% Acquisition + Latency on S6
constraint s2_Rx_Slot[8] >= 0 /\ s2_Rx_Slot[8] < 0+6; % AND
constraint s2_Rx_Slot[9] >= 10 /\ s2_Rx_Slot[9] < 10+6; % AND

% Reception on S2
constraint forall( i in 1..s2_Rx_size, j in 1..s2_Rx_size )
( s2_Rx_Slot[i] = s2_Rx_Slot[j] -> s2_Rx_Source[i] = s2_Rx_Source[j] );

% S0
int: s0_Rx_size = 23;
array[1..s0_Rx_size] of 1..nbDevices: s0_Rx_Source = [ 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 2, 2, 2, 2, 2, 2, 2,
2, 2 ];
array[1..s0_Rx_size] of var SLOTS: s0_Rx_Slot;

% Acquisition + Latency on S1
constraint s0_Rx_Slot[1] >= 0 /\ s0_Rx_Slot[1] < 0+8; % AND
constraint s0_Rx_Slot[2] >= 4 /\ s0_Rx_Slot[2] < 4+8; % AND
constraint s0_Rx_Slot[3] >= 8 /\ s0_Rx_Slot[3] < 8+8; % AND
constraint s0_Rx_Slot[4] >= 12 /\ s0_Rx_Slot[4] < 12+8; % AND
constraint s0_Rx_Slot[5] >= 16 \/ s0_Rx_Slot[5] < ((16+8) mod length); % OR + Modulo

% Transmission + Latency from S1
% Data from S3
constraint s0_Rx_Slot[6] > s1_Rx_Slot[1] /\ s0_Rx_Slot[6] < 0+8; % AND
constraint s0_Rx_Slot[7] > s1_Rx_Slot[2] /\ s0_Rx_Slot[7] < 4+8; % AND
constraint s0_Rx_Slot[8] > s1_Rx_Slot[3] /\ s0_Rx_Slot[8] < 8+8; % AND
constraint s0_Rx_Slot[9] > s1_Rx_Slot[4] /\ s0_Rx_Slot[9] < 12+8; % AND
constraint ( s1_Rx_Slot[5] > ((16+8) mod length) /\ (s0_Rx_Slot[10] > s1_Rx_Slot[5] \/ s0_Rx_Slot[10] <
((16+8) mod length) ) ) \/
( s1_Rx_Slot[5] < ((16+8) mod length) /\ s0_Rx_Slot[10] > s1_Rx_Slot[5] /\ s0_Rx_Slot[10] < ((16+8)
mod length) ); % OR + Modulo
constraint s0_Rx_Slot[11] > s1_Rx_Slot[6] /\ s0_Rx_Slot[11]< 0+6; % AND
constraint s0_Rx_Slot[12] > s1_Rx_Slot[7] /\ s0_Rx_Slot[12]< 10+6; % AND

% Acquisition + Latency on S4
constraint s0_Rx_Slot[13] > s1_Rx_Slot[8] /\ s0_Rx_Slot[13] < 0+6; % AND
constraint s0_Rx_Slot[14] > s1_Rx_Slot[9] /\ s0_Rx_Slot[14] < 10+6; % AND



4.4 Network-Aware 3SoSM Approach 71

Table 4.8 MiniZinc test code (part 3).

% Transmission + Latency from S2
% Data from S5
constraint s0_Rx_Slot[15] > s2_Rx_Slot[1] /\ s0_Rx_Slot[15] < 0+8; % AND
constraint s0_Rx_Slot[16] > s2_Rx_Slot[2] /\ s0_Rx_Slot[16] < 4+8; % AND
constraint s0_Rx_Slot[17] > s2_Rx_Slot[3] /\ s0_Rx_Slot[17] < 8+8; % AND
constraint s0_Rx_Slot[18] > s2_Rx_Slot[4] /\ s0_Rx_Slot[18] < 12+8; % AND
constraint ( s2_Rx_Slot[5] > ((16+8) mod length) /\ (s0_Rx_Slot[19] > s2_Rx_Slot[5] \/ s0_Rx_Slot[19] <
((16+8) mod length) ) ) \/
( s2_Rx_Slot[5] < ((16+8) mod length) /\ s0_Rx_Slot[19] > s2_Rx_Slot[5] /\ s0_Rx_Slot[19] < ((16+8)
mod length) ); % OR + Modulo
constraint s0_Rx_Slot[20] > s2_Rx_Slot[6] /\ s0_Rx_Slot[20]< 0+6; % AND
constraint s0_Rx_Slot[21] > s2_Rx_Slot[7] /\ s0_Rx_Slot[21]< 10+6; % AND

% Acquisition + Latency on S4
constraint s0_Rx_Slot[22] > s2_Rx_Slot[8] /\ s0_Rx_Slot[22] < 0+6; % AND
constraint s0_Rx_Slot[23] > s2_Rx_Slot[9] /\ s0_Rx_Slot[23] < 10+6; % AND

% Reception on S0
constraint forall( i in 1..s0_Rx_size, j in 1..s0_Rx_size )( s0_Rx_Slot[i] = s0_Rx_Slot[j] -> s0_Rx_Source[i]
= s0_Rx_Source[j] );
% Transmission vs Reception on S1
constraint forall( i in 1..s0_Rx_size)(s0_Rx_Source[i] = 1 -> forall(j in 1..s1_Rx_size)(s0_Rx_Slot[i] !=
s1_Rx_Slot[j]));
% Transmission vs Reception on S1
constraint forall( i in 1..s0_Rx_size)(s0_Rx_Source[i] = 2 -> forall(j in 1..s2_Rx_size)(s0_Rx_Slot[i] !=
s2_Rx_Slot[j]));

% count distinct
predicate unique_first(array[int] of var int: tab, int: index) = forall(j in 1..(index-1))(tab[index]!=tab[j]);
var int: nbRxSlot_s1 = sum(i in 1..s1_Rx_size)( if unique_first(s1_Rx_Slot,i) then 1 else 0 endif );
var int: sumRxSlot_s1 = sum(i in 1..s1_Rx_size)( if unique_first(s1_Rx_Slot,i) then s1_Rx_Slot[i] else 0
endif );
var int: nbTxSlot_s1 = sum(i in 1..s0_Rx_size)( if s0_Rx_Source[i] = 1 /\ unique_first(s0_Rx_Slot,i) then 1
else 0 endif );

var int: nbRxSlot_s2 = sum(i in 1..s2_Rx_size)( if unique_first(s2_Rx_Slot,i) then 1 else 0 endif );
var int: sumRxSlot_s2 = sum(i in 1..s2_Rx_size)( if unique_first(s2_Rx_Slot,i) then s2_Rx_Slot[i] else 0
endif );
var int: nbTxSlot_s2 = sum(i in 1..s0_Rx_size)( if s0_Rx_Source[i] = 2 /\ unique_first(s0_Rx_Slot,i) then 1
else 0 endif );

var int: nbRxSlot_s0 = sum(i in 1..s0_Rx_size)( if unique_first(s0_Rx_Slot,i) then 1 else 0 endif );
var int: sumRxSlot_s0 = sum(i in 1..s0_Rx_size)( if unique_first(s0_Rx_Slot,i) then s0_Rx_Slot[i] else 0
endif );

% Objective Functions
% test 1
solve minimize max(nbRxSlot_s1+nbTxSlot_s1+nbRxSlot_s2+nbTxSlot_s2,nbRxSlot_s0);
% test 2
solve minimize max(nbRxSlot_s0,max(nbRxSlot_s1,nbRxSlot_s2)); % Minimize Maximum Rx
% test 3
solve minimize max(nbRxSlot_s1+nbTxSlot_s1,nbRxSlot_s2+nbTxSlot_s2); % Minimize Maximum Rx+Tx
(exclude S0)
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Table 4.9 MiniZinc test code (part 4).

output [ "Unique (S1) = ", show(nbRxSlot_s1), " ", show(s1_Rx_Slot), "" ];
output [ "S0 = ", show(nbRxSlot_s0), "+0 [ " ] ++ [ if i > 1 then " | " else "" endif ++ show(s0_Rx_Slot[i]/2)
++ " (" ++ show(s0_Rx_Source[i]) ++ ")" | i in 1..s0_Rx_size ] ++ [ " ] / " ++ show(sumRxSlot_s0) ++ " " ];
output [ "S1 = ", show(nbRxSlot_s1), "+", show(nbTxSlot_s1) , " [ " ] ++ [ if i > 1 then " | " else "" endif
++ show(s1_Rx_Slot[i]/2) ++ " (" ++ show(s1_Rx_Source[i]) ++ ")" | i in 1..s1_Rx_size ] ++ [ " ] / " ++
show(sumRxSlot_s1) ++ " " ];
output [ "S2 = ", show(nbRxSlot_s2), "+", show(nbTxSlot_s2) , " [ " ] ++ [ if i > 1 then " | " else "" endif
++ show(s2_Rx_Slot[i]/2) ++ " (" ++ show(s2_Rx_Source[i]) ++ ")" | i in 1..s2_Rx_size ] ++ [ " ] / " ++
show(sumRxSlot_s2) ++ " " ];

4.5 Summary of the 3SoSM Approach

The objective of our approach 3SoSM is to transform the application requirements into a global schedule and
then to build individual SCO-PATTERNs to configure each device. Application requirements are represented
by a set of subscription requests S = {s1,s2,s3, ...}. Hence the energy-aware optimization process can
be expressed as a transformation function that gets a set of subscription requests (all subscription
requests from all applications) and a network topology N and produces a SCO-PATTERN for each device:
f ({s1,s2, ..,sn},N) = {Pd1 ,Pd2 , ....,Pdm}.

Since the communication costs are the significant part of the energy budget [140], the optimal solution
is a valid solution that minimizes the number of Transmission / Reception actions in order to minimize the
consumed energy of the sensor devices. Less communication means less consumed energy. To optimize
the energy consumption of the devices, we try to minimize the number of transmission and reception
actions of each device. In Device-Centered 3SoSM approach, we first construct DOA-PATTERNs that
have a common length with only acquisition actions (Acq) for all the devices (and latency information
tagged with the relevant measure). It is then necessary to insert the transmission (Tx) and reception (Rx)
actions to obtain a solution, composed of the set of complete SCO-PATTERNs. A solution is valid if all
acquired data traverse the network topology to the base station before the “latency” associated with that
data expires.

Device-Centered 3SoSM approach supports a single-modality and does not take into account the
topology of the network. It commonly uses DOA-PATTERN as an intermediate step and GeNoMe process to
transform the subscription requests into SCO-PATTERN for each sensor device.

In the complete version of our approach, we present Network-Aware 3SoSM approach. Here, we take
into account the network and topology, besides multi-modality is supported. Latency information given in
the application requirements gains more importance than with the Device-Centered version. Moreover,
in this complete version of our approach, the main idea is to create a Schedule Time Pattern for each
sensor device. This pattern is a schedule composed of sensor actions, here with three types of actions:
acquisition A, reception R, transmission T. Based on their roles, only certain actions are pertinent to
sensor devices: acquire a measure and store it in a memory buffer, transmit all buffered measures one
hop towards the sink (and empty the buffer), receive measures from a lower-layer device and store it in
a memory buffer. Sensor devices can configure themselves with a Schedule Time Pattern, and then
execute periodically the scheduled actions.



Chapter 5

Prototype Implementation

In this chapter we present the prototype that we developed based on a declarative monitoring architecture
for pervasive environments. The general architecture is presented in Chapter 3. In order to validate our
approach explained in Chapter 4 and conduct experiments, we deigned and implemented this prototype.

Our prototype enables users to interact with a pervasive environment through the Pervasive
Environment Management System (PEMS) without worrying about low-level technical considerations
like programming languages or network protocols. PEMS manages a relational pervasive environment, with
its dynamic data sources and set of services, and can execute continuous queries over this environment.
Our prototype can also communicate with sensor devices in a WSN, in particular with a WSN simulator.

5.1 Platform

Our prototype has three main components: continuous query engine, wireless sensor network simulator
and 3SoSM Gateway. A continuous query engine stands for the execution of queries over the relational
pervasive environment, i.e. one-shot and continuous queries over data, streams and services, and service
discovery queries. A wireless sensor network simulator refers to an environment on which protocols,
schemes, models can be evaluated in a very large scale. Running real experiments on a testbed with
physical devices is costly and difficult. Besides, repeatability is largely compromised since many factors
affect the experimental results at the same time. It is hard to isolate a single aspect [194]. Including a WSN
simulator in our prototype allow users to isolate different factors by tuning configurable parameters. Finally,
to complete the overall architecture, the 3SoSM Gateway is responsible for managing the interactions and
bidirectional communication between the PEMS and the simulated WSN.

5.1.1 Continuous Query Engine

In this study, we use Service-oriented Continuous Query (SoCQ) Engine [68] as a continuous query engine.
Benefits of the SoCQ framework as a pervasive environment management system was already introduced
in Section 3.2. It takes a data-oriented perspective on the pervasive environment: it provides a unified
view and access to the various and heterogeneous resources available in the environment. Pervasive
applications can then be created in a declarative way using service-oriented continuous queries over such
an environment.

Within the SoCQ framework, XD-Relations (eXtended Dynamic Relations) represents standard
relations, that may be updated, or data streams, that continuously produce data. The definition of
XD-Relations can also include virtual attributes and binding patterns that together enable queries to
interact with distributed services: service discovery, method invocation, stream subscription. Queries
may be one-shot queries (like standard SQL queries) or continuous queries (with a dynamic result, like
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a stream). Furthermore, invocation of service methods and a subscription to service streams can be
parametrized.

SoCQ Engine is a service-oriented continuous query engine implemented in Java. A Data Description
Language (DDL) allows to define XD-Relations, and a SQL-like query language allows to specify
one-shot and continuous queries over XD-Relations [69]. A user interface controls the query engine:
users can visualize XD-Relations and their content, and launch one-shot/continuous queries.

We illustrate SoCQ in the context of Smart Building. Figure 5.1a shows an example of a discovery
query (creating a new XD-Relation) to explore temperature sensor devices in the environment. The result
of the given discovery query is presented in Figure 5.1b where the discovery query searches for sensor
services that provide a location, a method to get the current temperature, and a continuous stream of
temperature measures. The resulting XD-Relation TemperatureServices has one ServiceID attribute, a
location attribute, and a virtual attribute for temperature (displayed as ’*’ in the table).

Figure 5.2a introduces a parameterized continuous query to subscribe to temperature services from
all temperature service providers. The result of the query is given in Figure 5.2b. While executing, this
continuous query subscribes to the temperature stream of every discovered service with given query
parameters to build a resulting data stream. If new services are discovered and/or some services become
unavailable, the continuous query automatically adapts the corresponding stream subscriptions.

Figure 5.3a introduces another parameterized continuous query. The given query requests temperature
service from a specific location. Here, the query defines a location constraint (WHERE Location=501.342).
The query engine checks the location attribute of the services and filters the relevant sensor devices that
are located at the given location. The result of the query is presented in Figure 5.3b. The query engine
establishes subscriptions to the temperature services of the relevant sensor devices that are located in the
given location and starts streaming measures from these sensor devices according to given parameters.

5.1.2 WSN Simulator

5.1.2.1 WSN Simulation Environment

Simulator tools allow researchers to verify new ideas and compare the proposed solutions in a virtual
environment helping to avoid unnecessary, time-consuming or expensive hardware implementations. In a
simulation, all of the influencing factors and also the algorithms that are to be investigated are modeled and
examined in an artificial software environment with a high degree of abstraction. This allows repeatability,
tight control, large scale and cost effective tests, possibly with heterogeneous operating systems and
programming languages [194].

Since it provides a higher level of abstraction, a simulator is a good choice at the earlier phase of
design and development. It involves lower cost, e.g. it can simulate a network with thousands of nodes.
Simulations always require certain assumptions about the real world. These may turn out to be wrong
or too coarse to capture all aspects that influence the performance of algorithms and protocols. Some
important characteristics such as radio propagation or energy consumption, are inherently hard to model
accurately in simulators [83].

In smart buildings, real physical wireless sensor devices are deployed for controlling and monitoring
issues. In this research domain, even though a real testbed is extremely valuable for researchers to verify
their approaches, testbeds may not be available for certain sensor network applications. Furthermore,
testbeds are limited in scope and more importantly are not feasible in many cases due to cost, time and
inaccessible terrain challenges [78]. Besides, real world parameters are often out of the experimenter’s
hands. This makes it difficult to repeat experiments and to fully understand and correctly interpret
outcomes. Deploying testbeds supposes a huge effort and still, sensor devices can fail at any time due to
hardware, software, or communication reasons.

As a trade-off solution, even if only a coarse energy consumption evaluation can thus be expected due
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(a) SoCQ Discovery Query to explore temperature service providers.

(b) SoCQ GUI Result of the Discovery Query showing discovered
temperature sensor devices.

Fig. 5.1 Example 1 of SoCQ Query and Result.



76 Prototype Implementation

(a) SoCQ Parameterized Continuous Query to start stream temperature
service.

(b) SoCQ GUI Result of the Parameterized Continuous Query showing
stream temperature service.

Fig. 5.2 Example 2 of SoCQ Parameterized Continuous Query and Result.
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(a) SoCQ Parameterized Continuous Query to start stream temperature
service from a specific location.

(b) SoCQ GUI Result of the Parameterized Continuous Query showing
stream temperature service from given location as a constraint.

Fig. 5.3 Example 3 of SoCQ Parameterized Continuous Query and Result.
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Fig. 5.4 Modular Architecture of a WSNet Node.

Fig. 5.5 I/O of WSNet Simulator.

to the lack of realistic low-level models, the simulation based approach is widely accepted and commonly
used in the analysis of WSNs [97, 170].

5.1.2.2 Modified WSNet

In this work, WSN simulator WSNet [53] is chosen. WSNet is a modular event-driven simulator targeted to
WSN written in C. Its major features are the scalability, extensibility and modularity for the integration of
new protocols/hardware models and a precise radio medium simulation. The simulated nodes are built as
an arbitrary assembly of blocks which represent either a hardware component, a software component or
a behavior/resource of the node, such as Mobility, Energy source, Application, Routing protocols, Mac
protocols, Radio interface, Antenna. . .

Figure 5.4 describes a node architecture that can be created in WSNet. There are already various
modules that can be used for each part: support for complex nodes architecture (MIMO systems,
multiple radio/antenna interface support), support for energy consumption simulation, support for various
propagation models, support for propagation delays, etc. Modules are attached on run time and a
configuration file is used to control the WSNet. I/O of the simulator is given in Figure 5.5.
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Fig. 5.6 Scheduling Events in Different Time Domains.

The simulated nodes (sensor devices), implemented in C, are built as an assembly of generic blocks
taken from the WSNet library (e.g., hardware module, radio modules and protocols) and/or specific blocks
developed for a particular experiment (e.g., specific application simulating a temperature sensor). A
Simulation Configuration file (an XML file) defines the models and the protocols that are used in the
wireless sensor network simulation, and the simulated environment properties such as simulation duration,
the dimension of the area, the number of sensors, the position of each sensor (3-axis), attributes of each
sensor device etc. At the beginning of each simulation, the simulator parses this configuration file as an
input in order to execute the chosen models and protocol.

WSNet is a discrete event simulator (DES). DES models the operation of a system as a discrete
sequence of events in time. Each event occurs at a particular instant in time and marks a change of
state in the system. Between consecutive events, no change in the system is assumed to occur, thus the
simulation can directly jump in time from one event to the next. This is the key factor of being fast for the
simulations.

However, in our settings the Pervasive Environment Management System (PEMS) works on
real-time. For instance, a user may request sensor packets for the last 5 min: 5 min for the query engine is
on the world clock timing, however, in 5 min, a WSN simulation may generate millions of sensor packets
which is not realistic. That’s the major drawback of using a WSN simulator with an external tool which
works on real-time. To avoid time scheduling difference, we modified the time scheduler of WSNet
simulator: we introduced a time factor (speed factor on time) k to run experiments in real-time or k-times
faster (×10, ×20. . . ) [136–138].

Figure 5.6 presents the influence of the chosen time domain on the execution process. Suppose that
there are four events to execute: {E1,E2,E3,E4}. The time to execute these events are set on the world
clock timing: {tE1, tE2, tE3, tE4}. In a simulation environment, with a basic DES based simulator, these
events are executed consecutively without spending time as shown in the figure (on the discrete event
simulation timing scale): the simulator does not wait for the next event time and directly jumps at the next
event execution time. With the modification of the scheduler system (adding a speed factor on time k), we
make it work on real-time (k=1) or accelerate the timing (e.g., k=2 as shown on the figure).
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5.1.3 3SoSM Gateway

In the 3SoSM architecture (cf. Figure 4.1 in Chapter 4), the Gateway is a technical bridge between two
environments: it manages interactions and bidirectional communication between the PEMS and the WSN.
We implemented the 3SoSM principles in a 3SoSM Gateway. It is implemented in Java and interacts with
the SoCQ Engine and WSNet. 3SoSM Gateway has two primary modules and two secondary modules:

• Service Manager is a module that manages sensor network devices and provided services. For
every sensor discovered by a Sensor Discovery process, a sensor service should be registered
to the system in order to be operated. When an application requests services from the system,
the Service Manager module is checked and presents existing services. Subscriptions to sensor
devices (services) are also initated in this module by interacting directly with SoCQ Engine. However,
management of these subscriptions is handled in the module called Subscription Manager.

• Subscription Manager is a crucial module where we implement the optimization process of our
3SoSM approach. From our perspective, we consider each sensor data stream as a subscription to
a service and this service is provided by a wireless sensor device. This module is responsible for
the real-time analysis of application requirements and generates a SCO-PATTERN for each sensor
device according to the set of parametrized subscriptions for that device.

• Communication Interface is responsible for bidirectional communication between the Gateway
and the WSN environment, through the base station of WSN (called sink device, that aggregates sensor
data). Thus, all sensor measurements pass to 3SoSM Gateway through this interface.

• Sensor Discovery is a module that is responsible for searching available wireless sensor devices
(service providers) in WSN environment. Discovered sensor devices are presented to the system with
their attributes and measure types. In the case of using a WSN simulator instead of real physical
wireless sensor devices, this module checks topology and sensor configuration files of the WSN
simulator and fetches relevant information about virtual simulated sensors.

With an integrated prototype, we can execute multiple SoCQ queries that dynamically subscribe to
streams provided by WSNet nodes. The Gateway transparently optimizes the subscriptions and configures
the WSNet nodes with SCO-PATTERNs.

5.2 Experimental Environment

During the experimental phase of our study, we simulate a real testbed: Project SoCQ4Home [66, 160], in
which continuous query engine SoCQ is in use. This project tackles the general issue of the reduction of
energy consumption for buildings. Through instrumentation with numerous and various sensors, such
instrumented buildings can provide a lot of information about themselves while being occupied: effective
usage of rooms, thermal behavior during days and nights, etc. Instrumented buildings can also provide
additional services to their users, then become smart buildings. Figure 5.7 illustrates the SoCQ4Home
project and presents the 3D projection of the testbed. The SoCQ4Home project focuses on the monitoring
of instrumented buildings with four axes:

1. Middleware platform for easy deployment of sensors and sensor networks in buildings

2. Homogeneous modeling of monitoring systems to support efficient storage of heterogeneous sensor
data
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Fig. 5.7 SoCQ4Home DashBoard and 3D projection of sensor devices [160].

3. Declarative query language to support multidimensional data analysis and information discovery
for monitoring applications

4. Declarative query language to support real-time interactions between devices and users for smart
building applications

The simulations are performed on the modified WSNet simulator. The computer used for the
experiments is equipped with a processor Intel 3.40GHz (6 cores) and 6GB of RAM. It runs a 64bit
Linux-based operating system: Ubuntu 16.04.2 LTS.

5.3 Experimental Setup

We simulate one part of the topology of our physical platform SoCQ4Home deployed in our LIRIS
laboratory [65, 66]: 70 simulated sensor devices are located at specific positions over a floor of the
building (10m × 60m × 4m). The network topology is illustrated in Figure 5.8. The deployed sensor
devices have fixed positions during the simulation and we consider that they have enough energy until the
end of the simulation.

We adopt the most known pervasive environment communication protocol in WSN: Zigbee IEEE
802.15.4 [173, 198], simulated with a UDG propagation model1, 35m transmission range, modulated by
BPSK 2 and basic radio module states for devices. For the routing model, the neighbor list for each device
is predefined.

1Wireless ad hoc and sensor networks are most often modeled by Unit Disk Graphs [23], abbreviated by UDGs, a geometric
graph G = (V,E) in which the vertex set V is a set of n points in Rd , where d is the dimension, and the edge set E consists of m

pairs from V . Let dist(u,v) be the Euclidean distance between the nodes u and v: dist(u,v) =
√

(uxvx)2 +(uyvy)2 +(uzvz)2.
Two nodes u and v are considered adjacent if the Euclidean distance between them is less than or equal to 1 unit [3].

2Binary Phase-Shift Keying (BPSK) is a digital modulation scheme that conveys data by changing (modulating) the phase of
a reference signal (the carrier wave). BPSK modulator is the basic component for generating advanced modulation formats such
as polarization-division-multiplexed quadrature phase-shift keying. The modulation is impressed by varying the sine and cosine
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Fig. 5.8 2D Network Topology for WSNet Simulation.

Each sensor device, after sending a data packet, goes into listen state and listens to the channel in
case there is a device trying to communicate with it (either a sensor device trying to reach the Sink device
or 3SoSM Gateway sending a configuration packet). For the radio model, we adopt basic states Idle,
RX, TX, Sleep which stand for respectively idle state, packet reception or channel listening state, packet
transmission state and the sleep mode [139, 140].

During the simulation, energy consumption of each sensor device is analyzed. Calculation of energy
consumption is formalized in Equation 5.1 where E , Vdrain, Ii and ∆ti stand for respectively energy
consumption of sensor device component (CPU and radio), drain voltage, current of state i and time
passed in state i. Numerical application of energy consumption is based on hardware datasheets of
micro-controller and radio transmitter [47].

Table 5.1 summarizes the simulation setups.

Esensor = ECPU +Eradio

ECPU = Vdrain × Iactive ×∆tactive

Eradio = EIdle +ET X +ERX +ESleep

Eradio = Vdrain × IIdle ×∆tidle +Vdrain × IT X ×∆tT X

+Vdrain × IRX ×∆tRX ++Vdrain × Isleep ×∆tsleep

(5.1)

inputs at a precise time. BPSK modulation is the most robust of all the PSKs: it takes the higher level of noise or distortion
to make the demodulator reach an incorrect decision. The BPSK modulation is a technique widely used in various wireless
standards such as CDMA, WiMAX (16d, 16e), WLAN 11a, 11b, 11g, 11n, Satellite, DVB, Cable modem etc [17, 100].
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Table 5.1 Summary of the Simulation Parameters.

Parameter Value
Number of sensor devices 69 sensor devices + 1 sink device
Area size 10m x 60m x 4m
Propagation model Unit Disk Graph
Transmission range 35m
Topology (x,y,z) coordinates given for each device
Modulation model bpsk
Antenna model omnidirectional
Radio model 802_15_4_902_bpsk (Zigbee model) [188]
MAC model 802_15_4_902_bpsk_u_csma_ca [11]
Routing model Predefined static neighbor list

5.4 Conclusion

In this chapter, we have presented the prototype to perform experiments. Our prototype respects the the
declarative monitoring architecture for pervasive environments. Based on this architecture, we build our
prototype with three main components:

1. a continuous query engine to manage the PEMS: We use Service-oriented Continuous Query
SoCQ Engine [68]. It is implemented in Java and provides a unified view and access to the various
and heterogeneous resources available in the environment.

2. a wireless sensor network simulator: We use a modified WSNet simulator [53]. It is a modular
event-driven simulator targeted to WSN written in C. It allows users to define/develop models,
protocols, and to choose the simulated environment properties such as simulation duration, the
dimension of the area, the number of sensors, the position of each sensor (3-axis), attributes of each
sensor device etc.

3. a gateway: It is is a technical bridge between two environments: it manages interactions and
bidirectional communication between the PEMS and the WSN. We implemented the 3SoSM principles
in a 3SoSM Gateway. It is implemented in Java and interacts with the SoCQ Engine and WSNet.

Besides, the experimental environment is presented: we inspired ourselves from the topology use
in Project SoCQ4Home [66, 160]. The experimental setup is also defined: chosen models and protocols
for the WSN environment are presented, and the technical characteristics of the computer used to run the
simulations are given.





Chapter 6

Experiments

In this chapter, we present our experiments with test scenarios and we introduce the results obtained by
these experiments. The experimental environment has already been described in the previous chapter.
To validate our approach and implementation of 3SoSM, we create various test scenarios targeting smart
building applications. We compare with 2 types of architecture:

1. Architecture with basic duty cycle WSN devices, requiring a static configuration

2. Architecture implementing the 3SoSM approach where WSN devices can be dynamically configured
with SCO-PATTERN generated by the 3SoSM Gateway.

We first describe our 4 test scenarios in the context of smart buildings. Then, we present the
applications for our test scenarios and the application requirements (parameters defined in the application).
We evaluate the Device-Centered 3SoSM approach with the first 2 scenarios: we describe the application
requirements, and present the results of the experimentations. We then evaluate the Network-Aware
3SoSM approach with 4 scenarios: we again describe the application requirements and present the results
of the experimentations. Each scenario is performed during one day, and we focus on the consumed and
remaining energy on the WSN devices.

6.1 Test Scenarios

To observe the performance of our approach (Device-Centered 3SoSM and Network-Aware 3SoSM)
and to evaluate it, we design diverse test scenarios. The test scenarios are related to basic smart building
features such as temperature, occupancy, luminosity, CO2 emission etc. Scenario 1 and 2 are related to
the monitoring of temperature in rooms. Scenario 3 focuses on CO2 emission in rooms, and Scenario 4 on
light level.

During the experiments, we use the prototype that we presented in Chapter 5. 70 simulated sensor
devices are located at specific positions over a virtual floor of the building (10m × 60m × 4m) and form
the network topology illustrated in Figure 5.8. Each scenario is performed during one day (1440 minutes)
on WSNet simulator with constant α = 5 as a time factor (cf. Section 5.1.2.2).

6.1.1 Scenario 1: Comfort Temperature

It is well known that one of the objectives of smart buildings is to provide high-level comfort to customers.
For indoor temperature control systems, users define their personal comfort zone by setting the parameters
of minimum temperature and maximum temperature [Tmin, Tmax] [180]. This comfort zone can be either
generated by a combination of existing control system or by the variations of outdoor. In this scenario, we



86 Experiments

adopt adaptive comfort temperature models that are included in Chartered Institute of Building Engineers
(CIBSE) (2006) guidelines and European Committee for Standardization (CEN) standard EN 15251.
Proposed comfort temperature is:

17.8 + 0.33 × To < Tc < 22.6 + 0.09 × To

where Tc = C + κ× To (CIBSE 2007 and CEN Standard EN 15252-2007). To and Tc stand for
respectively outdoor temperature (°C) and indoor comfort temperature (°C), C and κ are constants.
Temperature data is generated on the sensor side by the simulated wireless sensor devices.

In this scenario, the objective is to manage multiple application requirements that request the same
service (temperature service) from the system with different subscription requests. During the execution
process, there are two applications: one application requests the temperature of each room with some
parameters (acquisition frequency and transmission frequency), the other one focuses on the rooms that
are not in the comfort range and requests temperature of such rooms with different parameters.

6.1.2 Scenario 2: Room Occupancy

One of the key features of a smart building environment is the occupancy information. Knowing whether
or not someone is in a room, or even in the house at all is vital. Accurate occupancy information in
buildings can enable several useful applications. The most known sensor device for occupancy is the
PIR (Passive infra-red sensor) motion sensor with 360 degree viewing angle lens for maximum efficiency
in different room settings. PIR sensors allow you to sense motion, and almost always detect whether
a human has moved in or out of the sensors range. PIRs are basically made of a pyroelectric sensor
which can detect levels of infra-red radiation. Everything emits some low level radiation, and the hotter
something is, the more radiation is emitted [116].

Even though the basic component for the occupancy detection is the motion sensor device, they have
many disadvantages: When someone is sitting still for a while no motion is ever reported and it ends up
with the lights turning off in the room. This results in having to wave arms in the air to make the motion
detector reacts. Thus, a motion sensor is commonly associated with other sensors such as door status,
light status, CO2 emission etc to be more accurate [33, 130].

In this scenario, the objective is still to manage multiple application requirements but this time, these
applications may benefit from multi-modality of the sensor devices and request services (e.g. temperature
and presence services) with different subscription requests. During the execution process, there are two
applications: one application requests the temperature of each room with some parameters, the other one
focuses on the occupied rooms and requests temperature of occupied rooms more frequently. In fact,
this application needs occupancy information as well and it extracts occupancy information from motion
detection sensor devices.

6.1.3 Scenario 3: CO2 Emission in a Room

As introduced previously, occupancy information is not only provided by the motion sensors. Non-terminal
based detection systems such as carbon-dioxide (CO2) sensors can also provide occupancy information.
Humans naturally exhale CO2 on a constant basis making it present in varying amount in spaces. Each
activity, as depicted in Figure 6.1, results in a different body metabolic rate and CO2. CO2 sensors measure
the concentration of gases in a space in parts-per-million (PPM). The measurement of the amount of CO2
in a space can be used in many other services as well [13, 123]. It is well adopted especially by the HVAC
systems to provide information on the indoor air quality [62].
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Fig. 6.1 CO2 Production and Metabolic Activity [43].

The number of occupants in the space was also estimated from the measured space CO2 using the
steady state relation provided in [182]:

No.Occupants =
SA . (N −Ci))

G . 106 (6.1)

where N is the space CO2 concentration at the present time step measured in ppm, SA is the supply
airflow rate, Ci is the CO2 concentration in the supply air measured in ppm, G is the CO2 generation
rate per person measure in cfm [90]. An example of CO2 concentration measurements and estimation of
number of occupants based on the CO2 are illustrated respectively in Figure 6.2a and Figure 6.2b.

(a) Space CO2 Concentration Measurement. [90]. (b) CO2 Estimated Number of Room Occupants. [90].

Fig. 6.2 Example of Estimating Number of Room Occupants based on CO2 Concentration.

This scenario as the previous one requires temperature and presence information, however, as a distinct
from the Scenario 2, here occupancy information is expected to be provided by CO2 sensors. Thus, during
the execution process, there are two applications: one application requests the temperature of each room
with some parameters, the other one focuses on the occupied rooms and requests temperature of occupied
rooms more frequently. In fact, this application needs occupancy information as well and it requires CO2
emission measures from CO2 sensor devices.
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Fig. 6.3 Recommended Luminosity Levels for Different Tasks [117].

6.1.4 Scenario 4: Luminosity of a Room

Lighting service is an essential provision for any workplace especially for offices. It is preferable to
provide a correct luminosity over the entire workplace by combining both natural and artificial lighting.
Localised lighting services may be required in certain cases to cut costs and improve luminosity. Right
lighting service helps us to see and to recognise the objects around us and also the hazards. It can also
reduce visual strain and discomfort [95, 117].

On the other hand, poor or insufficient luminosity level may affect occupants’ performance and health
as poor visibility increases the chances of errors being made. Poor lighting can cause several problems
such as:

• Insufficient light - not enough (too little) light for the need.

• Glare - too much light for the need.

• Improper contrast.

• Poorly distributed light.

• Flicker.

Nowadays, approximately 80% of the information is processed visually. This important portion leads
to the fact that the luminosity level of the environment has an extremly significant impact on the adequate
processing of information [44, 110]. Figure 6.3 presents the recommended luminosity levels for different
daily activities realized in different rooms.

In this scenario, the objective is to fulfill the application requirements that both request luminosity
information from the relevant sensor devices with different parameters. In fact, this scenario does not
require the multi-modality of the sensor devices, as applications request only luminosity services.

6.2 Experiments with Device-Centered 3SoSM Approach

In this section, we present the experiments in which we applied our Device-Centered 3SoSM approach.
We defined application requirements and implemented applications as a set of service-oriented continuous
queries for the SoCQ Engine. We conducted experiments on Scenario 1 and 2. Results in terms of energy
consumption are presented and discussed.



6.2 Experiments with Device-Centered 3SoSM Approach 89

6.2.1 Scenario 1: Comfort Temperature

For the first scenario, we assume that there are two applications:

• Application 1: App 1 requests temperature service from the system. It asks to monitor the
temperature degree of each room of the building with an acquisition periodicity of 10 sec and a
transmission periodicity of 60 sec: (pacq=10, ptx=60).

• Application 2: App 2 has the same requirements as the as App1 (temperature service, with pacq=10,
ptx=60) but it also requests to track more frequently temperature degree for rooms that are out of
comfort temperature interval with parameters (pacq=1, ptx=5).

As shown from the description of the applications, Application 2 requests the same service as the
Application 1. Unlike Application 1, Application 2 also asks to focus on rooms that are out of comfort
temperature interval and it requests the track the temperature degree of these rooms (if any) more frequently
than the others.

Here the key point is the dynamicity of the building environment. A temperature of a room may
always be in the comfort temperature interval. In this case, the condition defined by the Application 2
may never be valid and Application 2 tracks the temperature degree of each room as Application 1 does
(since they have the same parameters). To fulfill the given condition of Application 2, the system manages
a dynamic list of the rooms that are out of the comfort temperature interval.

Before the subscription to the relevant services, a SoCQ query is executed in order to discover sensor
devices that have temperature services. Once relevant services are determined and listed, subscription
request to services is sent to PEMS for sensor data streaming. Our Device-Centered 3SoSM optimization
process is executed on the 3SoSM Gateway. SCO-PATTERNs are generated for the relevant sensors and
are sent to launch the sensor data streams. Once the first application starts being executed, the second
application is launched. Second application requests more frequently temperature of rooms which
temperature is not in comfort temperature interval.

Table 6.1 SoCQ Query to Discover Temperature Sensors

CREATE RELATION TemperatureServices (
ServiceID SERVICE,
Location STRING,

Temperature NUMBER VIRTUAL,
Periodicity INTEGER VIRTUAL,

Latency INTEGER VIRTUAL
) USING (

getTemperature[ServiceID]():(Temperature),
temperature[ServiceID](Periodicity, Latency):(Temperature) STREAMING

) AS
DISCOVER SERVICES PROVIDING

PROPERTY Location STRING,
METHOD getTemperature ( ) : ( NUMBER ),

STREAM temperature (INTEGER, INTEGER ) : ( NUMBER )

ServiceID Location Temperature Periodicity Latency
sensor:01 501.337 * * *
sensor:03 501.340 * * *
sensor:17 502.321 * * *
sensor:04 501.301 * * *
sensor:28 501.303 * * *
sensor:60 502.305 * * *
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Table 6.2 Parametrized Subscription Queries for Scenario 1.

/* Q1: Parametrized subscription query of Application 1 and Application 2 */
CREATE STREAM Temperatures (

ServiceID SERVICE,
Location STRING,
Temperature REAL,

Periodicity INTEGER VIRTUAL,
Latency INTEGER VIRTUAL

) AS
SELECT ServiceID, Location, Temperature

STREAMING UPON insertion
FROM TemperatureServices

WITH Periodicity := 10, Latency := 60
USING temperature[1];

/* Q2: Additional parametrized subscription query of Application 2 */
CREATE STREAM OutofComfortRoomsTemperatures (

ServiceID SERVICE,
Location STRING,
Temperature REAL,

Periodicity INTEGER VIRTUAL,
Latency INTEGER VIRTUAL

) AS
SELECT ServiceID, ReachToComfort.Location, Temperature

STREAMING UPON insertion
FROM ReachToComfort, TemperatureServices

WITH Periodicity := 1, Latency := 5
WHERE ReachToComfort.Location = TemperatureServices.Location

USING temperature[1];

Table 6.1 presents the discovery query to find temperature sensors in the environment and Table 6.2
presents the parametrized SQL-Like queries (Q1 and Q2) for launching sensor data streams with relevant
parameters. As a result, both applications receive the temperature data flow from each room with given
parameters. In addition to this, Application 2 also receives the data flow from rooms in which temperature
degree is out of comfort interval. If the room temperature is always in the comfort temperature interval,
Application 2 can not get the additional data flow. This functionality shows the context-awareness and the
dynamicity features of our approach 3SoSM.

As shown in the given queries, for all temperature sensor devices, both applications requests data
acquisition each 10 seconds with a maximum data transmission latency of 60 seconds. Then, the second
application requests the same subscriptions with the same parameters, and also requests subscriptions
with different parameters (data acquisition each 5 seconds, with a maximum data transmission latency
of 5 seconds) to sensors that are in a room which temperature is not in comfort interval. Since data
transmission is the most expensive action in sensor side (in terms of energy consumption), we expect
higher energy consumption for sensor devices that are in rooms where temperature is not in comfort
temperature interval.

In this scenario, we consider the worst case for duty cycle: the acquisition periodicity is set to 1
sec and the transmission periodicity is set to 5 sec. Figure 6.4 shows the evolution of remaining energy
of single wireless temperature sensor device with using most common duty cycle method and with our
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Fig. 6.4 Temperature of a Room and Evolution of Remaining Energy of a Sensor Device during 24 h
(Applying Device-Centered 3SoSM - Scenario 1).

3SoSM approach. These graphs focus on a single sensor device that measures temperature and presents
the slots where the additional requests of Application 2 is launched or dismissed. Upper graph presents
outdoor, indoor temperatures and also dynamic comfort temperature intervals (dashed curves) based on the
comfort temperature model (given in the scenario description). Thus, regions where indoor temperature is
outside of comfort temperature interval are clearly visible. Lower graph shows the decrease of energy
budget and lifetime of that sensor device that is located in that room. Energy consumption increases while
room temperature is outside of comfort temperature interval. According to the temperature measures,
while t∈[300;420], t∈[540;660], t∈[780;900], t∈[1080;1140] and t∈[1260;1320], indoor temperature is
outside of comfort temperature boundaries: special condition of Application 2 is then valid, thus, data
transmission frequency is increased according to application requirement.

Results show that the energy consumption of that sensor device is higher with duty cycle than with
dynamic re-configuration: as a consequence, the sensor device dies earlier. With a static configuration, it
nearly dies at the end of the day, whereas it still has energy with dynamic re-configuration. The initial
energy level of a sensor device is here set on purpose to emphasize the lifetime difference between both
cases. Based on the given scenario parameters, we achieve to reduce additional communication cost:
For instance, while the temperature is inside the given comfort range, without our approach, a single
temperature sensor sends 720 data packets to the base station during one hour (transmission periodicity is
5 sec, 12 transmissions per minute). With the 3SoSM Gateway, a number of the transmitted packets is only
60 (transmission periodicity is 60 sec, 1 transmission per minute) for the same time period.

Our approach can increase the lifetime of a sensor device. Let’s consider a basic 9V alkaline battery
(≃ 18.8kJ) connected to our sensor device. With given parameters, the sensor can survive only 59.5
days with a static configuration, however, its lifetime can be extended up to 109.1 days with dynamic
re-configuration. Here, 3SoSM lengthens sensor lifetime by ≃ 83%. Obviously, service lifespan and the
energy savings depend on the application requirements and context (here, actual temperature).
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Table 6.3 SQL-Like Queries for Scenario 2.

CREATE RELATION OccupiedRooms (
Location STRING

)
AS

SELECT Location
FROM Occupancy [30]

WHERE Occupancy = TRUE
GROUP BY Location

;

CREATE STREAM OccupiedRoomsTemperatures (
ServiceID SERVICE,
Location STRING,
Temperature REAL,
Periodicity INTEGER VIRTUAL,
Latency INTEGER VIRTUAL
)
AS
SELECT ServiceID, TemperatureServices.Location,
Temperature
STREAMING UPON insertion
FROM OccupiedRooms, TemperatureServices
WITH Periodicity := 1, Latency := 4

WHERE OccupiedRooms.Location =
TemperatureServices.Location
USING temperature[1]
;

6.2.2 Scenario 2: Room Occupancy

For the second scenario, we suppose that there exist two applications:

• Application 1: App 1 requests temperature service from the system. It asks to monitor the
temperature degree of each room of the building with an acquisition periodicty of 15 sec and a
transmission periodicity 60 sec: (pacq=15, ptx=60).

• Application 2: App 2 has the same requirements as the as App1 (temperature service, with
pacq=15,ptx=60) but it also requests to track more frequently temperature degree for occupied
rooms with parameters (pacq=1, ptx=4).

Here, we observe that Application 1 requests the temperature service from the monitoring system
with given application requirements. Application 2 also requests temperature service from the monitoring
system, but with a special constraint. It intends to track the temperature of occupied rooms more frequently
than the other rooms. To support this application, occupancy and temperature services are needed.

For the duty cycle approach, we adopt a static configuration. In this case, the system uses the worst
case situation: occupation may always be true for every location during the simulation. Based on this
constraint, the system adopts these configurations at the beginning: pacq=1, ptx=4.

Relevant queries are given in Table 6.3. For detecting the occupied rooms, we use a time window
(line FROM Occupancy [30]) over the data stream that stands for the computation only on data of the
last 30 seconds.

To respond to Application 1, a set of SoCQ queries is implemented: Firstly a discovery query to
discover sensor devices that may serve temperature service and to create a relation with these devices,
secondly a stream query to subscribe these devices with given application requirements. For Application
2, an additional set of SoCQ queries is implemented. Firstly, a discovery query to explore sensor devices
that may serve occupancy services. Then, a stream query for the subscription to the devices that provide
occupancy service. From the occupancy stream, we extract the location attribute of the occupied rooms.
Afterwards, we list the temperature sensor devices that are located in these rooms. Finally, for these
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devices, we implement a new stream query to subscribe to the temperature service with given application
requirements. Since these are continuous queries, once a room is not occupied any more or an unoccupied
room become occupied, lists are refreshed and new subscriptions or unsubcriptions are handled in real-time
by our 3SoSM approach. If the room is no longer occupied, App2 unsubscribes from these devices and if a
room becomes occupied, then App 2 subscribes to the sensor devices in that room.

Briefly, App 1 is launched in every condition and it receives temperature data from relevant devices.
However, at least one room should be occupied so that App 2 may receive temperature data more
frequently. Here, there are two subscriptions with different application requirements to the same set of
temperature sensor devices located in occupied rooms.

Figure 6.5 shows the occupancy of a room and the evolution of energy budget of a wireless sensor
device that is located in that room. Influence of using 3SoSM approach on energy consumption is presented
in this graph. In the upper graph, occupancy of a classroom is simulated. For periods t∈[480;590],
t∈[600;720], t∈[840;950] and t∈[960;1080], wireless sensor device indicates that the classroom is
occupied, thus according to the given applications, the second subscription request with high data
transmission frequency is launched. Lower graph presents the evolution of the remaining energy of the
sensor device. It presents that sensor device that adopts duty cycle method runs out of energy and stops
functioning at the end of the day whereas sensor device that uses dynamic reconfiguration lasts longer
than the other. During the simulation, we obtained 46.8% of energy saving.

To better compare our approach with the duty cycle method, we now assume that the room is always
occupied during the entire simulation. In theory, if a room is always occupied than the configuration of
the sensor devices in that room should be the same for both cases thus the energy consumption for both
cases should be nearly the same.
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Fig. 6.5 Occupancy of a Room and Evolution of Remaining Energy of a Sensor Device during 24 h
(Applying Device-Centered 3SoSM - Scenario 2).
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Fig. 6.6 Evolution of Remaining Energy of a Sensor Device during 24 h
(Applying Device-Centered 3SoSM - Scenario 2).

Figure 6.6 shows the remaining energy of the sensor devices for both cases. The graph proves that
sensor devices (one with duty cycle method, the other one with 3SoSM approach) consume approximately
the same amount of energy. For the given application parameters, both of the sensor devices die at the end
of the worst case scenario.

6.3 Experiments with Network-Aware 3SoSM Approach

In this section, we present the experiments in which we applied the Network-Aware 3SoSM approach.
Here, we consider the 4 scenario already described. In these experiments, we benefit from the new features
of our approach: latency information, and network topology. Latency information gives opportunity to
keep acquired and/or received sensor data in a buffer and to send them at a proper time slot if possible
instead of sending them immediately. In this case, sensor devices try to group the sensor data and to send
this set of data at one time. Besides, during these experiments, for each new subscription or unsubscription
a new topology is created and a role is assigned to each sensor device in the environment: Source, Relay
or Source-Relay (see Section 4.4.1).

6.3.1 Scenario 1: Comfort Temperature

In this scenario, there exist two applications:

1. Application 1: App 1 requests temperature service from the system. It asks to monitor the
temperature degree of each room of the building with an acquisition periodicity of 20 sec and a
latency of 60 sec: (pacq=20, λ=60).

2. Application 2: App 2 requests temperature service as well. It requests to monitor the temperature
degree of each room with parameters (pacq=20, λ=60). But it also requests to track more frequently
temperature degree of the rooms that are out of the comfort range (pacq=10, λ=20).

For the duty cycle approach, we adopt a static configuration with the following parameters for the
sensor device: (pacq=10, λ=20), corresponding to the worst case scenario (temperature may always be out
of comfort range). Figure 6.7 presents the status of the temperature. Like in the previous comfort range
scenario, we create a comfort temperature interval. If the temperature of the room is inside the range then
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it is represented as 0, if the temperature of the room is outside of the comfort temperature range then it is
represented as 1 in the figure.

Figure 6.8 presents the average energy consumption of the source-relay sensor devices. We illustrate
only the source-relay sensor devices since this type of sensors consumes more than the others due to their
workload and have a significant effect on the lifetime of the network.

Fig. 6.7 Status of the Temperature (0 for inside, 1 for outside the comfort temperature range)
(Applying Network-Aware 3SoSM - Scenario 1).

Fig. 6.8 Average energy consumption of source-relay sensor devices of the network
(Applying Network-Aware 3SoSM - Scenario 1).

With the given application requirements, the most energy consuming sensor type (source-relay sensor
device) burns 6,6% of its energy at the end of the day. However, with the Network-Aware 3SoSM
approach, the same sensor device consumes only 0,7% of its energy budget during the same period.

Here, with our Network-Aware 3SoSM approach, we try to avoid unnecessary data measurements
and to promote less expensive data transmission for sensor devices, Figure 6.9 illustrates the average
number of generated packets during the last 5 min by the running sensor devices in the environment. It
presents the big gap between two cases in terms of generated packets.
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Fig. 6.9 Number of Generated Packets during the last 5 min
(Applying Network-Aware 3SoSM - Scenario 1).

With the duty cycle method, that sensor has a lifetime 15 days. On the other side, with the
Network-Aware 3SoSM approach, its lifetime is extended to 146 days. These results, although they
may vary based on the given parameters, illustrate the benefits of the dynamic behavior for the sensor
devices and the interaction between the PEMS and the sensor devices.

6.3.2 Scenario 2: Room Occupancy

In this scenario, there exist two applications:

1. Application 1: App 1 requests temperature service from the system. It asks to monitor the
temperature degree of each room of the building with an acquisition periodicity of 15 sec and a
latency of 60 sec: (pacq=15, λ=60).

2. Application 2: App 2 requests temperature service as well. It requests to monitor the temperature
degree of each room with parameters (pacq=15, λ=60). But it also requests to track more frequently
temperature degree only for occupied rooms (pacq=1, λ=4).

Here, there are two subscriptions to the same set of temperature sensor devices located in occupied
rooms with different application requirements. For the duty cycle method, we adopt the static configuration:
(pacq=1, ptx=4), corresponding to the worst case scenario (rooms may always be occupied).

Firstly, the room is not occupied, hence the 3SoSM Gateway creates a schedule and configures the
relevant sensor devices according to that situation. Once the room is tagged as occupied by the received
occupancy data stream, the 3SoSM Gateway re-creates a schedule and re-configures the relevant sensor
devices. For each contextual change in the environment, the 3SoSM Gateway creates a new schedule and
configures the sensor device to adapt to the recent situation. Thus, adapting the system to the dynamic
context avoids sensor devices from unnecessary data acquisitions and transmissions. Hence, the economy
of energy can be achieved with this context-awareness.

Figure 6.10a indicates the occupancy information of a selected classroom of our testbed. Figure 6.10b
presents the average energy consumption of the source sensor devices. Figure 6.10c and 6.10d present
respectively average energy consumption of the relay and source-relay sensor devices. For Figures 6.10b,
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(b) Consumed energy of a source device (24h).
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(c) Consumed energy of a relay device (24h).
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(d) Consumed energy of a source-relay device (24h).

Fig. 6.10 Occupancy information and Energy consumption of different sensor types
with duty cycle method and with our approach 3SoSM

(Applying Network-Aware 3SoSM - Scenario 2).
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6.10c, 6.10d, the upper lines concern the energy consumption of devices that adopt duty cycle method and
the lower lines concern the energy consumption of devices that adopt 3SoSM approach. The area between
the two lines shows the economy of energy achieved by our 3SoSM approach.

For the comparison between the energy consumptions of different sensor types, we can remark that
source sensor consumes less energy than the other type of sensors. Since source sensor is responsible for
transmitting only its own data, hence it does not consume energy for receiving and transmitting another
sensor’s data. The relay sensor devices consume more energy than the source device. These relay devices
do not sample physical measures but have a role to forward other sensors’ data towards the sink device.
Relay sensors receive and transmit their neighbors’ data (from lower-layer). The most consuming sensor
type is the source-relay sensor devices. These sensors sample physical measures and transmit not only
their data but also transmit received data as well. Hence, source-relay sensor devices consume more
energy than the rest of the network devices. As a remark, the sink device is not considered in this energy
consumption calculation.

Evolution of the energy consumption for the WSN can be observed with heat maps as well. Figure 6.11
represents the heatmap of the network based on the energy level of the sensor devices at different time of
the simulation, with duty cycle method and with our Network-Aware 3SoSM approach. According to the
given topology (see Figure 5.8 in Chapter 5), Figure 6.11a and Figure 6.11b present the energy levels of
the sensor devices at t = 8h with the duty cycle method and our Network-Aware 3SoSM approach. In
the same way, Figure 6.11c and Figure 6.11d introduce the energy levels at t=16h. At the end of the day,
energy levels of the network with duty cycle method is given in Figure 6.11e. Here we observe the critical
zones (red zones) that signifies the sensor devices without energy. These are the zones where source-relay
sensor devices are mostly located. On the other hand, Figure 6.11f presents the energy level of the sensor
devices with 3SoSM approach at the end of the day. Due to the energy consumption for the duty cycle
approach of this scenario, source-relay sensor devices start running out of energy at the end of the day
(see Figure 6.11e). However, for the 3SoSM approach, for the same sensor devices, it takes around 8 days
to consume their total energy. Figure 6.11g and Figure 6.11h present the heatmap of the network at the
end of 8 days. Remark: Since the heatmap coloring algorithm [115] calculates the average remaining
energy of 3 nearest sensor devices (for this context) and the sink device has unlimited energy source, in
Figure 6.11g, the area where the sink device is located keeps being blue instead of red.

With the settings of this scenario, we observe that our approach 3SoSM enhances the lifetime of the
sensor devices significantly. For a source, relay and source-relay, with given application requirements,
3SoSM extends the lifetime of the sensor devices by respectively 7.8 times (source device), 6.8 times (relay
device) and 8.9 times (source-relay device).
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(a) Heat map of remaining energy at t=8h with duty cycle. (b) Heatmap of remaining energy at t=8h with 3SoSM.

(c) Heatmap of remaining energy at t=16h with duty cycle. (d) Heatmap of remaining energy at t=16h with 3SoSM.

(e) Heatmap of remaining energy at t=24h with duty cycle. (f) Heatmap of remaining energy at t=24h with 3SoSM.

(g) Heatmap of remaining energy at 8th day with duty cycle. (h) Heatmap of remaining energy at 8th day with 3SoSM.

Fig. 6.11 Heatmap of remaining energy with duty cycle and with 3SoSM
(Applying Network-Aware 3SoSM - Scenario 2).
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6.3.3 Scenario 3: CO2 Emission in a Room

As described in Section 6.1.3, an occupancy information can be detected/calculated by several methods:
infra-red sensors, motion detection sensors, door status sensors, CO2 emission. In the previous scenario,
we used the occupancy sensor device to detect the presence in a classroom. Now we collect data from the
CO2 sensor device to monitor occupancy.

In this scenario, there exist two applications:

1. Application 1: App 1 requests temperature service from the system. It asks to monitor the
temperature degree of each room of the building with an acquisition periodicity of 30 sec and a
latency of 120 sec: (pacq=30, λ=120).

2. Application 2: App 2 requests temperature service as well. It requests to monitor the temperature
degree of each room with parameters (pacq=30, λ=120). But it also requests to track more frequently
temperature degree of occupied rooms (pacq=15, λ=60). Here the occupancy information comes
from the CO2 emission sensor devices.
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Fig. 6.12 CO2 emission of a classroom environment during a day (24h)
(Applying Network-Aware 3SoSM - Scenario 3).
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Fig. 6.13 Occupancy of a room (24h)
(Applying Network-Aware 3SoSM - Scenario 3).

Figure 6.12 presents the CO2 level of a classroom during a day (24h). It is directly related to the
occupancy information illustrated in Figure 6.13. Based on these information, the additional request of
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Fig. 6.14 Average energy consumption of source-relay sensor devices of the network
(Applying Network-Aware 3SoSM - Scenario 3).

Application 2 is launched when the CO2 level passes the threshold value (1000 ppm [135]) that indicates
that the classroom is occupied.

Figure 6.14 presents the average energy consumption of source-relay sensor devices in the network.
Here, we present only the results of the most consuming sensor type. We have presented the results of
each sensor type in the network in the previous experiment, and it is explained that the source-relay sensor
devices are the most consuming devices in the network.

In this scenario with the given application requirements, the lifetime of the source-relay sensor devices
is calculated as 11 days with the static configuration model (pacq=15, ptx=60) adopted by duty cycle
method. On the other hand, with the dynamic behavior, lifetime is extended to 95 days.

6.3.4 Scenario 4: Luminosity of a Room

In this scenario, we analyse the luminosity (light level) of a classroom. Importance of the light level in an
environment and the minimum light required for different situations are presented in Section 6.1.4.

In this scenario, there exists two applications:

1. Application 1: App 1 requests the light level from the system. It asks to monitor the luminosity
of each room of the building with an acquisition periodicity of 30sec and a latency of 100sec:
(pacq=30, λ=100).

2. Application 2: App 2 requests the light level as well. It requests to monitor the luminosity of each
room with parameters (pacq=20, λ=80).

Here, we observe that the two applications request the same service from the same sensor set (sensors
that may measure luminosity of that room) with different acquisition periodicity and latency. Figure 6.15
presents the luminosity of a classroom in terms of lux. With the given application requirements, average
energy consumption of source-relay sensor devices is illustrated in Figure 6.16.
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Fig. 6.15 Luminosity of a classroom during a day (24h)
(Applying Network-Aware 3SoSM - Scenario 4).
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Fig. 6.16 Average energy consumption of source-relay sensor devices of the network
(Applying Network-Aware 3SoSM - Scenario 4).

In terms of lifetime, with the static configuration (pacq=20, ptx=80) adopted by duty cycle method,
lifetime of the system is calculated as 10 days. On the other hand, with our approach, lifetime of the
system is extended to 34 days.
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6.4 Conclusion

The performed experiments and their results show that by applying our approach to given application
requirements, we optimize the energy consumption and reduce the unnecessary communication cost.
Obtained results on energy saving and lifetime extension depend on the application requirements and
the context of the application (physical measures). With the current settings, the most unfavorable case
is the situation where every room is occupied during the entire simulation time (for the scenario 2 for
instance). Even in that case, Network-Aware 3SoSM achieves a concrete energy enhancement since the
regular duty cycle approach does not benefit from latency requirement which provides a tangible energy
saving by allowing grouped transmission of multiple acquired data.

Besides, the details of each performed scenarios with Network-Aware 3SoSM are summarized in
Table 6.4: application requirements are given and the average lifetime of source-relay sensor devices are
presented for each case, with and without our approach. Moreover a brief summary about the lifetime
extension for each scenario is illustrated in Figure 6.17.

With more populated topologies and with massive subscription requests, a discussion about the
optimization process appears: in which conditions our approach may fail to find the optimal slots on the
schedules (since a slot is reserved for a single device)? In these cases, granularity should be decreased to
have enough slots for the sensor devices.

Table 6.4 Summary of the Performed Experiments.

Scenarios
Application Parameters Lifetime (day)

Duty-cycle Application 1 Application 2 Duty
cycle

Network-
Aware
3SoSM

acquisition
periodicity

(sec)

transmission
periodicity

(sec)

acquisition
periodicity

(sec)

latency
(sec)

acquisition
periodicity

(sec)

latency
(sec)

#1 Comfort
Temperature

Range

10 20 20 60 10 20 9 90

#2 Temperature
of Occupied

Rooms

1 4 15 60 1 4 15 146

#3 Occupancy
based on CO2

15 60 30 120 15 60 11 95

#4 Luminosity
of Rooms

20 80 30 100 20 80 10 34
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Fig. 6.17 Average lifetime extensions of Source-Relay devices for each scenario.





Chapter 7

Conclusion and Discussion

7.1 Conclusion and Contributions

This thesis presents a novel approach for the energy enhancement of multi-application monitoring systems
for smart buildings. We focus on energy efficiency in wireless sensor networks, managing sensor data
streams and optimizing the real-time dynamic interactions between application continuous queries and
the physical environment. Our work highlights the existing studies in this field, clarifies the gap and
identifies new directions in how to manage multi-application context. This dissertation has investigated and
implemented a dynamic energy-aware sensor configuration in multi-application monitoring systems for
pervasive environments. As a target, we choose smart building applications that cover recent technologies
like Internet of Things (IoT), pervasive environments and ubiquitous computing.

In this thesis, we work on a pervasive environment equipped with hundreds of wireless sensor devices.
A pervasive environment such as smart buildings requires a multidisciplinary research. It covers not only
wireless sensor issues but also, sensor network processing tools, building management platforms and
technologies. If one facet of the smart building monitoring system is the wireless sensor devices, the other
facet is the management of the system and the data streams generated by the deployed equipment in the
environment.

Here, we deal with one of the major challenges of smart building technology: how to optimize/reduce
the energy consumption of monitoring architecture itself while managing sensor data streams to increase
the lifetime of the system. A detailed literature review presents that existing studies do not tackle the energy
consumption of the monitoring system itself but they propose approaches on the energy consumption of
the building. Even the most closest studies, they also commonly adopt static configurations for sensor
devices. Since application requirements are dynamic on the context, a dynamic sensor configuration is
absolutely required. Besides these approaches are mostly WSN-level techniques that do not tackle real-time
dynamic interactions between application continuous queries and the physical environment. However, in a
such multi-application context, wireless sensor devices are multi-modal and application requirements are
dynamic. Hence, we show up a gap between the computing environment and the physical environment,
that can be both managed by pervasive applications.

To address this gap and propose a clear solution for smart building management systems, we design
a sustainable multi-application monitoring system architecture for pervasive environments that collects
application requirements for sensor data streams and optimizes them into sensor configurations. We
propose energy-aware dynamic sensor device re-configuration (as a result of an optimization process) to
lower energy consumption while fulfilling real-time application requirements.

We also present a sustainable declarative monitoring architecture. We adopt Pervasive Environment
Management Systems (PEMS) principles to separate application development and optimization of
device interaction. As a solution, we present our approach Smart-Service Stream-oriented Sensor
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Management (3SoSM) that is based on a network schedule mechanism. It is a global schedule formed
by the sensor actions. We present a bottom-up process for the constraint propagation and propose an
optimization algorithm based on a cost model to find the optimal communication time slots. As an
outcome, optimized schedule forms sensor configuration-oriented pattern (SCO-PATTERN) for
each device.

We introduce our implementation 3SoSM Gateway that supports the optimization process for multiple
parameterized subscriptions to the same device to fulfill dynamic application requirements. Our approach
is validated by the experiments using the SoCQ Engine and a modified WSNet simulator. Moreover, our
approach gives opportunities to use real testbed data and simulation data which is not so common in
the pervasive environment research domain. Impacts of our approach on energy consumption and on
lifetime are presented and discussed. Smart building applications are our target application, however, this
approach can be applicable to other pervasive environments as well.

To position our approach in the literature among with the most known existing studies on smart
building applications, we recall Table 7.1. Now, we update the table and the last line of the table
is allocated for our 3SoSM approach. Compared to existing studies, our 3SoSM approach provides a
multi-application mechanism and allows dynamicity for user configurations and network-aware sensor
management while optimizing the sensor communication for enhancing energy consumption by real-time
sensor configuration.

7.2 Discussion and Perspectives

From our point of view, there are some points need to be discussed. Firstly the chosen network has a highly
important role in this work. Since our approach tries to create a valid Schedule Time Pattern for
each sensor device in the pervasive environment, the routing, the paths for each device to the sink device
are defined at the beginning of the execution and are rebuilt when a new subscription or unsubscription
occurs. In other words, the network topology illustrated in Figure 5.8 (See Section 5.3) presents all the
existing sensor devices in the environment. However, every sensor device in that network do not have
to engage for each application given by the user. Each sensor device has its own feature and ability to
measure physical quantities: temperature, humidity, CO2, luminosity, occupancy, light blind control and
door/window signal control. For instance an application that requires only the temperature measures will
trigger only the sensors that are capable of measuring temperature (trigger sensor device that can provide
temperature service). Based on the sensor device locations, other sensor devices can only be a relay device
if needed. Thus, during the execution of such application a new topology will be used.

Suppose that there is a new application that requests luminosity measures from the environment.
Hence, the 3SoSM re-executes and creates a new Schedule Time Pattern for the sensor devices. The
major change will occur on the topology side. Due to the requirements of the second application, sensor
devices that can provide luminosity service will involve into the network and a new topology is created.
The source devices may become a source-relay, relay devices may become a source-relay or a relay
device can go into the sleep mode since a new active path is found with the new application requirement.
Here, we observe a dynamic user preferences or a change in the context environment) and a dynamic
reconfigurability of the sensor devices that gives us opportunity to support multi-application monitoring
systems. Besides, there is also the dynamicity of the network, regeneration of the topology based on the
context. Since our target application is the smart buildings, smart buildings have a limited area to manage
and limited number of devices to deploy (generally base station in the middle of the area). Moreover,
the number of deployed sensor devices can not be huge and network problem can hardly be occurred.
With the experiments and case studies presented in Section 6, we perform different cases with different
applications (with different application requirements and measures). At the background of these cases,
topology of the network varies due to the physical measures.
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Table 7.1 Classification of Well-Known Smart Building Environment Systems through Pervasive
Environment Principles.
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Sharaf et al. [162] –
√ √

– – TINA CSIM simulator
Yao et al. [192] – –

√
– – COUGAR Simu

Madden et al. [109] – –
√

– – TinyDB Simu
Rutishauser et al. [154] –

√
– – – – Real Testbed

Deshpande et al. [42] – – – – – MauveDB Simu on real data
Baralis et al. [19] – –

√
– – SERENE Simu

Tulone et al. [175] – –
√

– – SEFA Simu
Tulone et al. [176] –

√ √
– – PAQ Simu on real data

Doukas et al. [44] –
√

– – – – Real Testbed
Thiagarajan et al. [174] – – – – – FunctionDB C++ prototype
Brayner et al. [27] –

√ √
–

√
ADAGA Simu

Li et al. [99] – –
√

– – PRESTO EmStar emulator
Chen et al. [38] –

√
– – – – Simulation

Schor et al. [157] –
√ √

– – – Real Testbed
Gripay et al. [68]

√ √
–

√
– SoCQ Real testbed

Agarwal et al. [7] –
√

– – – – Real Testbed
Galpin et al. [56] –

√ √
– – SNEE Real testbed

Schreiber et al. [158] –
√ √

– – PERLA Simu
Mamidi et al. [112] –

√
– – – – Real Testbed

Byun et al. [30] –
√ √

–
√

– Real Testbed
Li et al. [98] –

√ √
– – – Real Testbed

Preisel et al. [143] – –
√

– – – Real Testbed
Lim et al. [101] –

√ √
– – ACQUA Perl-based simulator

3SoSM √ √ √ √ √
SoCQ Real Testbed and

Simulation
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Besides, there exist few network issues that may cause problem for our approach. Since we define
Schedule Time Pattern for each sensor in the environment, the sink device distributes all these patterns
to the sensor devices. Thus, the question that should be asked is the time synchronization of these sensor
devices. Each Schedule Time Pattern indicates the sensor actions with the timestamp values, however
during the propagation of these patterns and during the execution, a delay may cause a problem in the
long term. We accept that any problem about the time synchronization about the sensor devices may cause
an unwilling reaction. It is well-known that the wireless sensors in an environment operate independently,
their local clocks may not be synchronized with one another. This can cause difficulties when trying to
integrate and interpret information sensed at different devices. Therefore, clock synchronization protocols
different from the conventional protocols are extremely needed and currently in the WSN research field,
there is a huge interest towards developing energy efficient clock synchronization protocols to provide
a common notion of time. Hence, in our case we think that time synchronization is itself a very deep
research area and in our thesis we unwillingly neglect the time synchronization problem.

This thesis put forward our approach to optimize interactions between application requirements
and the wireless sensor environment in real-time. The key point of the thesis is the dynamicity of the
application requirements/context and the reconfiguration of the sensor devices. In the wireless sensor
device market, cheap sensor devices do not let applications to configure themselves during the execution.
The only solution for them is the resetting the device which requires human action. However, more
expensive sensor devices allow itself to configure themselves according to an out-coming command like
our Schedule Time Patterns in real-time and then they start executing their new actions. Such sensor
devices are our core material for the approach and due to this ability, we are able to manage multi-modal
sensor devices and dynamic requirements.
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Abstract

A typical pervasive monitoring system like a smart building depends on an
infrastructure composed of hundreds of heterogeneous wireless sensor devices.
Managing the energy consumption of these devices poses a challenging prob-
lem that affects the overall efficiency and usability. Existing approaches for
sensor energy consumption typically assume a single monitoring application
to consume sensor data and a static configuration for sensor devices. In
this paper, we focus on a multi-application context with dynamic require-
ments and multi-modal sensor devices. We present 3SoSM, an approach to
optimize interactions between application requirements and wireless sensor
environment in real-time. It relies on an energy-aware dynamic configuration
of sensor devices to lower energy consumption while fulfilling application re-
quirements. To bind together sensor configuration and dynamic management
of data streams, we design a sustainable multi-application monitoring sys-
tem architecture for pervasive environments that collects application require-
ments for sensor data streams and optimizes them into sensor configurations.
To demonstrate the effectiveness of our approach, a set of experiments are
designed in the context of smart buildings. We comparatively evaluate our
approach to show how dynamic sensor configuration for multiple monitoring
applications indeed outperforms the mainstream duty-cycling method.
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1. Introduction1

Smart building applications have long gained attention in the scientific2

community and nowadays in the industry. Buildings, whether smart or not,3

are among the primary consumers of the available energy sources today.4

Therefore, considerable effort is poured into the design of smart buildings5

where energy consumption is tried to get decreased without sacrificing the6

satisfaction of the occupants. To accomplish this aim, the components of7

the building itself, as well as the context of its users, should be continuously8

monitored by means of streams of data from sensory inputs.9

A typical pervasive monitoring system like a smart building consists of10

multi-modal wireless sensor devices that are equipped with sensing, pro-11

cessing and communication facilities. Sensing part can measure physical12

quantities about the environment with some given sampling rate (sampling13

frequency), processing part is able to do some computation on the measured14

values and communication part is able to listen and send data packets to15

other sensor devices. These deployed wireless devices are autonomous in16

terms of energy: they have limited energy and battery lifetime. Smart build-17

ing technology mainly relies on such wireless sensing infrastructure. In this18

field, initial commercial solutions are Building Automation Systems where19

a specific set of functionalities such as heating and ventilation control and20

lighting management is implemented by a single vendor. However, as the sen-21

sor infrastructure is becoming a standard component incorporated into the22

design and construction of the modern buildings, flexible application devel-23

opment by a third party is becoming an issue rather than the infrastructure24

itself.25

In this context, one of the main contributions of this paper is to allow26

multiple applications to exploit the same smart building infrastructure while27

considering energy consumption of the sensor devices in this infrastructure.28

Our energy-aware monitoring system continuously adapt to various appli-29

cation requirements, to building actual context and to user configuration.30

These applications operate on a network of multi-modal wireless sensor de-31

vices and use declarative continuous queries to exploit sensor data streams.32

Application requirements as declared by the application developer can be33

fulfilled in a multitude of ways: our method translates these requirements as34

energy efficient acquisition and transmission schedules for the wireless sensor35

2



network. We propose Smart-Service Stream-oriented Sensor Management36

(3SoSM), an approach to optimize interactions between application require-37

ments and the wireless sensor environment in real-time. The core of our ap-38

proach is the definition of a Schedule Time Pattern with acquisition, trans-39

mission and reception actions for each device configuration. The dynamic40

reconfiguration of devices is performed through the real-time update and op-41

timization of Schedule Time Patterns according to application requirements42

that may change over time. With this approach, we expect to avoid unnec-43

essary data measurements that may occur with static configuration and to44

promote grouped or even compressed data transmission when possible.45

In this article, Section 2 presents an overview of our multi-application46

monitoring system architecture. Formalization of our approach is explained47

in Section 3 and the energy-aware optimization process is detailed in Sec-48

tion 4. Section 5 gives a brief description of our experimental platform to49

implement our approach and Section 6 describes the experiments we con-50

ducted. Experiment results are discussed in Section 7. Related works are51

given in Section 8 and finally, conclusions are given in Section 9.52

2. Overview of 3SoSM53

Our 3SoSM approach focuses on a multi-application monitoring system54

with multi-modal sensor devices (i.e. devices that can measure different phys-55

ical quantities) and provides finer sensor configuration than duty-cycle and56

similar techniques. Our proposition of dynamic sensor management based57

on real-time application requirements is performed at the gateway level, in58

order to optimize energy consumption of sensor devices independently from59

the application layer and/or the query engine.60

2.1. Monitoring Architecture for Smart Building Applications61

In this study, we adopt a “declarative monitoring architecture”, built62

upon a Pervasive Environment Management System (PEMS) as presented63

in [1, 2, 3]. Using declarative (SQL-like) continuous queries, an application64

can easily interact with distributed devices like sensors. Figure 1 presents65

our declarative monitoring application that has 4 main layers: Application,66

PEMS Query Engine, PEMS Gateway and WSN (Wireless Sensor Network).67

Application layer provides end-user access to the monitoring system. Ap-68

plication requirements are defined at this layer and are declaratively ex-69

pressed as a set of continuous queries over distributed services [1]. PEMS70

3



Query Engine is responsible for managing query executions of queries com-71

ing from the Application layer. This layer integrates sensor devices as non-72

conventional, dynamic and heterogeneous data sources. To manage that, it73

includes a continuous query engine that interacts with services provided by74

the environment, in particular sensor services. PEMS Gateway stands for man-75

aging bidirectional communication and interactions between PEMS Query76

Engine and WSN. WSN layer represents wireless sensor devices that acquire77

physical quantity measures and can communicate with other sensor devices78

and physical gateways.79

  
WSN

PEMS Gateway
PEMS Query Engine

Application1 ApplicationN...

Figure 1: Declarative Monitoring
Architecture.

We use the Service-Oriented Continuous80

Query (SoCQ) framework [1] for the PEMS81

Query Engine. The SoCQ engine handles82

a multi-application mechanism and sup-83

ports multiple parameterized stream sub-84

scriptions to the same device. Moreover,85

it supports real-time user configuration of86

applications and context-aware applications87

through queries that can dynamically com-88

bine data, streams and services. The user89

may insert complex continuous queries with conditions over data streams90

to trigger new interactions with services during their execution. Interac-91

tions with services (discovery, invocations of methods, subscriptions to data92

streams) are handled by PEMS Gateway. However, the SoCQ Engine itself93

does not overcome the reconfiguration of sensor devices, and thus assumes94

a pre-existing static configuration. Like for other approaches presented in95

the Related Works section, it is an issue for the energy enhancement of the96

system.97

2.2. From Dynamic Application Requirements to Dynamic Sensor Configu-98

rations99

We consider that applications define their requirements as a set of con-100

tinuous queries over parameterized data streams produced by sensor devices.101

For instance: “Application A1 computes the average temperature over the last102

10 minutes, with an update every 5 minutes, with an accuracy of 1 second and103

a maximum latency of 1 minute”. In this example, the application requests104

temperature measure data streams from all devices with temperature sensors.105

To express the application requirements concerning sensor data management,106

we consider the following parameters targeting sensor measures: • temporal107

4



window introduces the time interval for calculating the result (for the given108

example: 10 min); • update periodicity stands for the refreshing rate of109

the result (5 min); • acquisition periodicity represents the temporal110

accuracy of measures (1 sec); • maximum latency presents the maximum111

acceptable delay between the acquisition of data and its transmission to the112

PEMS layer for result calculation (1 min). temporal window and update113

periodicity concern the computing of the result, whereas acquisition114

periodicity and maximum latency are related to acquisition/transmission115

of data by sensor devices.116

Here, we propose a novel approach: management and optimization of the117

real-time application requirements to enhance the energy consumption of the118

whole system. To fulfill the application requirements, we define a Schedule119

Time Pattern for each sensor device and configure devices accordingly. Our120

approach assumes that sensor devices are dynamically configurable [4].121

3. 3SoSM Formalization122

We consider that application requirements are parameterized stream sub-123

scription requests and the network topology is a tree topology. A solution124

to our optimization problem is individual Schedule Time Patterns, namely125

sco-patterns.126

3.1. Application Requirements127

Let D be the set of wireless sensor devices in the WSN environment. Each128

sensor device di ∈ D may have multiple modalities to acquire different phys-129

ical quantity measures mi ∈ M , e.g., temperature, humidity. Application130

requirements are defined in terms of data source requirements: targeted sen-131

sors d and requested measures m; and of temporal requirements: temporal132

window β, update periodicity pupd, acquisition periodicity pacq and maximum133

latency λ. The unit is the second (or millisecond, if required).134

For clarity, we do not present β, pupd in this paper. We then represent135

application requirements on sensors at a given time instant by a set of pa-136

rameterized subscription requests S = {s1, s2, . . . , sn}, where:137

si = (di,mi, p
acq
i , λi) ∈ D ×M × N+ × N+

138

Example 1. Suppose two applications with the following requirements on 6139

sensors:140

Application 1: Temperature (mT ) of sensors d1, d3, d5 with an acquisition141
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periodicity of 2 sec and a latency of 4 sec;142

Application 2: Humidity (mH) of sensors d3, d4, d5, d6 with an acquisi-143

tion periodicity of 5 sec and a latency of 3 sec.144

Based on the previous notation, all application requirements are represented145

by a set of parameterized subscription requests:146

S = {(d1,mT , 2, 4), (d3,mT , 2, 4), (d5,mT , 2, 4), (d3,mH , 5, 3), (d4,mH , 5, 3),147

(d5,mH , 5, 3), (d6,mH , 5, 3)}148

3.2. Network Topology149

To transmit data to the central base station (where results are com-150

puted), we suppose that deployed wireless sensor devices construct a logical151

tree (tree topology) where each sensor has only one neighbor to deliver data152

packets. This tree structure provides a uni-path for each sensor to reach153

the base station (sink device). In fact, our optimization algorithm relies on154

known and unique paths, as it does not consider a choice of network paths155

between two devices. Integrating more complex network topologies, such as156

mesh networks, would be a future work. However, the tree topology may be157

updated each time application requirements change, as it triggers a new op-158

timization. For instance [5] proposes a new technique to organize the sensor159

devices that is likely preferable for outdoor monitoring systems: P-SEP (a160

prolong stable election routing algorithm). The authors consider two-level161

sensor device heterogeneities: advanced and normal devices. They propose162

a clustering mechanism and present new cluster head selecting policy to ex-163

tend the lifetime of the system (lifetime of the system is evaluated in terms164

of FND (First Node Dies)). P-SEP puts forth efficient simulation results and165

network lifetime. Although we do not tackle routing issues, applying our166

dynamic network behavior due to the dynamicity of the application require-167

ments, with the P-SEP mechanism could produce concrete improvements168

on the lifetime of the system. In our case, with our assumptions about the169

network, each sensor device has its own role in the topology based on the170

current applications and its location: Source (responsible for the data ac-171

quisition and transmission) and/or Relay (responsible for the reception and172

re-transmission), or Sink (responsible for only the reception).173

Example 2. A tree topology with 6 multi-modal sensor devices and a base174

station is illustrated in Figure 2. A tree topology has a layered form based on175

the distance to the base station.176
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Figure 2: A tree-structured topology and different sensor device roles:
Source (S), Relay (R), Source+Relay (SR), Sink.

3.3. Sco-pattern177

The idea behind the 3SoSM approach is to create a Schedule Time Pattern178

for each sensor device. This pattern, described in [6] is a schedule composed of179

sensor actions, here with three types of actions: acquisition A, reception180

R, transmission T. Based on their roles, only certain actions are pertinent181

to sensor devices. Sensor devices can configure themselves with a Schedule182

Time Pattern, and then execute periodically the scheduled actions: acquire183

a measure and store it in a memory buffer, transmit all buffered measures184

one hop towards the sink (and empty the buffer), receive measures from a185

lower-layer device and store it in a memory buffer.186

We call this pattern sensor configuration oriented pattern or sco-187

pattern. This pattern consists of timestamped events (< timestamp, action >188

couples) and a length ` (or periodicity) of that pattern. These actions are189

enclosed by the length of the pattern: event timestamps are in time interval190

[ 0; ` [. A sco-pattern is denoted by:191

P = ({(ti, ai)}, `) with ` ∈ N+, ti ∈ [0; `[, ai ⊂ {Am, T, R} where Am indicates192

the data acquisition of the physical measure m such as AT for temperature,193

AH for humidity, etc.194

4. 3SoSM: Energy-Aware Optimization Process195

To optimize the energy consumption of the devices, since the communica-196

tion costs are the most significant part of the energy budget [7], we want to197

minimize the number of transmission and reception actions of each device:198

less communication means less consumed energy. We first construct “pre-199

liminary” sco-patterns that have a common length with only acquisition200

actions (Acq) for all the devices. It is then necessary to insert the trans-201

mission (Tx) and reception (Rx) actions in these sco-patterns to obtain202

a solution, composed of the set of complete sco-patterns. A solution is203
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valid if all acquired data traverse the network topology from their source204

device to the base station before the “latency” associated with that data205

expires. The optimal solution is a valid solution that minimizes the number206

of Transmission / Reception actions of each device.207

The objective of the optimization process is to transform the applica-208

tion requirements into a global schedule and then to build individual sco-209

patterns to configure each device. Application requirements are represented210

by a set of subscription requests S = {s1, s2, s3, ...}. Hence the energy-aware211

optimization process can be expressed as a transformation function that gets212

a set of subscription requests (all subscription requests from all applications)213

and a network topology N and produces a sco-pattern for each device:214

f({s1, s2, ..., sn},N ) = {Pd1 ,Pd2 , ....,Pdm}.215

4.1. Preliminary Sco-Pattern216

The preliminary sco-pattern is specific for each sensor device. It is pe-217

riodic, and its length indicates the periodicity. Each sensor device may have218

different acquisition periodicities from different applications. However, in or-219

der to build a global view of the network, a common length is required: it is220

the lowest common multiple of acquisition periodicities from all subscription221

requests. Moreover, the length of the schedule should be greater than any222

latency of the subscription requests to properly handle data expiration time:223

The final length is the lowest multiple of this initial common length greater224

than any data expiration time.225

Example 3. The common length of the patterns (for the given applications226

in Example 1) is calculated as:227

Initial common length `min = LCM(2, 2, 2, 5, 5, 5, 5) = 10228

Maximum latency λmax = MAX(4, 4, 4, 3, 3, 3, 3) = 4229

Final length `schedule = 10 sec > λmax230

Then, based on the periodicity of subscription requests, acquisition ac-231

tions are defined. Furthermore, each acquisition action is tagged with its232

maximum latency (from the subscription request).233

Example 4. Preliminary sco-pattern for d3 with subscriptions234

{(d3,mT , 2, 4), (d3,mH , 5, 3)} :235

P = ({(0, {A4
T , A

3
H}), (2, A4

T ), (4, A4
T ), (5, A3

H), (6, A4
T ), (8, A4

T )}, 10)236
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4.2. Transmission Constraint and Optimization Goal237

To form a global schedule, we adopt a similar approach to Galpin et238

al. [8]. A predefined granularity determines the slots in the time space: the239

schedule is divided into time-slots and each slot may be filled with sensor240

actions. For the following examples, granularity is set to 0.5 sec (e.g. 20241

slots for 10 seconds).242

The major constraint of the system is that all the acquired data must243

pass through the network topology up to the base station before the expi-244

ration of their “latency” in order to fullfill the application requirements. A245

transmission action on a sensor device during a single time slot stands for a246

transmission of all the data (acquired by itself and received from lower-layer247

neighbors) not yet sent, including acquisitions on the same time slot. This248

transmission action requires a reception action at the same time slot on the249

sensor device that receives the data. Besides there are other constraints due250

to the radio protocol such as a device can only receive data from a single251

device at a time on the same time slot and a device can not receive and send252

on the same time slot.253

4.3. Searching Optimal Communication Slots254

We propose an optimization algorithm to choose the optimal communi-255

cation slots from the preliminary sco-pattern. The optimization process256

starts by propagating transmission and reception constraints due to the ac-257

quisition events in a bottom-up process, and then analyzes the possible re-258

ception actions of the base station and tries to find the most energy efficient259

communication slots, and finally propagates those choices to lower layers and260

continues the analyze in a top-down process.261

4.3.1. Schedule Table Initialization262

We use a schedule table to represent the sensor action slots for Tx/Rx.263

Each sensor device has its own schedule and each schedule is composed of264

two parts: transmission and reception part. The length of the schedule is265

defined by the common length of preliminary sco-patterns. Each line266

of the schedule table corresponds to an acquired measure: its transmission267

action for the transmission part and its reception action for the reception268

part.269

The transmission part indicates the possible transmission slots for the270

sensor device for each acquired measure. According to the latency informa-271

tion λ, every sensor device has the initiative to keep the data (instead of272
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sending it immediately) and send it at an optimal later moment under the273

condition that this acquired data arrives at the base station before the ex-274

piration of its latency. The reception part represents the possible reception275

slots for each data coming from lower-layer neighbors (zero, one or several276

depending on the network topology). Schedule Table for Sensor 3, Sensor 1277

and Sensor 0 (sink device) are illustrated in Figure 3.278

We propagate bottom-up constraints for data transmission and reception279

based on latencies (from preliminary sco-patterns) and on the network280

topology.281

Transmission Part. Information from the preliminary sco-pattern is used282

to fill the transmission part. For a given sensor device, each acquired data283

and each received data is represented as a line in the transmission part. A284

line is filled with the residual latency information starting from the time slot285

where the device acquires the data or from the time slot following the time286

slot where the device received the data, and until residual latency reaches 0287

(in fact, 1 time slot before at 1 hop from the sink, 2 time slots at 2 hops,288

etc.).289

For each device d, Td = [ei,j] is a 2D matrix with dimensions mdxn. md is290

the number of data to transmit and n stands for the number of time slots. ei,j291

represents a potential transmission event of data i at time slot j: ei,j = λi,j292

is the residual latency, ei,j = 0 means that data i can not be transmitted at293

that time slot.294

Example 5. Transmission parts of the schedules of Sensors 3 and 1 are295

presented respectively in Figure 3a, 3b. For instance, Sensor 3 measures296

temperature and humidity values. For A2#1 (first acquisition for humidity),297

the latency is 3sec. Hence, to send that data, Sensor 3 has 5 slots (t=0,0.5, 1,298

1.5, 2 sec) before the latency is expired as it is 2 hops from sink. Transmission299

part of the schedule of Sensor 1 covers transmission of its own data and also300

received data from Sensor 3 and 4 (see Fig 3b).301

Reception Part. For a given sensor device, the reception part is based on302

the transmission part of the schedules of lower-layer neighbors. Each line303

represents a data to receive and is linked to one line from the transmission304

part of the source device. Possible reception slots are filled with the data305

residual latency from the corresponding transmission time slot.306

For each device d, Rd = [ei,j] is a 2D matrix with dimensions mdxn where307

md is the number of data to receive and n stands for the number of time slots.308
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(a) Schedule of Sensor 3 (Acquisition + Transmission).

(b) Schedule of Sensor 1 (Acquisition + Reception + Transmission).

(c) Schedule of Sensor 0 (Sink device) (Reception).

Figure 3: Schedules (highlighted slots are the optimal communication slots based on our
process).

ei,j represents a potential reception event of data i at time slot j: ei,j = λi,j309

is the residual latency, ei,j = 0 means that data i can not be received at that310

time slot.311

Example 6. For the given example, reception parts of the schedule for Sensor312

1 and Sink are represented respectively in Figure 3b and 3c. For instance,313

reception part of Sensor 1 represents the possible reception slots for each314

acquired data of Sensor 3 and 4 with their residual latency.315

4.3.2. Optimal Choice of Tx/Rx Slots316

For each device di, potential transmission and reception slots are now317

identified in their schedule table (matrices Tdi and Rdi). The optimization318
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process should now choose the most energy-efficient slots, in order to min-319

imize the number of Tx/Rx slots for each device. From the reception part320

of the schedule, the algorithm tries to group the receptions from the same321

sensor device. For each time slot, it calculates the total number of possible322

receptions for each neighbor. The algorithm searches the latest slot in which323

maximum number of reception can occur. The latest slot indeed creates324

more opportunities for the lower-layer devices. Otherwise, it would force the325

lower-layer devices to send the data earlier.326

In our example, the algorithm analyzes reception part of Sensor 0 (Fig-327

ure 3c). It starts by deciding the best communication slot for Sensor 1 and328

then for Sensor 2. For Sensor 1, the algorithm chooses t=7.5 since the max-329

imum of possible receptions is 6 and the latest occurrence of 6 is at t=7.5.330

Slot occupancy is updated: the slot for t=7.5 becomes occupied. Then the331

algorithm repeats the same decision process for Sensor 2 and chooses t=7,332

as the latest possible occurrence of value 4 is at t=7. Although t=7.5 is the333

actual latest maximum, this slot is already occupied, so the communication334

slot for Sensor 2 is set to t=7. The status of the process after the first it-335

eration is given in Figure 4. The algorithm updates the reception part of336

the device by defining the unique Rx slot for each concerned data, then it337

repeats the same process to decide communication slots for remaining data.338

This iteration continues until all data have a defined Rx slot.339

Figure 4: Searching for Optimal Rx Slot on Sensor 0
Slot occupancy: Free -, Occupied X.

Our optimization algorithm is a greedy algorithm [9]. Greedy algorithms340

are often used in ad hoc mobile networking to efficiently route packets with341

the fewest number of hops and the shortest delay possible. Here, the best342

solution for Rx slots is found locally on the sink device. Chosen Rx slots are343

propagated to the Tx part of lower-layer neighbors in the network topology.344

Tx/Rx constraints are then locally updated and the process iterates for those345

devices. This top-down process continues until all Tx/Rx slots are defined346

for all devices. The finalized reception part of Sensor 0 is illustrated in347

Figure 3c. The green slots are the optimal slots found by our algorithm.348

Finalized schedules of Sensor 1 and Sensor 3 are also presented in Figure 3.349
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4.4. Building Complete sco-pattern350

Once schedules are finalized after searching optimal communication slots351

for each device, the last step is to extract Tx/Rx events to obtain the com-352

plete sco-patterns.353

Example 7. Here are the sco-patterns for the sensor devices of our ex-354

ample:355

P1 = ({(0, {AT }), (1.5, {R}), (2, {AT , R}), (2.5, {T}), (4, {AT }), (6, {AT }), (6.5, {R}), (7, {R}), (7.5, {T}),356

(8, {AT }), (9, {R}), (9.5, {T})}, 10)357

P2 = ({(0.5, {R}), (1, {R}), (1.5, {T}), (5, {R}), (5.5, {T}), (6, {R}), (6.5, {R}), (7, {T})}, 10)358

P3 = ({(0, {AT , AH}), (2, {AT , T}), (4, {AT }), (5, {AH}), (6, {AT }), (7, {T}), (8, {AT }), (9, {T})}, 10)359

P4 = ({(0, {AH}), (1.5, {T}), (5, {AH}), (6.5, {T})}, 10)360

P5 = ({(0, {AT , AH}), (1, {T}), (2, {AT }), (4, {AT }), (5, {AH , T}), (6, {AT , T}), (8, {AT })}, 10)361

P6 = ({(0, {AH}), (0.5, {T}), (5, {AH}), (6.5, {T})}, 10)362

Once sco-patterns are completed, they are sent by the Gateway to363

sensor devices to configure them. Sensor devices then execute the given ac-364

tions periodically, and data flow to the base station where continuous queries365

are computed. If an application changes its requirements, the configuration366

process starts again from the beginning.367

5. Experimental Platform368

In this section, we present the tools used in this study: SoCQ Engine as a369

continuous query engine and WSNet simulator for the wireless sensor network370

environment.371

5.1. Continuous Query Engine: SoCQ Engine372

As a framework for PEMS, we use the SoCQ (Service-oriented Continuous373

Query) framework [1]. It takes a data-oriented perspective on the pervasive374

environment: it provides a unified view and access to the various and het-375

erogeneous resources available in the environment. Pervasive applications376

can then be created in a declarative way using service-oriented continuous377

queries over such an environment.378

Within the SoCQ framework, XD-relations (eXtended Dynamic Relations)379

represent standard relations, that may be updated, or data streams, that380

continuously produce data. The definition of XD-relations can also include381

virtual attributes and binding patterns that together enable queries to inter-382

act with distributed services: service discovery, method invocation, stream383
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subscription. Queries may be one-shot queries (like standard SQL queries)384

or continuous queries (with a dynamic result, like a stream). Furthermore,385

invocations of service methods and subscriptions to service streams can be386

parameterized.387

We illustrate SoCQ in the context of Smart Building. Table 1 shows a388

discovery query, the resulting XD-Relation, then a one-shot query and a389

continuous query over this XD-Relation. The discovery query (DISCOVER390

Services) searches for sensor services that provide a location, a method to391

get the current temperature, and a continuous stream of temperature mea-392

sures. The resulting XD-Relation TemperatureServices has one ServiceID393

attribute (here, the URI of a sensor), a Location, and a virtual attribute for394

Temperature. When executed, the one-shot query (SELECT ONCE) selects395

services located in a given room and retrieve the current temperature by396

invoking getTemperature method. While executing, the continuous query397

(SELECT STREAMING) subscribes to the temperature stream of every discov-398

ered service to build a resulting data stream. If new services are discovered399

and/or some services become unavailable, the continuous query automati-400

cally adapts the corresponding stream subscriptions.401

Table 1: Example of SoCQ queries for a Smart Building.

CREATE RELATION TemperatureServices (
ServiceID SERVICE,
Location STRING,
Temperature NUMBER VIRTUAL
) USING (
getTemperature[ServiceId]():(Temperature),
temperature[ServiceId]():(Temperature) STREAMING)
AS DISCOVER SERVICES PROVIDING
PROPERTY Location STRING,
METHOD getTemperature ( ) : ( NUMBER ),
STREAM temperature ( ) : ( NUMBER )

SELECT *
ONCE FROM TemperatureServices
WHERE Location = ”501.340”
USING getTemperature;

SELECT *
STREAMING UPON insertion
FROM TemperatureServices
USING temperature[1];

5.2. WSN Simulator: Modified WSNet402

In our platform, we integrated the WSN simulator WSNet [10]. WSNet is403

a modular event-driven simulator, more precisely a discrete event simulator404

(DES). WSNet adopts basic functionality of DES : in order to avoid simulating405

every time splice, the time line is split into events and no change is presumed406

to occur in the system between consecutive events; thus the simulation can407

directly jump in time from one event to the next. However, as the PEMS408

works on real-time, we modified the time scheduler of the WSNet simu-409

lator to avoid time scheduling difference: we introduced a time factor to run410

experiments in real-time or n-times faster (×10, ×20. . . ).411
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5.3. Gateway: 3SoSM Gateway412

In a declarative monitoring architecture (see Figure 1), the Gateway is a413

technical bridge between two environments: it manages interactions and bidi-414

rectional communication between the PEMS Query Engine and the WSN. We415

implemented the 3SoSM principles in a 3SoSM Gateway . It is implemented416

in Java, and interacts with the SoCQ engine and WSNet. 3SoSM Gateway has417

two primary modules: the Service Manager, that manages SoCQ services418

representing available sensor devices (real devices or simulated devices); and419

the Subscription Manager, that continuously analyses application require-420

ments to generate new sco-patterns for sensor devices when required. In a421

typical scenario, multiple applications launch continuous queries concerning422

sensors to the PEMS. The gateway manages required parameterized stream423

requests and, according to the 3SoSM optimization process, generates optimal424

sensor configurations. With our integrated prototype, we can execute mul-425

tiple SoCQ queries that dynamically subscribe to streams provided by WSNet426

sensor devices. The Gateway transparently optimizes the subscriptions and427

configures the WSNet sensor devices with sco-patterns.428

6. Experiments429

6.1. Experimental Setup430

The simulations are performed using the modified WSNet. We simulate431

one part of the topology of our physical platform SoCQ4Home deployed in our432

LIRIS laboratory: 70 sensor devices are located at specific positions over433

a floor of the building (10m × 60m × 4m). The topology is illustrated434

in Figure 5. The deployed sensor devices have fixed positions during the435

simulation and we consider that they have enough energy until the end of436

the simulation. During the simulation process, the initial energy level of437

sensor devices is set on purpose to emphasize the lifetime difference between438

both cases.439

We adopt known pervasive environment communication protocol Zigbee440

IEEE 802.15.4, simulated with a UDG propagation model (which is a strong441

simplification for building environments, as it does not take into account en-442

vironmental effects), 35m transmission range, and basic radio module states443

for devices (idle, active, sleep, transmission, reception). Calculation of en-444

ergy consumption is based on CPU and radio components, adopted from [7]:445

Edevice = ECPU + Eradio = ECPU + (Esleep + ETX + ERX), with Ecomponent/mode =446
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Figure 5: Topology of the network
(Sensor roles are set based on the Application 1 of the scenario given below).

Imode.Vdrain. M tmode. This model is a well-known energy consumption calcu-447

lation model preferred by many researchers. For instance the paper [11] pro-448

poses a temperature-aware task mapping approach for the mapping of multi-449

application to NoC-based many-core systems by balancing workloads among450

cores. In our study, we adopt a similar approach to calculate the energy con-451

sumption of all devices. We implemented sensor devices for WSNet so that452

they can reconfigure themselves when they receive a new SCO-Pattern453

packet, and so that WSNet can monitor their simulated energy consumption454

while executing sensor actions.455

6.2. Experimental Scenario456

To evaluate our approach, we compare 2 types of architecture:457

1) an architecture with basic duty-cycle WSN devices, requiring a static con-458

figuration predefined according to scenario requirements;459

2) an architecture with 3SoSM approach where WSN devices can be dynami-460

cally configured with sco-patterns generated by the 3SoSM Gateway.461

We design four scenarios: “Temperature of Occupied Rooms”, “Comfort462

Temperature Range”, “Room occupancy based on CO2 emission” and “Lu-463

minosity of rooms”. Each scenario is performed during one day (1440min).464

Here, we present only one of the performed scenarios due to space limitations.465

Scenario “Temperature of Occupied Rooms”: One of the features466

of a typical smart building is monitoring temperatures and occupancy of the467

environment. Here we suppose that occupancy sensor devices are not always468

active but has their own duty cycle for detecting the motion.469

In this scenario, there exists two applications:470

Application 1: Monitor the temperature of each room with a data acqui-471

sition every 15 sec and a latency of 60 sec.472
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Application 2: Monitor temperature of occupied rooms with a data acqui-473

sition every 1 sec and a latency of 4 sec.474

Here, Application 1 requests the temperature from all temperature sensor475

devices with given application requirements. Application 2 also requests a476

temperature with a special constraint: it intends to track the temperature477

only for occupied rooms. For this application requirement, occupancy and478

temperature sensor devices are needed.479

For the duty-cycle approach, we adopt a static configuration. In this480

case, we consider the worst case situation: occupation may be true at any481

location during the simulation. Based on this constraint, sensor devices are482

configured with: pacq = 1sec, ptx = 4sec (periodic transmission)483

In our approach, we propose a dynamic sensor configuration based on484

the real-time context. To respond to Application 1 and Application 2, sets485

of SoCQ queries are implemented. For Application 2, from the occupancy486

stream, we extract the location attribute of the occupied rooms. Then, we list487

the temperature sensor devices that are located in these rooms and implement488

a new stream query to subscribe to those temperature services with given489

application requirements. Since these are continuous queries, once a room490

is not occupied any more or an unoccupied room become occupied, lists491

are refreshed and new subscriptions or unsubscriptions are handled in real-492

time. Then, the 3SoSM Gateway creates schedules for each sensor device and493

generates sco-patterns to configure sensor devices accordingly.494

Briefly, Application 1 receives temperature data from relevant devices495

under every condition. However, Application 2 has a remarkable condition:496

at least one room should be occupied so that it starts to receive temperature497

data. Here, there are two subscriptions to the same set of temperature sensor498

devices located in occupied rooms with different application requirements.499

During the simulation (one day), energy consumption (in terms of joules) of500

every sensor are monitored periodically and logged.501

Besides, three more scenarios are performed. Scenario 2 consists of track-502

ing temperature of each room and requesting more frequently temperatures503

for rooms that are out of the current comfort temperature range. Scenario 3504

is based on the occupancy information retrieved from CO2 emission detected505

in the room and scenario 4 is related to the luminosity of a classroom. For506

these scenarios, two applications with different application requirements are507

executed during a day.508
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(a) Occupancy of a room (24h).
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Figure 6: Occupancy information and Energy consumption of the most significant device
type: source-relay device with duty cycling and with our approach 3SoSM.

7. Results and Discussion509

During the experiments, energy consumption of each sensor device is510

monitored. Figure 6 shows the average energy consumption of source-relay511

devices. As a remark, the sink device is not considered as a part of this512

energy consumption calculation. Here, we present the results of the first sce-513

nario in detail for one day (1440min). Firstly, the room is not occupied (see514

Figure 6a), hence the 3SoSM Gateway creates a schedule and configures the515

relevant sensor devices according to that situation. Once the room is detected516

as occupied, the 3SoSM Gateway re-creates a schedule and re-configures the517

relevant sensor devices. In fact, the 3SoSM Gateway creates a new schedule518

and configures sensor devices to adapt to each contextual change in the en-519

vironment. Thus, adapting the system to the dynamic context avoids sensor520

devices from unnecessary data acquisitions and transmissions. Hence, the521

economy of energy can be achieved with this context-awareness, as shown in522

Figure 6b.523

Evolution of the energy consumption for the WSN can be observed with524

heat maps as well. Figure 7 represents the heat map of the network based on525

the energy level of the sensor devices at the end of the simulation (t=24h),526

with duty-cycle method (Figure 7a) and with our 3SoSM approach (Fig-527

ure 7b), according to the given topology (see Figure 5). With the settings528

of the scenario “Temperature of Occupied Rooms”, we observe that our ap-529

proach 3SoSM enhances the lifetime of the sensor devices significantly. For530

source-relay sensor devices, with given application requirements, 3SoSM ex-531

tends their lifetime by 8.9 times on average.532
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(a) Heatmap of remaining energy at t=24h
with duty cycle.

(b) Heatmap of remaining energy at
t=24h with 3SoSM.

Figure 7: Heatmap of remaining energy with duty-cycle and with 3SoSM.

Table 2: Summary of the Experiments.

Scenarios
Application Parameters Lifetime (day)

Application 1 Application 2
Duty cycling 3SoSM Approach

pacq

(sec)
λ

(sec)
pacq

(sec)
λ

(sec)
Temperature of

Occupied Rooms
15 60 1 4 15 146

Comfort
Temperature Range

20 60 10 20 9 90

Room Occupancy
based on CO2

30 120 15 60 11 95

Luminosity of Rooms 30 100 20 80 10 34

By applying our approach to given application requirements, we opti-533

mize the energy consumption and reduce the unnecessary communication534

cost. Obtained results on energy saving and lifetime extension depend on535

the application requirements and the context of the application such as tem-536

perature and presence. For the current settings, the most unfavorable case537

is the situation where every room is occupied during the entire simulation538

time. Even in that case, 3SoSM achieves a concrete energy enhancement since539

the regular duty-cycle approach does not benefit from latency requirement540

which provides a tangible energy saving by allowing grouped transmission of541

multiple acquired data.542

Besides, the details of the other performed scenarios are summarized in543

Table 2 for each scenario, application requirements are given and the average544

lifetime of source-relay sensor devices are presented. We also obtain a signif-545

icant energy enhancement and a lifetime extension by avoiding unnecessary546

communication.547

However, balancing the workload of the network over the sensor devices548

like [11] introduces, advanced clustering mechanism like [5] presents, may549

further enhance the network lifetime and the obtained results. [5] presents550

that with a clustering mechanism and selecting cluster headers in an optimal551

way may extend the lifetime of the network better than any other cluster552
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based networks. With more populated topologies and with massive subscrip-553

tion requests, a discussion about the optimization process appears: in which554

conditions our approach may fail to find the optimal slots on the schedules555

(since a slot is reserved for a single device)? In these cases, granularity should556

be decreased to have enough slots for the sensor devices.557

8. Related Works558

WSN are related to several different research domains such as pervasive559

environment, and smart building systems. In this paper, we give a brief560

summary of the following research areas that are concerned by our study:561

energy issues in WSN, sensor network query processing (SNQP), sensor-based562

Smart Building Management Systems (SBMS).563

Energy Issue in WSN. Wireless devices bring important constraints such as564

limited battery lifetime. [12] classifies the existing studies on energy con-565

sumption of wireless sensor devices into 3 subgroups: duty-cycle, data-driven566

and mobility-based approaches. Our sensor configuration based subscription567

management approach benefits from scheduled rendezvous of duty-cycling568

and adaptive sampling/transmission of data-driven approaches.569

Sensor Network Query Processing. The main functionality of Sensor Net-570

work Query Processors (SNQP) is to handle continuous queries and sensor571

data streams [13]. [14, 15] propose an adaptive in-network aggregation op-572

erator ADAGA for query processing on sensor devices in order to filter and573

reduce the volume of sensor data. The main functionality of ADAGA is to574

regulate/adjust sensor activities based on energy levels and memory usage575

of sensor devices. As we propose in our own study, ADAGA is also capable of576

processing query parameters but the study does not tackle multi-application577

context and multi-modality of wireless devices as proposed in our own work.578

We use the Service-oriented Continuous Query (SoCQ) Engine [1] to man-579

age sensor data streams. SoCQ has a strong advantage from its rivals (es-580

pecially SNEE [8]) as it supports multi-application contexts. However, it581

supports neither energy-awareness nor real-time sensor configuration. Our582

approach provides these features and improvement to the SoCQ Engine.583

Among available technologies for SNQP, [8] is the closest study to our584

approach. This study deal with the conflict between the quality of service and585

sensor acquisition/transmission settings. Authors propose an optimization of586

application requests and the generation of a query execution plan. Generated587
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execution plan provides a global view of the network and a schedule that588

shows when to execute a sensor action (sleep, listen, receive/send a packet).589

In terms of sensor scheduling and parametrization of a query, this approach590

is highly close to ours. Still, query execution plan covers a single query with591

a single expectation.592

Sensor-based Building Systems. Some other studies focus on the design and593

data management aspects as well. Most of those approaches are proposed594

for a specific application and adopt a static configuration for sensor devices.595

Sensor-actuator based environment management systems are also studied in596

this area. [16] mentions that sensor-actuator interactions has a significant597

effect on efficient building monitoring. Moreover, the study points out that598

estimation of our daily activities has a crucial role on managing heteroge-599

neous sensor devices in the environment and provides energy saving and600

longer lifespans. [5] indicates that clustering and energy efficiency have been601

considered in wide area of WSN applications and propose a mechanism in602

which clusters are dynamically built up by neighbor nodes, to save energy603

and prolong the network lifetime.604

[17, 18] are the closest studies to ours. [17] presents intelligent building605

architecture based on a self-adapting intelligent gateway. [18] presents self-606

adapting algorithms for context-aware systems. These studies propose dy-607

namic system management while processing user preferences. However, these608

studies are bounded by predefined building applications and the relation be-609

tween application requirements and sensor configuration is not established.610

Besides, these approaches do not benefit from the potential reconfiguration611

of acquisition and transmission frequencies: sensor configuration stays static612

during the system lifetime. Moreover, energy consumption within the WSN is613

not considered as a major issue.614

[19] is also close to our approach. Author implicates event-triggered dy-615

namic sensor configuration. The study proposes a ZigBee-based intelligent616

self-adjusting sensor platform (ZiSAS) that can autonomously reconfigure617

middleware, network topology, sensor density, and sensing rate based on the618

environmental situation. However, unlike our proposition, user preferences,619

application requirements, query mechanism or data stream processing are620

not handled.621

Overview of most known existing studies on Smart Building applications622

is summarized in Table 3. For the categorization of these studies, we ben-623

efit from the key functionalities of a Smart Building Management System624
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Table 3: Overview of most known existing studies on Smart Building applications.

Study
Multi-
App

Dynamic
User
Config.

Context-
Awareness

Real-
Time
Sensor
Config.

Energy-
Aware
Monitor-
ing

Query
En-
gine

Experimentation

Doukas et al. [21] – –
√

– – – Real Testbed
Chen et al. [22] – –

√
– – – Simulation

Byun et al. [19] – –
√ √ √

– Real Testbed
Xiang et al. [23] – –

√
– –

√
Real Testbed

Rutishauser et al. [24] – –
√

– –
√

Real Testbed
Servigne et al. [25] – – – – – – Real Testbed
Mamidi et al. [26] – –

√
– – – Real Testbed

Kailas et al. [27] – –
√

– – – Real Testbed
Agarwal et al. [28] – –

√
– – – Real Testbed

Preisel et al. [29] – – – –
√

– Real Testbed
Schor et al. [30] – –

√
–

√
– Real Testbed

Li et al. [31] – –
√

–
√

– Real testbed

3SoSM
√ √ √ √ √ √ Real Testbed

and Simulation

(SBMS) [20]. The last line of the table is allocated for our approach 3SoSM.625

Our research motivation is that the existing approaches are mostly WSN-level626

techniques that do not tackle real-time dynamic interactions between applica-627

tion continuous queries and the physical environment, in a multi-application628

context where sensor devices are multi-modal and requirements are dynamic.629

Hence, this lack creates a gap between the computing environment and the630

physical environment, that can be both managed by pervasive applications.631

To address this gap and propose a clear solution for multi-application632

monitoring systems, we design a sustainable multi-application monitoring633

system architecture for pervasive environments that collects application re-634

quirements for sensor data streams and optimizes them into sensor config-635

urations. We propose energy-aware dynamic sensor device re-configuration636

(as a result of an optimization process) to lower energy consumption while637

fulfilling real-time application requirements. Compared to existing studies,638

our approach 3SoSM provides a multi-application mechanism and allows dy-639

namicity for user configurations and network-aware sensor management while640

optimizing the sensor communication for enhancing energy consumption by641

real-time sensor configuration.642

9. Conclusion643

In this paper, we focus on one of the major challenges of pervasive moni-644

toring systems like smart buildings: how to optimize/reduce the energy con-645

sumption of the monitoring architecture itself while managing sensor data646

streams. Existing studies do not tackle the energy consumption of the mon-647

itoring system and commonly adopt static configurations for sensor devices.648
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Since application requirements are dynamic with the context, a dynamic sen-649

sor configuration can be a suitable option to solve this problem. We introduce650

a sustainable declarative monitoring architecture where we adopt the PEMS651

principles to separate application development and optimization of device652

interactions. We present our approach 3SoSM that is based on a WSN schedul-653

ing mechanism for sensor actions. We propose an optimization algorithm to654

find the optimal communication time slots. As an outcome, an optimized655

schedule generates sco-patterns to configure each device. We introduce656

our implementation 3SoSM Gateway that supports the optimization process657

for multiple parameterized subscriptions from dynamic application require-658

ments. Our approach is validated by the experiments using the SoCQ Engine659

and a modified WSNet simulator. Moreover, our approach gives opportuni-660

ties to use real testbed data and simulation data which is not so common661

in the pervasive environment research domain. Smart building applications662

are our target application, however, this approach can be applicable to other663

data-centric pervasive environments as well [2].664
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