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OZET

ALZHEIMER VE GOGUS KANSERI GORUNTULERININ DERIN OGRENME
YONTEMLERI iLE SINIFLANDIRILMASI

TiRAKI, Yesim
Yiiksek Lisans Tezi, Bilgisayar Miihendisligi Anabilim Dalh
Tez Damismani: Do¢. Dr. Hasan TEMURTAS
Tez Damismani: Dr. Ogr. Uyesi Cigdem BAKIR
Temmuz, 2024, 238 sayfa

Hastaligin erken tani ve teshisi ile hastalarin 6liim riski azaltilir. Ancak manuel
yapilan radyolojik muayenelerde ¢ogu zaman hastalik yanlis teshis edilebilir. Bu sebeple
hizli ve dogru karar veren bilgisayar destekli yontemlere ihtiyag vardir. Bu ¢alismada
giiniimiizde son yillarda 6nemli bir yer tutan Alzheimer ve gogiis kanseri hastaliklar1 ele
alimmistir ve bu hastaliklarin erken teshisine yonelik bir ¢alisma gelistirilmistir. Tez
kapsaminda alzheimer hastaligini tespit etmek icin 6rnek veri seti lizerinde derin 6grenme
modelleri uygulanmig ve sonuclar karsilastirilmistir. Calismanin ilk asamasinda 6rnek
veri seti analiz edilmistir ve hangi Ozelliklerin alzheimer hastaligina etki edecegi
belirlenmistir. Sonraki asamasinda ise dort farkli derin 6grenme modeli ile alzheimer
hastalig1 evrelerine (¢ok hafif, hafif, orta, hastalik yok) gore tespit edilerek ¢ok sinifl1 bir
model olusturulmustur. Go6gilis kanseri tlirlerini (adeno kanser, biliylik hiicreli
noroendokrin kanser, kanser yok, skuamdz hiicreli karsinom) siniflandirmak igin veriseti
cesitli Onislemlerden gegirilerek normalize edilmistir. Bir sonraki asamada ise kanserli
hiicrenin evrelerine gore gogiis kanserinin otomatik olarak tespit edilmesi saglanmistir.
Ayrica aizhemer ve g6giis kanserinin tanisina yonelik DNN, CNN, VGG16 ve AlexNet
gibi farkli derin 6grenme modellerinin performans degerlendirilmesi gergeklestirilmistir.
Ayrica tim modeller igin olusturulan ag yapisi farkli dagilimlar (Glorot Uniform,
HeNormal) ile analizi gergeklestirilmistir. Farkli epoch degerleri ile sonuglar alinmigtir.
[lk asamada tiim &nerilen modeller 100 epoch calistirilarak sonuglar alinmistir. ikinci
asamada ise “val loss” kriterine gore basar1 orani en yiiksek 6 epoch i¢in sonuglar
alinarak tiim modeller degerlendirilmistir. Bu calisma diger calismalardan farkli olarak
derin 6grenme mimarilerinin ortak ag yapis1 gelistirilerek her iki veri seti i¢in de
performans ve basar1 oranlart arttirilmistir. Ayrica farkli ag yapilar ile modellenerek
onerilen modellerin her iki veri i¢in siniflandirma basarisi farkli degerlendirme kriterleri
(kesinlik, dogruluk, duyarlilik, F1 skor) ile analiz edilip sonuglar1 degerlendirilmistir ve

karmagiklik matrisleri tiim modeller i¢in egitim, valid ve test i¢in analiz edilmistir. Tiim
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modeller degerlendirilerek hastalik tahmini ve tespitinde bu alanda calisan bilim

insanlarina kolaylik ve yol gosterici ¢dziim Onerileri sunulmustur.

Anahtar Kelimeler: Alzheimer, Dogruluk, Derin Ogrenme, Gogiis Kanseri,

Siniflandirma
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ABSTRACT

CLASSIFICATION OF ALZHEIMER AND BREAST CANCER IMAGES
USING DEEP LEARNING METHODS

TiRAKI, Yesim
Master Thesis, Department of Computer Engineering
Supervisor: Assoc. Dr. Hasan TEMURTAS
Supervisor: Assis. Dr. Cigdem BAKIR
July, 2024, 238 pages

With early detection and diagnosis of the disease, the risk of death of patients is
reduced. However, the disease can often be misdiagnosed during manual radiological
examinations. For this reason, computer-aided methods that make fast and accurate
decisions are needed. In this study, Alzheimer's and breast cancer diseases, which have
an important place in recent years, were discussed and a study was developed for the early
diagnosis of these diseases. Within the scope of the thesis, deep learning models were
applied on the sample data set to detect Alzheimer's disease and the results were
compared. In the first stage of the study, the sample data set was analyzed and it was
determined which features would affect Alzheimer's disease. In the next stage, a multi-
class model was created by detecting Alzheimer's disease according to its stages
(Mild_Demented, Moderate_Demented, Non_Demented, Very Mild_Demented) with
four different deep learning models. To classify breast cancer types (adenocarcinoma,
large. cell. carcinoma, normal, squamous.cell.carcinoma), the dataset was normalized by
going through various preprocessing processes. In the next stage, breast cancer was
automatically detected according to the stages of the cancerous cell. In addition, the
performance evaluation of different deep learning models such as DNN, CNN, VGG16
and AlexNet for the diagnosis of Aizhemer and breast cancer was carried out. In addition,
the network structure created for all models was analyzed with different distributions
(Glorot Uniform, HeNormal). Results were obtained with different epoch values. In the
first stage, all proposed models were run for 100 epochs and results were obtained. In the
second stage, all models were evaluated by taking the results for the 6 epochs with the
highest success rate according to the "val_loss" criterion. This study, unlike other studies,
increased the performance and success rates for both data sets by developing the common
network structure of deep learning architectures. In addition, the classification success of
the proposed models, modeled with different network structures, for both data was

analyzed with different evaluation criteria (precision, accuracy, sensitivity, F1 score) and
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the results were evaluated, and the complexity matrices were analyzed for training,
validation and testing for all models. All models were evaluated and solution suggestions
were presented to facilitate and guide scientists working in this field in disease prediction

and detection.

Keywords: Accuracy, Alzheimer, Breast Cancer, Classification, Deep Learning,
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Glinlimiizde tibbi verilerin dogru ve hizli analizi, tan1 ve tedavi siireglerinin
iyilestirilerek hastaligin erken evrede belirlenmesi olduk¢a 6nemlidir (Santosh, vd.,
2019). Ayrica saglik hizmetleri ve yonteminde hastaliklarin dnlenerek yasam kalitesinin
artmasi, kronik hastaliklarin belirlenmesi, salgin hastaliklarla miicadele edilmesi ve 6liim
oranin azaltilmasi dogru tani ve teshise baglidir. Erken teshis bir¢ok hastalikta tedavi
stiresini kisaltarak tedavi siirecini kolaylastirir. Boylelikle kisilerin iyilesme oranini

arttirarak hayatta kalmasini saglar.

Doktorlar kisinin sikayetlerini dinleyerek bilgisayarli tomografi, kan testleri,
manyetik rezonans goriintiilleme gibi bir¢ok test ile kisinin hastaligini tespit etmeye calisir
(Riquelme ve Akhloufi, 2020). Ancak doktorlar kisilere tan1 ve teshis koyarken yanilabilir
ya da siire¢ uzayabilir. Bu durumda teknolojinin gelismesiyle beraber yapay zeka, karar
destek sistemleri, derin 6grenme ve makine Ogrenimi gibi tekniklere ihtiyag
duyulmaktadir. Yapay zeka tiretim, endiistri, sanayi, savunma, goriintil, ses, video isleme,
robotik gibi bir¢cok alanda kullanildig1 gibi saglik alaninda da hastaligin erken tani ve
teshisinde dogru ve hizli kararlar almada, hastalik tahmininde, karar vermede ve
doktorlarin is ylikiinii azaltmakta kullanilmaktadir. Her gecen giin artan teknolojinin
saglik hizmetleri alanina uygulanmasi ile verimlik artar, maliyetler azaltilir ve

personelden kaynakli hatalar ortadan kaldirilir.

Alzheimer beyin ndronlarinda olusan hasarin iyilesmedigi tedavisi miimkiin
olmayan norodejeneratif bir hastaliktir (Zhang ve Wang, 2015). Yasl ve erkeklerde daha
cok ortaya ¢ikan bu hastaliktan her yil milyonlarca kisi etkilenmektedir. Alzheimer ile

birlikte asagida belirtilen semptomlar goriilebilir (Sertkaya ve Ergen, 2022):
. Biling kaybi1 yasanarak haliisinasyonlar artabilir.

. Kiside hafiza kaybi yasanabilir.

. Kisiler bulundugu ortama ¢abuk adapte olamaz.
. Saldirgan bir tutum ve davranis sergileyebilir.
. Kendine giliveni azalir, motivasyon kaybi1 yasanabilir.

. Konugma gii¢liigii ¢ekebilir.

. Her giin gercgeklestirdigi giinliik aktiviteleri yapmakta bile zorlanabilir.



. Depresyon ve kaygi artabilir.

Bu semptomlar genelde hastaligin erken evrelerinde cogunlukla goriiliir. Ancak
hastaligin ilerlemesiyle beraber kisiler ve aileleri yasamlarinda daha zor sartlarla karsi
karsiya kalabilir. Ornegin; hasta kisi gegmisinde yasadig1 durumlar1 hatirlayamaz, ailesini
ve arkadas ¢evresini taniyamaz hatta kendini bile tantyamaz hale gelebilir. Boyle bir
durumda hasta kendi yasantisini idame etmede zorluklar yasadigi i¢in bakiciya muhtag
kalabilir. Boyle durumlarin yasanmasini onlemek amaciyla hastaligin baslangic
evrelerinde tami koyularak tedavi ettirilmesi gerekmektedir. Ancak norologlar igin
alzheimer hastaligini teshis etmek zordur ve yillarca egitim ve deneyim gerektirir.
Manyetik Rezonans Goriintiileri (MRI), Bilgisayarli Tomografi (CT), Pozitron Emisyon
Tomografi (PET) ya da Fonksiyonel Manyetik Rezonans Goriintiileme (MRI) gibi klinik
bulgulara bakarak manuel bir teshis koymak zorunda kalirlar. Ancak bazi durumlarda
manuel tibbi tan1 ve teshis yanlis olabilmektedir. Dogru, hizli ve giivenilir bir tibbi teshis

icin bilgisayar destekli karar verme mekanizmalarindan yararlanilmaktadir.

Gogiis kanseri yas, sigara ile alkol kullanimi, obezite, radyasyon, hareketsiz
yasam gibi sebeplerden Gtiirii gogiisteki hiicrelerin kontrolsiiz ve anormal bir sekilde
biiyiiyerek tiimérlii dokulara doniismesiyle olusur. Bu kanser tiirii Diinya Saglik Orgiitiine
gore bircok iilkede kadinlarda yaygin goriilen en Sliimciil kanser tiirlerinden biridir.
Gogiis kanserinin birgok belirtileri olmakla beraber asagidaki semptomlar daha yaygin

goriilebilir (Ozsen, 2002):

. Gogiiste sislik ve agri

. Gogiiste kitle olusumu
. Gogiiste akint1 ya da kanama olugumu
. Gogiis ucunda kizariklik ya da soyulma

. Gogiiste tahris

Bu semptomlarin goriilmesi gégiis kanseri oldugu anlamina gelmeyebilir. Ancak
bu semptomlar goriilen kisilerin mutlaka uzmana bagvurmasi gerekir. Semptomlarla
beraber uzman kisilerce yapilan baz testler ile kisinin kanser olup olmadig: belirlenir.
Gogilis kanseri mamografi ile tomosentez cihazlari, ultrasanografi (USG), MR (Manyetik
Rezonans Goriintiileme), PET gibi radyolojik yontemlerle uzman kisilerce belirlenir.

Ancak bazi durumlarda uzman kisiler yanlis teshis koyabilir ya da radyolojik muayenede



kanserli hiicre son evrede tespit edebilir. Ancak son evrede kanser teshisi koyulmasi
tedavi siireci agisindan olumlu bir gelisme degildir ve bir¢ok hastanin kaybina yol
acmaktadir. Bu sebeple kanserli hiicrenin erken evrelerinde teshisi tedavi siirecinde ¢ok
Oonemli bir rol oynamaktadir. Diger kanser tiirlerinde oldugu gibi erken tan1 ve teshis 6liim

oranini azaltmakta ve hayat kurtarmada aktif bir rol oynamaktadir.



BIiRINCi BOLUM
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1.1. ALZHEIMER VE GOGUS KANSERI iLE ILGIiLi YAPILAN CALISMALAR

Alzheimer hastaligi tedavisi miimkiin olmayan, beynin hafiza boliimiinden
baslayarak yasa bagh olarak hizli bir sekilde ilerleyen kisinin diistinme ve karar verme
gibi onemli mekanizmalarini etkileyen O6nemli bir nérolojik rahatsizliktir. Kisilerin
aritmetik, karar verme, hafiza, dil gibi yetisini olumsuz etkileyerek davranigsal ve bilissel
fonksiyonlarmin zamanla kaybolmasina neden olmaktadir. Kisi eski bilgileri
hatirlayamamakla beraber yeni bilgileri de 6grenmede zorluklar ¢ekmektedir. Kisinin ve
ailesinin yasaminda sikintilara sebepler verdigi i¢in hastaligin erken tani ve tedavisi bu
noktada olduke¢a 6nemlidir (Shamrat, vd., 2023). flaclarla ya da tibbi yontemlerle tedavisi
bulunmamasina ragmen hastaligin ilerlemesini yavaslatmak ya da durdurmak amaciyla
birtakim erken tan1 ve teshis yontemleri kullanilir (Kamal, vd., 2022). Hastalik tek basina
bir muayene ile belirlenmez. Kan testleri, norolojik muayeneler, birtakim zihinsel
muayeneler ve beyin goriintiilemesi ile tespit edilir. Ozellikle de bilgisayar destekli karar
verme yontemleri olduk¢a 6nemlidir. Bu sebeplerden dolay1 hastaliga erken tani ve teshis

koyabilmek amaciyla literatiirde son yillarda bazi caligsmalar yapilmistir:

Xing ve arkadaslari, Alzheimer’s Disease Neuroimaging Initiative (ADNI)
veritabani tizerinde ii¢ boyutlu CNN ile Alzheimer hastaligini teshis etmislerdir (Xing,
vd., 2023). Bu ¢alismada hafif ya da ¢ok bozulmus biligsel bozuklugu tespit edilmesi i¢in
beyin goriintiileri analiz edilmistir. 3D-CNN uygulayarak hastaligin ilerleyisini
belirlemek performans agisindan diisiik ve hesaplama maiyeti pahali oldugundan
oncelikle bu beyin goriintiileri 6grenebilir agirlikli 2 boyutlu birlestirilmis goriintiilere
dontistiiren LWP (Learnable Weighted Pooling) modeli dnerilmistir. Buradaki amag
CNN aglart icin verilen egitim verisini iyilestirmek ve modelin performansini
arttirmaktir. Ozellik ¢ikarma methodu olarak ResNet34 kullanilmistir ve LWP modeli ile
yaklagik %88 dogruluk elde edilirken %75 oraninda da egitim siiresi azaltilmistir. Ancak
3D goriintiide uzanimsal bilgi olmadig1 icin erken ortaya ¢ikan hafif biligsel bozuklugu

klinik asamalarda tespit etmek ve MRI beyin goriintiilerine dahil etmek oldukga zordur.

Kaplan ve arkadaslari, 3807 MRI (Manyetik Rezonans Goriintiileme) goriintii
ve 6400 bilgisayarlt tomografi (CT) goriintiisiinden elde edilen 2 veriseti {izerinden
Alzheimer hastalarinin nororadyolojik 6zelliklerini otomatik olarak tespit etmeye
calismiglardir (Kaplan, vd., 2023). Calismanin adimlarin1 6zellik ¢ikarimi, komsuluk

bilesinine dayali 6zellik ¢ikarimi ve 8 farkli siniflandirma yontemi olusturmaktadir.



Olusan o6zellikler icerisinde en iyi 6zellikle Neighborhood Component Analysis (NCA)
ozellik secimi yoOntemi ile secilir. Dogrusal, karesel ve kiibbik SVM ve kNN
siiflandiricilart ile %95 ile %99 oraninda dogruluk elde edilmistir. Saglik alaninda
bliyiik verilerde tibbi goriintiilerin siniflandirilmasi i¢in daha otomatik 6zellik ¢ikarimi

yapacak yontemlere ihtiya¢ duyulmaktadir.

Alzheimer daha ¢ok 65 ve iizeri kisilerde goriinen beynin hipokampus kismini
etkileyen ndrodejeneratif bir hastaliktir. Kumar ve arkadaslari, bu hastaligin noérolojik
analizi i¢in SVM ile CNN’ni birlestiren bir yontem gelistirdiler ve 6nerdikleri modeli
MRI goriintiileri lizerinde karsilastirmali olarak sundular (Kumar, vd., 2023). Calismanin
amaci, Alzheimer hastaligini ADNI MRI goriintiilerinden hastaligin asamalarini (hafif,
orta, hasta) tahmin edilmesidir. Onerilen modelin dogrulugu karar agaglari, rastgele
orman, regresyon gibi makine 6grenimi algoritmalariyla farkli degerlendirme kriterleri
kullanilarak karsilagtirilmistir. Farkli makine 6grenimi yontemlerinde yaklasik %90-%99

arasinda basar1 saglamistir.

Alorf ve arkadaslari, alzheimer hastaligin1 tespit etmek amaciyla MRI
goriintlileri iizerinde iki farkli derin 6grenme yontemi ile ¢ok etiketli sinifllandirma
yapmiglardir (Alorf ve Khan, 2022). Bu g¢alismada kullandiklar1 yontem ile beynin
islevselligindeki baglantilardan ¢ikarak alzheimer hastaliginin evreleri teshis edilmistir.
Onerilen model, ¢ok smifli smiflandirma problemini beynin islevsel baglantismi
cikararak ¢6zmektedir. Her iki derin 6grenme yontemiyle sirastyla %77,13 ve %84,03
dogruluk elde edilmistir. Beynin farkli bolgeleri i¢in agin agirliklarinin tespiti
gerceklestirilmistir. Ancak bu calisma sadece norodejeneratif bozukluklarla ilgili veri

kiimeleri izerinde kullanilabilir.

Ghazal ve arkadaglari, alzheimer hastaliginin ¢ok asamali tespiti amaciyla MRI
goriintiilerini transfer 6grenme ile siniflandirmaya dayali bir model Onermislerdir
(Ghazal, vd., 2022). Bu ¢alismada dort sinifli (hafif, hastalik yok, orta, ¢ok hafif) bir veri
seti  kullanmilmistir.  Ayrica ¢alismada CNN aglarmin  egitimi  AlexNet ile
gerceklestirilmistir ve 40 epoch yaklasik %91.7 dogruluk vermistir. Bu caligmada
Onerilen yontem kii¢lik verisetlerinde hastaligin dogru ve hizli tespit etmesine ragmen
daha biiylik veri kiimeleri i¢in aymi performansi gosteremeyebilir. Ciinkii transfer
ogrenmede kullanilan tiim evrisim katmanlarinin parametrelerinin ayarlanmasi i¢in daha
fazla analize gerek duyulmaktadir. Ayrica ¢ok sinifli biyomedikal goriintiilerde denetimli

ya da denetimsiz farkli derin 6grenme yontemleri kullanilabilir.



Alzheimer ¢ogunlukla 65-85 yas araligini etkileyen demans (bunama) goriilen
bir hastaliktir ve erken tan1 ve teshisi hastalifin ilerlemesini yavaglatmak i¢in oldukca
onemlidir. Son yillarda bu alanda bilgisayarla gorii, makine 6grenimi gibi teknikler
kullanilarak birgok ¢alisma yapilmaktadir. Ozellikle de tipta bu hastalik EEG, protein
dizisi ve ndrogoriintileme gibi yontemlerle tespit edilmektedir. Norogdriintiileme
teknikleri arasinda MRI ve CT’ye bakilarak doktorlar teshis etmektedir. Ancak kimi
durumda yanlis teshis ya da hastaligin baslangi¢ evresinde tespiti konusunda hatalar
yapilabilmektedir. Bu sebeple bilgisayar destekli karar verme yontemleri ¢ogu hastaligin
tespitinde oldugu gibi bu hastalikta da 6nemli sonuglar vermektedir. Yapilan diger bir
calismada bilgisayar destekli karar vermede kullanilan makine ogrenimi teknikleri
tartisitlmaktadir (Mirzaei ve Adeli, 2022). Bu tekniklerin basinda k-ortalama, rastgele
orman, karar agaci, destek vektdr makineleri gibi klasik yontemlerin yani sira Enhanced
Probabilistic Neural Network, Dynamic Ensemble Learning Algorithm, Neural Dynamic
Classification algoritmasi, ve Finite Element Machine gibi giiglii denetimli makine

Ogrenimi ve siniflandirma algoritmalar1 da bulunmaktadir.

Alzheimer hastaliginin erken evrelerinde tespitinin tedavi i¢in ¢ok etkilidir. Bu
sebeple Kavitha ve arkadaslari, Karar Agaci, Rastgele Orman, Destek Vektor Makinesi,
Gradient Boosting ve Oylama siniflandiricilar1 kullanarak hastaligin erken tahmini
gerceklestirmislerdir (Kavitha, vd., 2022). Kullandiklar1 siiflandirma algoritmalarini
kesinlik, hassaslik ve F1 puani gibi degerlendirme kriteleri ile degerlendirmislerdir. Tiim

siniflandirma yontemleri yaklasik %83 basar1 saglamistir.

Razzak ve arkadaslari, bilgisayarli tomografi ve manyetik rezonans
goriintiilerinden parietal ve temporal lob alanlar1 olmak iizere farkli beyin alanlarinin
boyutundaki alzheimer hastaligina etki edecek degisimleri gozlemlemislerdir (Razzak,
vd., 2022). Bu c¢alismada topluluk derin 6grenme tabanli bir yontem gelistirilmistir.
ResNet, PartialNet ve DenseNet ile 6zellik g¢ikarimi gergeklestirilerek elde edilen
siniflandirma sonuglar1 379 hastadan toplanan ADNI veri seti iizerinde test edilmis ve
klinik bulgular ile karsilastirilarak degerlendirilmistir. PartialNet %87.92 dogruluk ile
diger derin Ogrenme tabanli yoOntemlere gore daha basarili sonuglar verdigi
gozlemlenmistir. Ancak farkli goriintiileme tiirleri ve veri birlestirme yontemleri ile farkl

veri setlerine uygulanarak daha fazla analize ihtiya¢ duyulmaktadir.

Raghul ve arkadaglari, alzheimer hastaliginin erken teshisine yardimci olan

beyin bozuklugunun otomatik tespiti igcin OASIS (Open Access Series of Imaging



Studies) verilerini YSA ve SVM ile siniflandirmiglardir (Raghul ve Kasim, 2023). 28 adet
ve ii¢ smif (Giolma, Pics ve Saglikli) MRI goriintiisii {izerinde her iki siniflandirma
yonteminin basarist hesaplanmistir. ANN ve SVM ile sirasiyla yaklasik %96 ve %98
basar1 elde edilmistir. Ayrica kullanilan veri ile SPSS analizi de gergeklestirilmistir.
Ancak daha biiyiik veri kiimelerinde performans ve dogruluk agisindan daha fazla analiz

ve karsilastirmaya gerek duyulmaktadir.

Rajasekhar alzheimer hastalig1 i¢in ¢oklu ileri beslemeli sinir agina sahip hibrit
meta-sezgisel yonteme dayanan bir erken teshis modeli sunmustur (Rajasekhar, 2023).
Bu model 6n isleme, 6zellik ¢ikarimi, 6zellik se¢imi ve siiflandirma olmak tizere dort
asamadan olusur. DWT yontemiyle olusturulan &zellikler iginde en 6nemli 6zellikler
Hybrid Sine Cosine Frefy (HSCAFA) algoritmasiyla bulunmustur. Hastalik tespiti i¢in
ise regresyona dayali Multi-faith Neighbors’ network (MFNN) methodu kullanilmaistir.
ANN, ANFIS, CNN, SVM, RNN ve DBN ile sirasiyla %76,5, %87,7, %88,9, %89,45,
%87,54 ve %96,4 ile basari elde edilirken 6nerilen model ile %98.4 basar1 elde edilmistir.

Ancak performans ve hesaplama karmasikligi agisindan hizi oldukga diisiiktiir.

Sherwani ve arkadaslar1 alzheimer hastaligini teshis etmek icin MRI goriintiileri
Evrisimsel Sinir Ag1 (Convoluational Neural Network - CNN) ile siiflandirmiglardir
(Sherwani, vd., 2023). Goriintii doniisii algoritmalarinin CNN’ye gore daha yiiksek
oranda basarili sonuglar verdigi gozlenmistir. Her {i¢ goriintii doniisiim algoritmasinin
sonuclar1 karsilagtirmali olarak verilmistir. Ancak gercek veriler {izerinde dogrulugu
arttirmak ve zamansal olarak hesaplamay:r kolaylastirilmak amaciyla goriintii

siniflandirilmasi lizerinde birtakim analizler gerektirmektedir.

Nancy ve arkadaslari, topluluk (Ensemble) methodlar, ID3, Naive Bayes, Destek
Vektor Makineleri gibi farkli makine 6grenimi yontemleri kullanilarak alzheimer
hastaligi ve parkinson hastaliginin teshis etmislerdir (Nancy Noella ve Priyadarshini,
2023). Egitilmis orneklerin PET goriintiileri i¢in giris goriintiisii ile karsilastirilmasinda,
topluluk 6grenme siniflandiricist ile %90,3'lik bir dogruluk saglanmistir. Daha fazla

performans saglamak amaciyla daha fazla uygulama gerekmektedir.

De Santi ve arkadaglar1, 18F-FDG PET goriintiileri izerinde CNN ile ¢ok sinifli
simiflandirma gergeklestirmislerdir (De Santi, vd., 2023). Bilissel bozukluklar (hafif,
normal, agir) stniflandirilarak alzheimer hastaligi tespit edilmistir. Gelistirilen model ile

%77 oranin basar1 saglanmistir. Ayrica Saliency Map ve Layerwise Relevance
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Propagation ile PET goriintiileri arasindaki iliskiler ve 6zellikler belirlenerek basari
dogrulugu arttirilmistir. Ancak dogruluk disinda daha fazla degerlendirme kriterleri ile
Onerilen modelin basarisi 6l¢iilmelidir ve hesaplama karmasiklig1 azaltilarak zamandan

tasarruf elde edilmelidir.

Son yillarda alzheimer hastaliginin teshisinde literatiirde gézlemlenen 6nemli

caligmalar, kullandiklart yontemler ve elde ettikleri bulgular Tablo 1.1’de sunulmustur:

Tablo 1.1: Son Yillarda Bunama ile Ilgili Yapilan Calismalar

Calisma Veri seti Yontem Dogruluk  Dezavantajlar

Biomarker &

Lifestyle Flagship Multi-Modal Mixing
Study of Ageing Transformer (3MT),
(AIBL)

Biiyiik veri kiimelerinde
%99.40 dogruluk ve performans
yavastir.

Liu, vd.,2023

Alt siniflari tespit etmek
%69.40 i¢in daha fazla analize
ihtiya¢ duyulmaktadir.

Shigemizu, o Derin 6grenme
vd., 2023 <@ v methodlari

. Ozellik secimi ile 6nemli
Mendonca, b Desteggpkior 9%92.00 dznitelikler seilerek
vd., 2023 Makineleri o
basari arttirilabilir.

Egitim verisi azaltilinca
dogruluk diiser ve
onerilen modelin boyutu
‘o - gibi bazi parametreleri
gggg, va. ADNI i\;f;lm sel Sinir %89.60 egitim verisinin
boyutuna gore
ayarlanmalidir.

Onerilen modelin
tahmini tim
katmanlardan gelen
ozelliklere baglidir. Bu
sebeple katmanlar
halinde elde edilen
sonu¢ hesaplama
karmasiklig1 agisindan
ADNI Transfer Ogrenme %97.84 daha ince hale
getirilebilir. Ayrica
baglangi¢ egitimi i¢in
hedef siniflandirmanin
homojen olmasi
gerekmektedir.

Raza, vd.,
2023

Daha biiyiik veri
kiimeleri i¢in derin
6grenme yontemleri siiri
Stirii algoritmast, k- o o zekas1 optimizasyon
en yakin komsuluk yontemleriyle entegre
edilebilir.

WDBC,
Lymphography,

Lu, vd., 2023 Hepatitisfulldata
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Tablo 1.1: (Devam) Son Yillarda Bunama ile ilgili Yapilan Calismalar

Biiyiik veri kiimelerinde
basar1 sonuglar ve

Lahmiri, k-en yakin Onerilen modelin
2023 OASIS komsuluk, Bayes 9%94.96 optimize edilmesi
teoremi gerekmektedir.
Zaman kaybini azaltmak
Mabrouk, vd. amaciyla veri setinin
» Ve Rastgele orman . Y tl
2023 ADNI siniflandiricist %82.00 boyutu arttirilabilir.
Farkli veri kiimeleri
tizerinde dogrulugunu
Patel, vd. g arttirmak i¢in farkli
» Va, Lojistik Regresyon, : ¢
2023 OASIS Karar Agaci %96.00 yonjtemlerle‘
genisletilebilir.
Karar Agaglari,
Rastgele Ormanlar,
Destek Vektor
Makineleri,
Shrivastava, Gradient Boost ve Coklu siniflandirmada
0
vd., 2023 OAS Oylama -0 model genisletilebilir.
siniflandiricilar

Gogiis kanseri salgi bezleri, yag dokusu, meme loblar1 ve siit kanallar: gibi meme

dokusunda kontrolsiiz bir sekilde artan ve biiyiiyen hiicrelerden olusur. Kanserli hiicreler

diger hiicrelere gore daha hizli boliiniir ve hizli bir sekilde ¢ogalir. Hizli ¢ogalan hiicreler

tiimor ad1 verilen kotli huylu kitleye hizli bir sekilde dontiserek hastanin 6liimiine sebep

olabilir. Hastanin yasama olasiligini arttirmak icin diger hastaliklarda oldugu gibi gogiis

kanserinde de erken tan1 ve tedavi cok dnemlidir. Bu amagla gogiis kanserinin tespiti ve

siniflandirilmasi ile ilgili bir¢ok ¢alisma yapilmistir. Literatiirde son yillarda yapilan bu

calismalar Tablo 1.2’de 6zetlenmistir:

Tablo 1.2: Son Yillarda Gogiis Kanseri ile Ilgili Yapilan Cahismalar

Calisma Veri seti Yontem Dogruluk Dezavantajlar:
Cok biiytik veri
o Ka_ggle Data Blockchain kiimelerinde
Heidari, vd., Science Bowl tabanl1 Birlesik performans ve
2023 (KDSB), Osrenme (FLS) %99 69 dogruluk agisindan
LUNA 16 & Snerilen model
gelistirilebilir.
e Erken kanser tespiti
Kwak, vd., 2023  Lungimages  *runicial %78 i¢in ekstra analizlere
Intelligence

ihtiya¢ duyulmaktadir.
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Tablo 1.2: (Devam) Son Yillarda Gégiis Kanseri ile Tlgili Yapilan Calismalar

Biiyiik veri
kiimelerinde daha

Lanjewar, vd., CT images DenseNet201 %95 fazla analize ve daha
2023 dogrulamaya ihtiyag
duyulmaktadir.
Accuracy=
97-4?%,_ Hastalikli bireyler
Oh, vd., 2023 Chest images EfficientNet B7 Sensitivity= dedaha fazla analize
95.93%, ihtiyag duyulmaktadir.
Specificity=
99.05%
Transformer Onerilen ag yapisinin
Mkindu, vd., LUNA16 network with 998,39 mimarisi gelis_tirilérek
2023 Bayesian daha} fazlfal veri seti
optimization analiz edilebilir.
XGBoost,
for XGBoost=

Chen, vd., 2023

Breast cancer

random forest,

%97.40 (en iyi

Veri kiimesi ¢ok

dataset logistic dosraluk sinirlidir.
regression, and K- dogruluk sonucu)
nearest neighbor
Deep Neural
Network (DNN) : .
. . . : Sistemin
Wisconsin and c¢esitli makine
Diagnostic Ogrenimi for DNN= performansint
Rani, vd., 2023 . artirmak i¢in daha
Breast Cancer algoritmalart 95.32% fazla optimizasvon
(WDBC) (Random Forest, wp y o
. teknigi kullanilabilir.
Naive Bayes,
SVM, AdaBoost)
CNN, Xception,
Breast cancer InceptionV3, for CNN= Farkli degerlendirme
Abunasser, vd., dataset ResNet50, 98.28% (en kriterleri ile 6nerilen
2023 VGG16, yiiksek dogruluk)  model test edilebilir.
MobileNet
Cesitli degerlendirme
Nemade, vd., Mammogram Ensemble 97.01% krlte_rlerl ile farkli
2023 images methodlar analizler

gerceklestirilebilir.




IKiNCi BOLUM

GENEL BIiLGILER
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2.1. DERIN OGRENME MODELLERI

Derin 6grenme, cesitli alanlarda yaygin olarak kullanilan bir makine ¢grenimi
yaklasimidir (Giirkan ve Hamilci, 2020). Goriintii ve video analizi, veri analizi, nesne ve
konusma tamima gibi bir¢ok alanda etkili bir sekilde kullanilir. Geleneksel makine
O6grenimi methodlari, veri 6n isleme ve 6zellik ¢cikarimi adimlariyla ugragarak zaman ve
emek gerektirirken; derin 6grenme methodlart verileri ham olarak igler ve bu adimlar
otomatik olarak gerceklestirir. Ozellikle derin 6grenme methodlar1 goriintii analizinde
farkli filtreler araciligiyla goriintiilerin 6zniteliklerini ¢ikarir. Derin 6grenme modelleri,

bir goriintiideki nesneleri tespit etmek i¢in ¢ok katmanli yapilar kullanir.

Derin 6grenme, ¢ok katmanli sinir aglarindan olusan bir makine 6grenimi alt
dalidir (Shinde ve Shah, 2018). Bu yontem, veri setlerini gizli katmanlarda isleyerek
hangi ¢ikis katmanina yonlendirilecegini tahmin eder. Her sonraki katman, kendisinden
onceki katmanin ¢iktisin1 girdi olarak alir. Bu modeller, dogrusal olmayan islem birimi
katmanlarin1 kullanarak 6zellik ¢ikarimi ve doniisiim yapar. Bu yapi, verilerin farkli
ozellik seviyelerini veya temsillerini 6grenir ve alt diizey o6zelliklerden {ist diizey
ozelliklere dogru hiyerarsik bir temsil olusturur. Derin 6grenme, gézetimli ve gézetimsiz
olmak iizere iki temel sekilde gerceklesebilir. Gozetimli 6grenmede, algoritma giris
verileri ve beklenen ¢ikis verileri arasindaki iliskiyi 6grenir; hata durumunda algoritma
tekrar incelenerek diizeltilir. Gozetimsiz 6grenmede ise, makine karmasik verileri kendisi
coziimleyerek olasiliklar arasinda ¢ikis verisi iiretir. Derin 6grenmenin {i¢ temel modeli

vardir (Ciaburro ve Venkateswaran, 2017):
. Cok katmanli Perceptron (Multilayer Perceptrons-MLP)
. Evrigsimsel Sinir Ag1 (Convolutional Neural Networks-CNN)

. Yinelgeli Sinir Ag1 (Recurrent Neural Networks-RNN)

2.1.1. Yapay Sinir Aglan (Artificial Neural Network — ANN)

ANN, c¢esitli kullanim alanlarina sahiptir ve farkli 6grenme algoritmalari
kullanarak egitilebilirler. Siniflandirma, Regresyon, Kiimeleme ve diger makine 6grenimi
yontemlerinde kullanilabilirler. Ayrica yapay sinir aglari, ses ve goriintii tanima, ticaret,

saglik, askeri ve ¢evre gibi alanlarda da kullanilabilirler. Beyin modellemesi ¢aligmalari,
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kanserli hiicre tespiti, alinan kan 6rneklerinin siniflandirmasi gibi 6rnekler saglik sektorti
i¢in verilebilir.

Sekil 2.1°de ANN gosterilmistir.  ANN insan beyninin yapisal ve islevsel
Ozelliklerinden esinlenerek tasarlanmistir. Yapay Sinir Ag1 (YSA) modelleri genellikle
birden fazla katmandan olusur. Giris katman1 haricinde, her katmanda ¢ok sayida néron
bulunur. Noronlar, kendi katmanlar1 i¢inde paralel olarak calisirken, birbirini izleyen
katmanlara seridir. Her katmandaki noronlar, bilgiyi bir sonraki katmana iletmek igin
baglantilar araciligiyla birbirine baglanir. Bu baglantilar agirliklarla temsil edilir ve
ogrenme siirecinde egitim verileri kullanilarak optimize edilir. Egitim tamamlandiginda,
YSA modeli test verileri iizerinde performansini 6lgmek i¢in degerlendirilir. Ayrica,
dogrulama verileri de egitim sirasinda YSA modelinin asir1 6grenip 6grenmedigini
kontrol etmek amaciyla kullanilir. YSA modeli asir1 6grenmeye basladiginda egitim

durdurulabilir.

Sekil 2.1: Yapay Sinir Aglar

H M e

| 1

Girdiler aga dis ortamdan gelen verileri temsil eder. Ciktilar ise agin 6grendigi

bilgiyi temsil eder. Bilgiler, girdi katmanindan baglayarak yapay sinir agi i¢indeki
islemsel katman(lar) boyunca ilerler ve her katmanda bulunan agirhik degerleri
kullanilarak ¢ikt1 katmanina iletilir. Yapay sinir aginda birden fazla islemsel katman ve
ndron bulunuyorsa bu yapiya ¢ok katmanl yapay sinir ag1 denir. Eger yapay sinir aginda

yalnizca bir islemsel katman varsa bu yapiya ise tek katmanli yapay sinir ag1 ad1 verilir.
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Yapay sinir aglari, ¢esitli tasarim kaliplarindan olusabilir ve farkli 6grenme algoritmalari

kullanarak egitilebilir.

Noronlar birbirine baglantilarla baglanir ve her baglanti girdinin degerini
gosteren sayisal bir agirliga sahiptir. Her iterasyonda bu agirliklar giincellenerek 6grenme
gerceklestirir. Bilgiler aktivasyon fonksiyonlarindan gegirilerek diger noronlara iletilir.
Sinir aginda olusacak tiim katmanlarin néronlar1 6nceki ve sonraki katmanin néronlarina
seriyken, kendi aralarinda paraleldir. Noronlar arasinda her bir katmana bilgi
iletileceginden aralarinda baglantilar igerir. Bu baglantilar katmanlar arasindaki
agirliklart gosterir ve ¢ikis katmaninda biter. Agin egitilmesi sirasinda dogru agirliklarin
belirlenmesi dogru ve giivenilir ¢ikt1 i¢in ¢ok dnemlidir. Baglangicta agirlik degerleri
rastgele atanir. Olusacak sinir agina ve 6grenme kuralina gore her iterasyonda agirlik
degerleri giincellenir. Farkli 6rnekler olusan modele gore egitildigi i¢in agirliklar siirekli
degistirilir ve en dogru agirliklar tespit edilmeye calisilir. En optimum agirliklar

bulununcaya kadar bu islemler tekrarlanilmaktadir.

Olusan YSA modeline gore test verilerinin siniflar1 belirlenmeye ¢alisilir. Eger
test verilerinin siniflar1 dogru olarak tespit edilirse ag dogru egitilmis kabul edilir. YSA
modelinin dogru olarak belirlenmesi aktivasyon fonksiyonuna, toplama fonksiyonuna,
ogrenme kuralina ve agin topolojisine baglidir. Toplama fonksiyonu farkli fonksiyonlar
kullanilarak YSA modelinin net girdisini hesaplar. Aktivasyon fonksiyonu ise toplama
fonksiyonu sonucu olusan bilgileri farkli fonksiyonlar kullanarak c¢ikti degerine
dontstiirtir. Baz1 durumlarda olusturulan YSA modeli ezberleme yapabilir. Bu durum
olusursa egitimin durdurulmasi gerekmektedir. Test O6rneklerinin smiflar1 en sondaki

iterasyonla belirlenir. YSA modeli asagidaki kriterler goz oniine alinarak olusturulur:
. Katmanlarin belirlenmesi

. Egitimde kullanilacak girdi ve ¢iktilar

. Noronlarin sayist
. Aktivasyon fonksiyonlari
. Agin basarili olup olmadigini belirlemek i¢in kullanilan amag fonksiyonu

Sekil 2.2°de tek katmanli YSA yapis1 gosterilmistir. Tek katmanli YSA dogrusal
problemlerde kullanilir ve sadece girdi ve ¢ikt1 katmanindan olusur. Katmanlarin bir ya

da daha fazla ndéronu bulunabilir. Cikt1 degeri, girdi degerlerinin agirlik degerleri ile
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carpilarak hesaplanilir ve ¢ikt1 verileri belirli bir esik degerine gore belirlenir. Percepton

ve Adaline olmak tizere 2 tiir tek katmanli YSA modeli vardir.

Sekil 2.2: Tek Katmanli Yapay Sinir Aglar

MxN
Nx1
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s " Mx1
Activation
Function WA B}
Nx1
Net
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p
)\
( |

e i = }
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Sekil 2.3’te ¢cok katmanli YSA yapis1 gosterilmektedir. Cok katmanli YSA tek
katmanli yapidan farkli olarak gizli katmanlar da igerir. Cok katmanli YSA modeli ¢ok
sayida girdi, bir ya da daha fazla gizli katman ve bir ¢ikt1 katmanindan olugmaktadir.
Dogrusal problemler yerine daha karmasik problemlerin ¢6ziimii i¢in ideal sonuglar
tiretebilir. Problemin tiirline ve probleme gore gizli katmanlarin sayis1 degisebilir. Farkli
aktivasyon fonksiyonlar1 kullanilarak ¢ikt: degerleri elde edilebilir. Ileri ve geri yayilim

olarak adlandirilan gegisler vardir.



Sekil 2.3: Cok Katmanli Yapay Sinir Aglar
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Sekil 2.4’te derin O6grenme yontemlerinde O0grenme siireci, agirlik ve bias

degerlerinin stirekli olarak giincellenmesiyle gerceklestirilir. Her bir néron, verilen girdi

degerlerini giincellenen agirliklarla ¢arpar, bias degeriyle toplar ve elde edilen sonucu

aktivasyon fonksiyonundan gecirerek bir sonraki ndrona iletilir. Bu siire¢, agin her

katmaninda tekrarlanarak, istenen c¢ikist elde etmek i¢in verinin derinlemesine

islenmesini saglar.

Sekil 2.4: Genel Agirliklarin Degisiminin Gosterilmesi

Deep Learning
Inputs —— |  (Weights and Biases)
DNN, CNN

Outputs

Target

Compare
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2.1.2. Deep Neural Network (DNN)

Makine 6grenimi algoritmalarindan biri olan DNN aginin yapist yapay sinir
agina benzemektedir. DNN, yapay sinir aglar1 ile ¢oziilmesi zor olan bilgisayarla gorii,
gorintii isleme ve dogal dil isleme gibi karmasik problemler ve dogrusal olmayan
problemlerin ¢6ziimii i¢in gelistirilmistir. Clinkii bu problemlerin ¢dziimii i¢in havulama
katmani, evrigimli katman, yogunluk katmani gibi farkli katmanlara sahip gizli katmanlar
kullanilmalidir. Bu gizli katmanlar ile kompleks problemlerin anlasilmasi ve bdylelikle
bu problemlerin ¢oziilmesi saglanir. YSA’ya gore daha fazla katmana yani daha fazla

derinlige sahiptir.

DNN, diigiimler, kenarlar ve matematik iliskileri belirleyen katmanlardan
olugsmaktadir (Sahaai, 2021). Bu katmanlar giris, ¢ikis ve birden fazla gizli katmandir.
Egitim asamasinda katmanlarin agirliklart geri yayilim yoluyla giincellenir. Girdi
degerlerine dayali olarak ¢ikti degerlerini tahmin etmek i¢in bu giincellenen agirliklar
kullanilir. Sekil 2.5’te 6rnek bir DNN yapist gosterilmektedir. Bu modelde giris, ¢ikis ve

3 gizli katman bulunmaktadir.

Sekil 2.5: DNN Ag1
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2.1.3. Evrisimsel Sinir Aglar1 ( Convoluational Neural Network — CNN)

Evrisimli Sinir Ag1 (CNN), resimleri algilayabilen, siniflandirabilen ve yeniden

yapilandirabilen derin 6grenme modellerinden biri olarak bilinir, yiiksek dogruluk
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oranlar1 saglar. Bu modelin temel amaci, 6grenme slireclerini gerceklestirmek ve elde
edilen bilgileri yorumlamaktir. Goriintiileri isleyebilen ve siniflandiran katmanlardan
olusur. Bu katmanlar, girdi olarak aldiklar1 gorsel veriyi derin O6grenme modeline
hazirlamak i¢in 0Ozel islemler yaparlar. CNN ozellikle goriintii tanima ve isleme
problemlerinde kullanilan etkili bir yapay sinir agidir. Resim ve video formatindaki
veriler lizerinde gosterdigi yiiksek basar1 sebebiyle diinya genelinde yaygin bir sekilde

tercih edilmektedir.

Sekil 2.6: CNN Ag:

Comvolution MaxPooling Comokation MaxPooling Neural Network
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A A N A \f__JH(_A'\ ,__'/—’%\

—*
——h J = = [ [ 1
— ———— i E— =] s| |
L ———— L — gl | 3
. = —L Ui : ;
| U 1 4 | e s |
"y | 4 u 14— __‘ l,_ =
7{ i LS Ui ;
1 — =i ) 9
| = e 5 4 B
- 1 ) 1 LY =54
nput -
(28x28x1) (282850} {14x14x50| [14x14x40} [7x7x30}

Ornek bir CNN ag1 Sekil 2.6°da gosterilmistir. CNN girdi, gizli katman ve ¢ikti
katmanlarindan olusur ve CNN katmanlarin gorevleri asagidaki gibidir (Ponnada ve
Srinivasu, 2019):

Giris Katmam (Input Layer): Ses, goriintii gibi farkli verileri igler. Goriintii
verisi genellikle ti¢ boyutlu bir matris olarak temsil edilir. Veri tiiriine bagli olarak, sinir
agindaki iglemler farklilik gosterebilir. Sinir ag1 yapisinda bulunan katmanlar arasindaki
noron baglantilari, agirliklarinin hesaplanmasiyla ¢ikti degerini belirler. Her ndronun

girdi degeri, girdi katmaninin aldig1 veri tipine gore hesaplanmis agirliklarla garpilir.

Evrisim Katmam (Convolution Layer): Evrisimli sinir aglarmin temel
katmanidir. Bu katmanda, ¢esitli filtreler kullanilarak giris goriintiisiinden o6zellikler
cikarilir. Ozellikler, matris formunda gosterilir ve goriintii bilgileri bu matris degerleriyle

temsil edilir. Evrigsim katmani, goriintii iizerinde filtre gezdirerek 6zellikleri tanimlar.

Maksimum Havuzlama Katmani (MaxPooling Layer): Havuzlama (pooling)

katmani, boyutsal azaltma amaci tasir ve islem giliciinli azaltirken 6nemli 6zelliklere
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odaklanmay1 saglar. CNN modellerinde yaygin olarak kullanilan iki tiir havuzlama
teknigi vardir: Max ve Average pooling. Bu katmanda, belirlenen havuzlama teknigi
uygulanarak filtre gezdirilir. Max pooling uygulandiginda filtrenin kapsadigi alandaki en
bliyiik deger alinir; average pooling uygulandiginda ise filtrenin kapsadigir alandaki

degerlerin ortalamasi alinir.

Tam Baglantih Katman (Fully Connected Layer): Tam baglantili katmanda,
evrisim ve havuzlama katmanlarindan ge¢mis ve matris formunda olan goriintii verisi diiz
bir vektore doniistiiriiliir. Bu islemin ardindan elde edilen vektor, tam baglantili katmanin

girdisi olarak kullanilir.

Diizlestirme Katmam (Flatten Layer): Diizlestirme katmani, evrisim ve
havuzlama katmanlarindan gelen matris verilerini tek boyutlu hale getirir. Onceki

katmanlarda matris seklinde islenen veriler, burada tek boyutlu bir yapiya doniistiiriiliir.

Yogun Katman (Dense Layer): Bu katman, aktivasyon fonksiyonlari olarak
ReLU, Sigmoid veya Tanh gibi non-lineer fonksiyonlar kullanarak ¢ikisi belirler. Her
diigiim, girdinin her diiglimiine baglidir ve her katmanin girdisi, 6nceki katmanin ¢iktisina

dayanur.

ReLU (Rectified Linear Unit): ReLU, f(x) = max(0, x) olarak tanimlanan
dogrusal olmayan bir aktivasyon fonksiyonudur. Negatif degerlerden kurtulmay1 amaclar

ve CNN'lerde yaygin olarak kullanilir.

Cikis Katmam (Output Layer): CNN'in sonucunda elde edilen ¢ikis1 gosterir.

2.1.4. VGGNet

Oxford Universitesi tarafindan gelistirilen VGGNet (Visual Geometry Group)
ag yapist VGG16 ve VGG19 olmak iizere iki tiirdiir. Her iki VGGNet tiiriiniin de ag yapist
birbirine benzemekle beraber VGG16’da 13 konvoliisyon katmani, VGG19’da ise 16
konvoliisyon katmani bulunur (Hasan, 2011). VGG16 ve VGG19°da 3 tam baglantili
katman, 5 havuzlama katmani ve son katman olarak softmax kullanilir. Bu c¢alismada
VGG16 kullanilmistir ve VGG16 ile aizehmeir ve gogiis kanseri verileri egitilip sonuglari
farkli degerlendirme kriterleri ile detayli bir sekilde analiz edilmistir. Sekil 2.7°de VGG16
ag yapis1 gosterilmistir. VGG16 224x224 boyutundaki renkli goriintiileri girdi olarak alir.

13 konvoliisyon katmani, 3 tam baglantili katman, droupot, relu ve softmax olmak iizere
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toplamda 41 katman icerir. Tam baglantili katmanda goriintiiler 4096 néronlu 6znitelik

vektoril igerir ve siiflandirma dogrulugu hesaplanir.

Sekil 2.7: VGG16 Ag Yapist

S50 B

2.1.5. AlexNet

Imagenet yarigmasiyla iinlenen AlexNet sinir agi modeli konvoliisyon ve
havuzlama katmanlarinin olmasi sebebiyle LeNet evrisimsel sinir ag1 modeline benzer.
Bu evrigimsel sinir ag1 modeli 227x227 boyutunda renkli goriintiileri girdi olarak alir
(Omonigho, vd., 2020). Sekil 2.8’de AlexNet mimarisi gosterilmistir. 5 konvoliisyon, 3
tam bagl katman, 2 dropout, 3 maxpool, 2 normalizasyon, 7 relu, softmax, girdi ve ¢ikt1
olmak {izer 43 katmanli bir yapidadir. Girdi olarak verilen goriintiilerin ¢ikt1 katmaninda
siiflandirilarak sayisal degeri bulunur. 650.000 néron ve 60 milyon parametre igeren
AlexNet nesne tanimlama dogruuk oranimi %10.8 oraninda iyilestirir. Aktivasyon
fonksiyonu olarak Relu kullanilir ve paralel GPU (Grafik Islemci Unitesi) bulunmaktadir.
Boylelikle AlexNet ile egitilen veri iki farkli GPU ile egitilmis olunur.

Sekil 2.8: Alexnet Ag Yapisi

Input Data ConV 1 ConV 2 ConV 3
227 x227x3 55x 55x 98 27 x 27 x 256 13 %13 x 384 13x13x384 13Ix13x256 I I|

4096 4096 1000
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Bu tez kapsaminda Alzheimer ve Gogiis kanseri goriintiileri kullanilmagtir.

3.1. ALZHEIMER VERI SETi

Bu tez calismasinda, Alzheimer hastaliginin tespiti ve siniflandirilmasi i¢in 6400
goriintii iceren bir veri seti kullanilmustir. Ornek goriintiiler Sekil 3.1°de gdsterilmistir
(https://www.kaggle.com/datasets/sachinkumar413/alzheimer-mri-
dataset?select=Dataset).

Sekil 3.1: Alzheimer I¢in Kullanilan Verilerden Gériintiiler

1037 (128, 128) 5340 (128, 128) 1102 (128, 128) 1975 (128, 128) 2678 (128, 128)

Non_Demented Non_Demented Non_Demented Non_Demented

Very_Mild_Demented

1858 (128, 128) 1497 (128, 128) 4489 (128, 128) 2190 (128, 128) 2784 (128, 128)
Non_Demented Non_Demented Very_Mild_Demented Non_Demented Non_Demented

4517 (128, 128) 94 (128, 128)
Very_Mild_Demented

¢

340 (128, 128)
Mild_Demented Mild_Demented Non_Demented

3422 (128, 128)

2424 (128, 128)
Non_Demented

5476 (128, 128)
Very_Mild_Demented

3740 (128, 128)
Non_Demented

720 (128, 128) 2277 (128, 128)
Mild_Demented Non_Demented

2490 (128, 128)
Non_Demented

Alzheimer i¢in kullanilan verisetinde Non_Demented, Very Mild_Demented,
Mild_Demented ve Moderate Demented olmak iizere dort sinif vardir. Smiflarin Srnek

sayilar1 agagidaki sekilde gosterilmistir.



Sekil 3.2: Kullanilan Verilerin Siniflara Gore Dagilimlari

3000 A

2500 A

2000 A

15007

1000 4

500 A

Mild_Demented

Moderate_Demented

Non_Demented

Very_Mild_Demented
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Bu calismada goriintiiler %70,%15 ve %15 olmak iizere sirasiyla egitim, test ve

dogrulama olarak ayrilmistir. Tlim siniflara ait egitim, test ve dogrulama verileri asagida

gosterilmistir.

Tablo 3.1: Kullanilan Verilerin Siiflara Gore Dagilimlari

Total Data: 6400

Mild_Demented (Class 1) 896 (%14,0)
Moderate Demented (Class 2) 64 (% 1.0)
Non_Demented (Class 3) 3200 ( % 50.0)
Very Mild Demented (Class 4) 2240 (% 35.0)

Train Data: 4480 ( % 70.0)

Mild_Demented (Class 1)

627 (% 13.9955357)

Moderate Demented (Class 2)

45 (% 1.00446429 )

Non_Demented (Class 3)

2240 (% 50.0 )

Very Mild Demented (Class 4)

1568 (% 35.0)

Valid Data: 960 ( % 15.0)

Mild_Demented (Class 1)

134 (% 13.9583333 )

Moderate Demented (Class 2)

10 (% 1.04166667 )

Non_Demented (Class 3)

480 (% 50.0)

Very Mild Demented (Class 4)

336 (%35.0)

Test Data: 960 ( % 15.0)

Mild Demented (Class 1)

135 (% 14.0625)

Moderate Demented (Class 2)

9 (%0.9375)

Non_Demented (Class 3)

480 (% 50.0)

Very Mild Demented (Class 4)

336 (%35.0)
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3.2. GOGUS KANSERI VERI SETi

Bu tez calismasi, gégiis kanserinin tespit edilmesi ve siniflandirilmasi i¢cin 1000
goriintii iceren bir veri seti kullanmaktadir. Ornek gériintiiler Sekil 3.3’te gosterilmistir

(https://www.kaggle.com/datasets/mohamedhanyyy/chest-ctscan-images/data).

Sekil 3.3: Gogiis Kanseri i¢in Kullanilan Verilerden Gériintiiler

943 (357, 424, 4)

squamous.cell.carcinoma 710 (577, 800, 4)

normal

363 (296, 431, 4)
large.cell.carcinoma

494 (222, 312, 4) 660 (506, 850, 3)
normal

large.cell.carcinoma

9384353450, ) 933 (315, 455, 4) 910 (324, 457, 4) 836308, 418, 4) 153 (267, 414, 4)
squamous.cell.carcinoma squamous. cell.carcinoma squamous.cell.carcinoma squamous.cell.carcinoma it

adenocarcinoma

729 (475, 600, 4)
829 (248, 389, 4) normal

squamous.cell.carcinoma rv
t ]

996 (190, 265, 3) 716 (577, 800, 4)

squamous.cell.carcinoma 349 (258, 439, 4) normal
large.cell.carcinoma e

300 (354, 456, 4)
770 (236, 381, 4) 74 (281, 446, 4) adenocarcinoma 20 (258, 387, 4) 754 (261, 430, 4)

adenocarcinoma adenocarcinoma

squamous.cell.carcinoma squamous.cell.carcinoma

Gogiis kanseri igin kullanilan verisetinde adenocarcino, large.cell.carcinoma,
normal ve squamous.cell.carcinoma olmak iizere toplam dort sinif vardir. Siiflarin 6rnek

sayilar Sekil 3.4’te gosterilmistir.



Sekil 3.4: Kullanilan Verilerin Siniflara Gore Dagilimlari

350 1

adenoccarcinoma large.cell.carcinoma narmal

squamous.cell.carcinoma
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Bu calismada goriintiiler %70,%15 ve %15 olmak iizere sirasiyla egitim, test ve

dogrulama olarak ayrilmistir. Tiim siniflara ait egitim, test ve dogrulama verileri agagida

gosterilmigtir.

Tablo 3.2: Kullanilan Verilerin Simiflara Gore Dagilimlar:

Total Data: 1000

Adenocarcinoma (Class 1)

338 (% 33.8)

large.cell.carcinoma (Class 2)

187 (% 18.7)

Normal (Class 3)

215(%21.5)

squamous.cell.carcinoma (Class 4)

260 (% 26.0)

Train Data: 700 ( % 70.0)

Adenocarcinoma (Class 1)

237 (% 33.8571429)

large.cell.carcinoma (Class 2)

131 (% 18.7142857)

Normal (Class 3)

150 ( % 21.4285714 )

squamous.cell.carcinoma (Class 4)

182 (% 26.0)

Valid Data: 150 ( % 15.0)

Adenocarcinoma (Class 1)

51(%34.0)

large.cell.carcinoma (Class 2)

28 (% 18.6666667 )

Normal (Class 3)

32 (% 21.3333333)

squamous.cell.carcinoma (Class 4)

39 (%26.0)

Test Data: 150 ( % 15.0)

Adenocarcinoma (Class 1)

50 (% 33.3333333)

large.cell.carcinoma (Class 2)

28 (% 18.6666667 )

Normal (Class 3)

33(%22.0)

squamous.cell.carcinoma (Class 4)

39 (%26.0)
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3.3. ONERILEN MODELLER

Onerdigimiz modelin islem basamaklar1 Sekil 3.5’te verilmistir. Alzheimer ve
gogiis kanseri veri setleri, 6nerilen ag yapisina gore olusturulan model i¢in kategorik hale
getirilmis ve normalize edilmistir. Modellerin baslangi¢ degerleri, kullanilan katmanlar
ve parametreler gosterilmistir. Farkli iterasyonlar kullanilarak tiim olusturulan modellerin

dogrulugu hesaplanmistir.

Sekil 3.5: Onerilen Modelin Islem Basamaklari
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Sinir ag1 modelleri genellikle cok katmanli bir yapiya sahip olabilir, ancak bazi
durumlarda bu durum dogruluk ve performans kaybina yol agabilir. Bu sorunlari ¢ozmek
i¢cin ¢alismamizda DNN, CNN, VGG16 ve AlexNet gibi dnceden onerilmis ag mimarileri
kullanilmistir. CNN aglari, DNN methodundan farkli olarak evrisim ile havuzlama
katmanlar igerir. Bu katmanlar sayesinde modelin performansi, fazladan katmanlar

eklenerek artirilabilir.

3.3.1. DNN

Calismada onerilen DNN modelinde kullanilan katmanlar ve parametreleri Sekil
3.6’de gosterilmistir. Yogunluk katmanina relu ve softmax kullanilarak alzheimer ve

g0 giis kanserinin ¢oklu siiflandirilmasi yapilmistir.

Sekil 3.6: Onerilen DNN Modelinin Yapist

Onerilen DNN modelinde kullanilan parametre degerleri Tablo 3.3’de
gosterilmistir. 50 epoch siiresince 100 batch boyutuyla relu ve softmax aktivasyon
fonksiyonlart kullanilarak egitim yapilmistir. Bu calismada 6grenme katsayisini 0.01

alirken, optimizer olarak ise adam algoritmasi se¢ilmistir.
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Tablo 3.3: Onerilen Modelin Parametreleri

Parametreler Deger
Epoch Sayist 100
Aktivasyon Fonksiyonu relu, softmax
Loss Fonksiyonu categorical_crossentropy
Optimizer adam

3.3.2.CNN

Calismada onerilen CNN modelinde kullanilan katmanlar ve parametreleri Sekil
3.7’de gosterilmistir. Yogunluk katmanina relu ve softmax kullanilarak alzheimer ve

gogis kanserinin ¢oklu siiflandirilmasi yapilmstir.

Sekil 3.7: Onerilen CNN Modelinin Yapisi
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3.3.3. VGGI16

Calismada onerilen VGG16 modelinde kullanilan katmanlar ve parametreleri
Sekil 3.8’da gosterilmistir. Bu tez kapsaminda VGG16 kullanilmistir ve 16 katman
sayisin1 gostermektedir. Yogunluk katmanina relu ve softmax kullanilarak alzheimer ve

g6 giis kanserinin ¢oklu siniflandirilmasi yapilmistir.

Sekil 3.8: Onerilen VGG 16 Modelinin Yapisi

Input Layer
T

Convolution Layer MaxPooIing Layer
Convolution Layer Convolution Layer
MaxPooling Layer Convolution Layer
Convolution Layer Convolution Layer
Convolution Layer MaxPooling Layer
MaxPooling Layer Flatten Layer
Convolution Layer Dense Layer (relu)
Convolution Layer Dense Layer (relu)
Convolution Layer Dense Layer (relu)
MaxPooling Layer Output Layer (softmax)
Convolution Layer
Convolution Layer
Convolution Layer

5




3.3.4. AlexNet
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Calismada onerilen AlexNet modelinde kullanilan katmanlar ve parametreleri

Sekil 3.9°da gosterilmistir. Yogunluk katmanina relu ve softmax kullanilarak alzheimer

ve gogis kanserinin ¢oklu siniflandirilmasi yapilmaistir.

Sekil 3.9: Onerilen Alexnet Modeli
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Bu boliimde kullanilan Alzheimer ve gogiis kanserine iliskin 6nerilen modellerin

sonuclar1 verilmistir.

4.1. DNN SONUCLARI

Alzheimer veri seti icin DNN sonuglar1 asagida sunulmustur.

4.1.1. GlorotUniform Sonuglari

Alzheimer veri seti lizerinde yapilan ¢alismada kullanilan katmanlar ve bu
katmanlardaki parametre sayilari Tablo 4.1°de detaylandirilmistir. Ogrenme katsayisi
0.001 olarak belirlenmis, batch boyutu 100 olarak ayarlanmis ve optimizasyon i¢in
“adam” tercih edilmistir. Calismanin degerlendirme metrigi olarak “dogruluk”
kullanilmistir. GlorotUniform dagilimina gore gerceklestirilen uygulamada “val loss”
kriterine gore 6 kere hata orani diistiigiinde Tablo 4.2°de egitim verisi i¢in %98.92,Tablo
4.3’te dogrulama verisi igin %93.33, test verisi igin de %91.79 basar1 elde edildigi Tablo

4.4’te gorilmiistiir.

Tablo 4.1: Katmanlar ve Parametreler

Layer (type) Output shape Param #
Flattenl (Flatten) (None, 16384) 0
Rescalingl (Rescaling) (None, 16384) 0
Densel (Dense) (None, 128) 2097280
Dense2 (Dense) (None, 32) 4128
Dense3 (Dense) (None, 4) 132

Total params: 2,101,540
Trainable params: 2,101,540
Non-trainable params: O

Tablo 4.2: Egitim Basaris1

Train Loss

Train Accuracy

0.06915447115898132

0.9892857074737549

Tablo 4.3: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy
0.2048732191324234 0.9333333373069763
Tablo 4.4: Test Basarisi
Test Loss Test Accuracy
0.2475174218416214 0.9197916388511658
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Capraz entropi (cross entropy) hata degerlerinin epoch'lara gore nasil degistigi

gosterilmistir (Sekil 4.1).

Sekil 4.1: Capraz Entropi Hata Grafigi

Cross Entropy Loss

1.4

1.2 A

1.0 A

0.8

Loss

0.6

0.4 4

0.2

—&— Train Loss
—e— Validation Loss

Epoch Number

Agirliklar gilincellenmektedir ve en milkemmel 6grenme performansinin

gerceklestigi epoch Sekil 4.2°de gosterilmistir.

Sekil 4.2: Siniflandirma Grafigi

Classification Accuracy

50

1.0 A

0.9

0.6

0.5

—&— Train Accuracy
—e— Validation Accuracy

0 10 20 30 40
Epoch Number

Onerilen modelin tiim veri seti i¢in, egitim, dogrulama ve test asamalarindaki

karisiklik matrisleri sirasiyla asagidaki sekillerde sunulmustur.



Sekil 4.3

True Classes

Sekil 4.4

True Classes

For All Data (Confusion Matrix)
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Sekil 4.5: For Valid Data (Confusion Matrix)

True Classes

Mild_Demented

Moderate_Demented

Non_Demented

Mild_Demented

Very_|

For Valid Data

A

A

133 0 1 0
0 10 0 0
3 0
8 2

I
Mild_Demented

T
Moderate_Demented

T
Non_Demented

Predicted Classes

Sekil 4.6: For Test Data (Confusion Matrix)

True Classes

Mild_Demented

Moderate_Demented

Non_Demented

\ery_Mild_Demented

For Test Data

Very _Mild_Demented

I

L

122 0 10 3
0 9 0 0
1 0

12 0

1
Mild_Demented

T
Moderate_Demented

1
Non_Demented

Predicted Classes

Very_Mild_Demented

400

300

- 100

400

300

- 100
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Tablo 4.5’te egitim, dogrulama ve test verileri igin goriintiilerin, belirtilen

degerlendirme metriklerine gore siniflandirilma sonuglari sunulmustur.

Tablo 4.5: Siiflandirma Raporu

For Train Data

Precision Recall F1-score Support
Mild_Demented (Class 1) 1.0000 0.9984 0.9992 627
Moderate Demented (Class 2) 1.0000 1.0000 1.0000 45
Non Demented (Class 3) 0.9811 0.9978 0.9894 2240
Very Mild Demented (Class 4) 0.9967 0.9732 0.9848 1568
Accuracy 0.9893 4480
Macro avg 0.9945 0.9923 0.9934 4480
Weighted avg 0.9894 0.9893 0.9893 4480
For Valid Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 0.9236 0.9925 0.9568 134
Moderate Demented (Class 2) 0.8333 1.0000 0.9091 10
Non Demented (Class 3) 0.9226 0.9688 0.9451 480
Very Mild Demented (Class 4) 0.9600 0.8571 0.9057 336
0.9333 960
Accuracy
0.9099 0.9546 0.9292 960
Macro avg
Weighted avg 0.9349 0.9333 0.9326 960
For Test Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 0.9037 0.9037 0.9037 135
Moderate Demented (Class 2) 1.0000 1.0000 1.0000 ?
Non_ Demented (Class 3) 0.9050 0.9729 0.9378 480
Very Mild_Demented (Class 4) 0.9500 0.8482 0.8962 336
0.9198 960
Accuracy
0.9397 0.9312 0.9344 960
Macro avg
0.9215 0.9198 0.9190 960

Weighted avg
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GlorotUniform dagilimina gore 100 epoch i¢in Tablo 4.6’da egitim verisi igin
%84.79, Tablo 4.7°de dogrulama verisi i¢in %79.79, test verisi i¢in de %79.06 basar1 elde
edildigi Tablo 4.8’de goriilmiistiir.

Tablo 4.6: Egitim Basarisi

Train Loss Train Accuracy

0.387023389339447 0.8479910492897034

Tablo 4.7: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy

0.50032639503479 0.7979166507720947

Tablo 4.8: Test Basarisi

Test Loss Test Accuracy

0.5574113130569458 0.7906249761581421

Calisma kapsaminda kullanilan veri seti i¢in ¢apraz entropi hata degerlerinin

epoch degerlerine gore nasil degistigi verilmistir (Sekil 4.7).
Sekil 4.7: Capraz Entropi Hata Grafigi

Cross Entropy Loss

1.2
—®— Train Loss

p —o— Validation Loss
1.0 4

0.8 1

0.4

0.2 1

0.0 4

T T

0 20 40 60 80 100
Epoch Number
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Sekil 4.8: Siniflandirma Grafigi

Classification Accuracy

1.0 - —e= Train Accuracy
- \/alidation Accuracy

0.9 1

0.8 1

Accuracy

0.7

0.6 1

0.5

T T T

0 20 40 60 80 100
Epoch Number

Onerilen modelin tiim veri seti igin, egitim, dogrulama ve test asamalarinda elde

edilen karisiklik matrisleri asagidaki sekillerde sunulmustur.

Sekil 4.9: For All Data (Confusion Matrix)

For All Data
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Sekil 4.10: For Train Data (Confusion Matrix)

For Train Data
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Sekil 4.11: For Valid Data (Confusion Matrix)
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Sekil 4.12: For Test Data (Confusion Matrix)

For Test Data

o
9 - 400
c
£
E - 0 0 39 a5
Dl
2 350
s
T
€ - 300
QL
£
Q
0 - 0 3 0 7
o 2 250
m a
“ 3
o =
= - 200
] I
S 9
| Wi -
F§
E 4 0 0
a - 150
Cl
2
3 -100
c
g
a
S/ 0 0 %0
:
P
3

i i i
Mild_Demented  Moderate_Demented Non_Demented  Very_Mild_Demented
Predicted Classes

Tablo 4.9’da egitim, dogrulama ve test verileri i¢in goriintiilerin, belirtilen

degerlendirme metriklerine gore siniflandirilma sonuglari sunulmaktadir.

Tablo 4.9: Simiflandirma Raporu

For Train Data

Precision Recall F1-score Support
Mild_Demented (Class 1) 1.0000 0.0016 0.0032 627
Moderate Demented (Class 2) 1.0000 0.4667 0.6364 45
Non_Demented (Class 3) 0.9392 0.9862 0.9621 2240
Very Mild Demented (Class 4) 0744 1.0000 0.8536 1568
Accuracy 0.8480 1480
Macro avg 0.9209 0.6136 0.6138 4430

0.8802 0.8480 0.7866

Weighted avg 4480




Tablo 4.9: (Devam) Simiflandirma Raporu
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For Valid Data

Precision Recall F1-score Support
Mild_Demented (Class 1) 0.0000 0.0000 0.0000 135
Moderate Demented (Class 2) 1.0000 0.3333 0.5000 9
Non Demented (Class 3) 09179 0.9083 0.9131 480
Very Mild Demented (Class 4) 0.6784 0.9732 0.7995 336

0.7979 960

Accuracy

0.6491 0.5537 0.5532 960
Macro avg
Weighted ave 0.7058 0.7979 0.7411 960

For Test Data

Precision Recall F1-score Support
Mild_Demented (Class 1) 0.0000 0.0000 0.0000 134
Moderate Demented (Class 2) 1.0000 0.3000 0.4615 10
Non_ Demented (Class 3) 0.9011 0.8917 0.8963 480
Very Mild Demented (Class 4) 0.6805 0.9762 0.8020 336

0.7906 960

Accuracy

0.6454 0.5420 0.5400 960
Macro avg
Weighted avg 0.6991 0.7906 0.7337 960

4.1.2. HeNormal Sonuclari

Alzheimer veri seti lizerinde kullanilan katmanlar ve bu katmanlardaki parametre

sayilar1 Tablo 4.10°da detaylandirilmigtir. Calismada 6grenme katsayisi 0.001 olarak

belirlenmis, batch boyutu 100 olarak ayarlanmig ve optimizasyon i¢in “adam” tercih

edilmistir. Degerlendirme metrigi i¢in “dogruluk” segilmistir. HeNormal dagilimina gore

gerceklestirilen uygulamada “val loss” kriterine gore 6 kere hata orani diistiigiinde Tablo

4.11°de egitim verisi i¢in %98.50, Tablo 4.12’de dogrulama verisi i¢in %92.60, test verisi

i¢in de %91.77 basari elde edildigi Tablo 4.13’te goriilmiistiir.



44

Tablo 4.10: Katmanlar ve Parametreler

Layer (type) Output shape Param #
Flatten1 (Flatten) (None, 16384) 0
Rescalingl (Rescaling) (None, 16384) 0
Densel (Dense) (None, 128) 2097280
Dense2 (Dense) (None, 32) 4128
Dense3 (Dense) (None, 4) 132

Total params: 2,101,540

Trainable params: 2,101,540
Non-trainable params: 0

Tablo 4.11: Egitim Basarisi

Train Loss Train Accuracy

0.062486156821250916 0.9850446581840515

Tablo 4.12: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy

0.2112690657377243 0.9260416626930237

Tablo 4.13: Test Basarisi

Test Loss Test Accuracy

0.2242034375667572 0.9177083373069763
Sekil 4.13: Capraz Entropi Hata Grafigi

Cross Entropy Loss
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Sekil 4.14: Smiflandirma Grafigi

Classification Accuracy
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Onerilen modelin tiim veri seti, egitim, dogrulama ve test igin karigiklik

matrisleri sirasiyla asagidaki sekillerde sunulmustur.

Sekil 4.15: For All Data (Confusion Matrix)

For All Data
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Sekil 4.16: For Train Data (Confusion Matrix)

True Classes
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Sekil 4.17: For Valid Data (Confusion Matrix)

True Classes
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Sekil 4.18: For Test Data (Confusion Matrix)

For Test Data
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Tablo 4.14, egitim, dogrulama ve test verileri i¢in goriintiilerin belirtilen

degerlendirme metriklerine gore siniflandirilmasi sonuglarini igermektedir.

Tablo 4.14: Simiflandirma Raporu

For Train Data

Precision Recall F1-score Support
Mild_Demented (Class 1) 1.0000 0.9952 0.9976 627
Moderate Demented (Class 2) 1.0000 1.0000 1.0000 4
Non Demented (Class 3) 0.9982 0.9728 0.9853 2240
Very Mild Demented (Class 4) 0.9613 0.9981 0.9793 1568
Accuracy 0.9850 4480
Macro avg 0.9899 0.9915 0.9906 4480

Weighted avg 0.9855 0.9850 0.9851 4480
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Tablo 4.14: (Devam) Siniflandirma Raporu

For Valid Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 1.0000 0.8881 0.9407 134
Moderate Demented (Class 2) 0.9000 0.9000 0.9000 10
Non Demented (Class 3) 0.9628 0.9167 0.9392 480
Very Mild Demented (Class 4) 0.8583 0.9554 0.9042 336
Accuracy 0.9260 960
Macro avg 0.9303 0.9150 0.9210 960
Weighted avg 0.9308 0.9260 0.9267 960
For Test Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 0.9832 0.8667 0.9213 135
Moderate Demented (Class 2) 1.0000 1.0000 1.0000 ?
Non Demented (Class 3) 0.9561 0.9083 0.9316 480
Very Mild Demented (Class 4) 0.8484 0.9494 0.8961 336
Accuracy 0.9177 960
Macro avg 0.9469 0.9311 0.9372 960
Weighted avg 0.9226 0.9177 0.9184 960

HeNormal dagilimina gore 100 epoch i¢in Tablo 4.15’te egitim verisi igin
%99.97, Tablo 4.16’da dogrulama verisi igin %94.58, test verisi i¢in de %94.99 basari
elde edildigi Tablo 4.17°de gorillmistiir.

Tablo 4.15: Egitim Basarisi

Train Loss Train Accuracy

0.012650253251194954 0.9997767806053162

Tablo 4.16: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy

0.15493202209472656 0.9458333253860474

Tablo 4.17: Test Basarisi

Test Loss Test Accuracy

0.17741207778453827 0.949999988079071
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Sekil 4.19: Capraz Entropi Hata Grafigi

Cross Entropy Loss
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Tablodaki siirekli glincellenen agirliklarin en iyi 6grenme aninin hangi epoch'ta

gerceklestigi Sekil 4.20'de gosterilmistir.

Sekil 4.20: Siiflandirma Grafigi
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Onerilen modelin tiim veri seti igin, egitim, dogrulama ve test karisiklik

matrisleri asagidaki sekillerde sunulmustur.



Sekil 4.21: For All Data (Confusion Matrix)
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Sekil 4.22: For Train Data (Confusion Matrix)
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Sekil 4.23:

True Classes

Sekil 4.24:

Mild_Demented
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Tablo 4.18'de, egitim, dogrulama ve test verileri kullanilarak elde edilen

siiflandirma sonuglar belirtilen degerlendirme metrikleriyle birlikte sunulmustur.

Tablo 4.18: Simflandirma Raporu

For Train Data

Precision Recall F1-score Support
Mild_Demented (Class 1) 1.0000 1.0000 1.0000 627
Moderate Demented (Class 2) 1.0000 10000 10000 45
Non Demented (Class 3) 1.0000 0.9996 0.9998 2240
Very Mild Demented (Class 4) 0.9994 1.0000 0.9997 1568
Accuracy 0.9998 4480
Macro avg 0.9998 0.9999 0.9999 4480
Weighted ave 0.9998 0.9998 0.9998 4480
For Valid Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 0.9091 0.9630 0.9353 135
Moderate Demented (Class 2) 1.0000 0.7778 0.8750 9
Non_ Demented (Class 3) 0.9678 0.9396 0.9535 480
Very Mild Demented (Class 4) 0.9302 0.9524 0.9412 336
Accuracy 0.9458 960
0.9518 0.9082 0.9262 960
Macro avg
Weighted avg 0.9467 0.9458 0.9459 960
For Test Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 0.9197 0.9403 0.9299 134
Moderate Demented (Class 2) 1.0000 1.0000 1.0000 10
Non Demented (Class 3) 0.9644 0.9604 0.9624 480
Very Mild Demented (Class 4) 0.9403 0.9375 0.9389 336
0.9500 960
Accuracy
0.9561 0.9596 0.9578 960
Macro avg
0.9501 0.9500 0.9500 960

Weighted avg
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4.2. CNN SONUCLARI

Alzheimer veri seti igin CNN sonugclar1 agagida sunulmustur.

4.2.1. GlorotUniform Sonuclar

Tablo 4.19'da, Alzheimer veri seti i¢in kullanilan katmanlar ve parametre sayilari
sunulmustur. Bu ¢alismada 6grenme katsayisi 0.001 olarak ayarlanmis, batch boyutu 100
olarak secilmis ve optimizasyon i¢in Adam optimizer algoritmasi tercih edilmistir.
GlorotUniform dagilimina gore gerceklestirilen uygulamada “val loss” kriterine gore 6
kere hata orani diistiigiinde Tablo 4.20°de egitim verisi i¢in %100, Tablo 4.21°de
dogrulama verisi igin %97.39, test verisi i¢in de %97.50 basar1 elde edildigi Tablo 4.22’de

gorilmiustir.

Tablo 4.19: Katmanlar ve Parametreler

Layer (type) Output shape Param #
Rescalingl (Rescaling) (None, 128, 128, 1) 0
Convl (Conv2D) (None, 128, 128, 16) 160
MaxPoolingl (MaxP)ooIingZD) (None, 64, 64, 16) 0
Conv2 (Conv2D) (None, 64, 64, 32) 4640
MaxPooling2 (MaxPooling2D) (None, 32, 32, 32) 0
Dropoutl (Dropout) (None, 32, 32, 32) 0
Conv3 (Conv2D) (None, 32, 32, 64) 18496
MaxPooling3 (MaxPooling2D) (None, 16, 16, 64) 0
Dropout2 (Dropout) (None, 16, 16, 64) 0
Flatten1 (Flatten) (None, 16384) 0
Densel (Dense) (None, 128) 2097280
Dense2 (Dense) (None, 32) 4128
Dense3 (Dense) (None, 4) 132

Total params: 2,124,836

Trainable params: 2,124,836

Non-trainable params: 0
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Tablo 4.20: Egitim Basarisi

Train Loss Train Accuracy

0.002574929501861334 1.0
Tablo 4.21: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy

0.07190763205289841 0.9739583134651184
Tablo 4.22: Test Basarisi

Test Loss Test Accuracy

0.07199559360742569 0.9750000238418579

Capraz entropi hata degerlerinin nasil degistigi Sekil 4.25’te gosterilmistir.
Sekil 4.25: Capraz Entropi Hata Grafigi

Cross Entropy Loss
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Sekil 4.26: Siiflandirma Grafigi
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Onerilen modelin tiim veri setleri icin egitim, dogrulama ve test asamalarindaki

karigiklik matrisleri sirasiyla asagidaki sekillerde gosterilmistir.

Sekil 4.27: For All Data (Confusion Matrix)

For All Data
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Sekil 4.28: For Train Data (Confusion Matrix)

For Train Data

o
2
o
@
E - 627 0 0
DI
3
=
kel
]
=
@
£
QL
O - 0 45 0 0
w3
o 2
n L
7, o
m 2
(9]
U5
S8
E &
£
£ - 0
oI
c
2
-
]
=
w
£
P
0, - 0
x
=
]
-
2

T
Mild_Demented

 ;
Moderate_Demented
Predicted Classes

Sekil 4.29: For Valid Data (Confusion Matrix)
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Sekil 4.30: For Test Data (Confusion Matrix)

For Test Data
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Tablo 4.23: Siiflandirma Raporu
For Train Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 1.0000 1.0000 1.0000 627
Moderate Demented (Class 2) 1.0000 1.0000 1.0000 4
Non_Demented (Class 3) 1.0000 1.0000 1.0000 2240
Very Mild Demented (Class 4) 1.0000 1.0000 1.0000 1568
Accuracy 1.0000 4480
Macro avg 1.0000 1.0000 1.0000 4480
Weighted avg 1.0000 1.0000 1.0000 4480
For Valid Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 0.9924 0.9630 0.9774 135
Moderate Demented (Class 2) 1.0000 1.0000 1.0000 0
0.9713 0.9854 0.9783 480

Non_Demented (Class 3)




Tablo 4.23: (Devam) Siniflandirma Raporu
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Very Mild Demented (Class 4) 0.9700 0.9613 0.9656 336
Accuracy 0.9740 960
Macro avg 0.9834 0.9774 0.9803 960
Weighted avg 0.9740 0.9740 0.9739 960
For Test Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 0.9552 0.9552 0.9552 134
Moderate Demented (Class 2) 1.0000 1.0000 1.0000 10
Non Demented (Class 3) 0.9793 0.9854 0.9823 480
Very Mild Demented (Class 4) 0.9760 0.9673 0.9716 336
Accuracy 0.9750 960
Macro avg 0.9776 0.9770 0.9773 960
Weighted avg 0.9750 0.9750 0.9750 960

GlorotUniform dagilimia gére 100 epoch i¢in Tablo 4.24°te egitim verisi i¢in
%99.97, Tablo 4.25’te dogrulama verisi i¢in %98.22, test verisi i¢in de %98.33 basari

elde edildigi Tablo 4.26’da goriilmiistiir.

Tablo 4.24: Egitim Basarisi

Train Loss

Train Accuracy

0.001516028423793614

0.9997767806053162

Tablo 4.25: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy
0.07110192626714706 0.9822916388511658
Tablo 4.26: Test Basarisi
Test Loss Test Accuracy
0.08529487997293472 0.9833333492279053

Capraz entropi (cross entropy) hata degerlerinin kullanilan veri seti icin

epoch'lara gore nasil degistigi Sekil 4.31'de gosterilmistir.
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Sekil 4.31: Capraz Entropi Hata Grafigi
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Sekil 4.32:Siniflandirma Grafigi
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Onerilen modelin tiim veri seti icin, egitim, dogrulama ve test karigiklik

matrisleri asagidaki sekillerde sunulmustur.



Sekil 4.33: For All Data (Confusion Matrix)
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Sekil 4.34: For Train Data (Confusion Matrix)
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Sekil 4.35: For Valid Data (Confusion Matrix)

For Valid Data
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Sekil 4.36: For Test Data (Confusion Matrix)

For Test Data
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Tablo 4.27'de egitim, dogrulama ve test verilerinin belirtilen degerlendirme

metriklerine gore siniflandirilma sonuglar1 sunulmustur.

Tablo 4.27: Simiflandirma Raporu

For Train Data

Precision Recall Fl1-score Support
Mild_Demented (Class 1) 1.0000 1.0000 1.0000 627
Moderate Demented (Class 2) 1.0000 1.0000 1.0000 45
Non_Demented (Class 3) 0.9996 1.0000 0.9998 2240
Very Mild Demented (Class 4) 1.0000 0.9994 0.9997 1568
Accuracy 0.9998 4480
Macro avg 0.9999 0.9998 0.9999 4480
Weighted avg 0.9998 0.9998 0.9998 4480

For Valid Data

Precision Recall F1-score Support
Mild Demented (Class 1) 0.9638 0.9925 0.9779 134
Moderate Demented (Class 2) 1.0000 1.0000 1.0000 10
Non_Demented (Class 3) 0.9814 0.9917 0.9865 480
Very Mild Demented (Class 4) 0.9908 0.9643 0.9774 336
Accuracy 0.9823 960
Macro avg 0.9840 0.9871 0.9855 960
Weighted avg 0.9825 0.9823 0.9823 960

For Test Data

Precision Recall F1-score Support
Mild_Demented (Class 1) 0.9925 0.9852 0.9888 135
Moderate Demented (Class 2) 1.0000 1.0000 1.0000 9
Non_Demented (Class 3) 0.9794 0.9896 0.9845 480
Very Mild Demented (Class 4) 0.9849 0.9732 0.9790 336
Accuracy 0.9833 960
Macro avg 0.9892 0.9870 0.9881 960
Weighted avg 0.9834 0.9833 0.9833 960
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4.2.2. HeNormal Sonuclari

Alzheimer veri seti i¢cin 0.001 6grenme katsayisi olarak belirlenmis, batch
boyutu 100 olarak ayarlanmis ve “adam” optimizasyon algoritmasi i¢in kullanilmistir
(Tablo 4.28). HeNormal dagilimina gore gerceklestirilen uygulamada “val loss” kriterine
gore 6 kere hata oran1 diistiigiinde Tablo 4.29°da egitim verisi i¢in %100, Tablo 4.30’da
dogrulama verisi igin %98.64, test verisi i¢in de %98.33 basar1 elde edildigi Tablo 4.31°de

gorilmiistiir.

Tablo 4.28: Katmanlar ve Parametreler

Layer (type) Output shape Param #
Rescalingl (Rescaling) (None, 128, 128, 1) 0
Convl (Conv2D) (None, 128, 128, 16) 160
MaxPoolingl (MaxP)oolin92D) (None, 64, 64, 16) 0
Conv2 (Conv2D) (None, 64, 64, 32) 4640
MaxPooling2 (MaxPooling2D) (None, 32, 32, 32) 0
Dropoutl (Dropout) (None, 32, 32, 32) 0
Conv3 (Conv2D) (None, 32, 32, 64) 18496
MaxPooling3 (MaxPooling2D) (None, 16, 16, 64) 0
Dropout2 (Dropout) (None, 16, 16, 64) 0
Flattenl (Flatten) (None, 16384) 0
Densel (Dense) (None, 128) 2097280
Dense2 (Dense) (None, 32) 4128
Dense3 (Dense) (None, 4) 132

Total params: 2,124,836

Trainable params: 2,124,836

Non-trainable params: 0

Tablo 4.29: Egitim Basarisi

Train Loss

Train Accuracy

0.003578978357836604

1.0
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Tablo 4.30: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy

0.05168568342924118 0.9864583611488342
Tablo 4.31: Test Basarisi

Test Loss Test Accuracy

0.046891070902347565 0.9833333492279053

Capraz entropi hata degerlerinin epoch'lara gore nasil degistigi, Sekil 4.37'de

gosterilmektedir.

Sekil 4.37: Capraz Entropi Hata Grafigi
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Sekil 4.38: Siiflandirma Grafigi
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Onerilen modelin tiim veri setleri icin egitim, dogrulama ve test asamalarindaki

karisiklik matrisleri sirasiyla asagidaki sekillerde sunulmustur.

Sekil 4.39: For All Data (Confusion matrix)
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Sekil 4.40: For Train Data (Confusion Matrix)
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Sekil 4.41: For Valid Data (Confusion Matrix)
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Sekil 4.42: For Test Data (Confusion Matrix)
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Tablo 4.32'de, egitim, dogrulama ve

test verileri

67

icin  goriintiilerin

siiflandirilmasi sonuglari, belirtilen degerlendirme metriklerine gére sunulmustur.

Tablo 4.32: Simiflandirma Raporu

For Train Data

Precision Recall F1-score Support
Mild_Demented (Class 1) 1.0000 1.0000 1.0000 627
Moderate Demented (Class 2) 1.0000 1.0000 1.0000 43
Non_ Demented (Class 3) 1.0000 1.0000 1.0000 2240
Very Mild Demented (Class 4) 1.0000 1.0000 1.0000 1568
Accuracy 1.0000 4480
Macro avg 1.0000 1.0000 1.0000 4480
Weighted ave 1.0000 1.0000 1.0000 4480
For Valid Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 1.0000 0.9627 0.9810 134
Moderate Demented (Class 2) 1.0000 0.9000 0.9474 10
Non Demented (Class 3) 0.9856 0.9979 0.9917 480
Very Mild Demented (Class 4) 0.9821 0.9821 0.9821 336
Accuracy 0.9865 960
0.9919 0.9607 0.9756 960
Macro avg
Weighted avg 0.9865 0.9865 0.9864 960
For Test Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 0.9850 0.9704 0.9776 135
Moderate Demented (Class 2) 1.0000 0.8889 0.9412 9
Non_Demented (Class 3) 0.9816 1.0000 0.9907 480
Very Mild Demented (Class 4) 0.9848 0.9673 0.9760 336
0.9833 960
Accuracy
0.9879 0.9566 09714 960
Macro avg
0.9834 0.9833 0.9832 960

Weighted avg
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HeNormal dagilimina gore 100 epoch igin Tablo 4.33’te egitim verisi i¢in %100,
Tablo 4.34’te dogrulama verisi igin %98.85, test verisi igin de %98.64 basari elde edildigi
Tablo 4.35’te gortlmiistiir.

Tablo 4.33: Egitim Basarisi

Train Loss Train Accuracy

0.00017880360246635973 1.0
Tablo 4.34: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy

0.037203822284936905 0.9885416626930237
Tablo 4.35: Test Basarisi

Test Loss Test Accuracy

0.045745767652988434 0.9864583611488342
Sekil 4.43: Capraz Entropi Hata Grafigi

Cross Entropy Loss
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Sekil 4.44: Smiflandirma Grafigi
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Onerilen modelin tiim veri setleri i¢in egitim, dogrulama ve test asamalarimnda

elde edilen karigiklik matrisleri sirasiyla asagidaki sekillerde sunulmustur.

Sekil 4.45: For All Data (Confusion Matrix)
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Sekil 4.46: For Train Data (Confusion Matrix)
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Sekil 4.47: For Valid Data (Confusion Matrix)
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Sekil 4.48: For Test Data (Confusion Matrix)

For Test Data
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Tablo 4.36'da egitim, dogrulama ve test verileri i¢in goriintiilerin belirtilen

degerlendirme metriklerine gore siniflandirilma sonuglari sunulmustur.



Tablo 4.36: Siiflandirma Raporu
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For Train Data

Precision Recall F1-score Support
Mild_Demented (Class 1) 1.0000 1.0000 1.0000 627
Moderate Demented (Class 2) 1.0000 1.0000 1.0000 45
Non Demented (Class 3) 1.0000 1.0000 1.0000 2240
Very Mild Demented (Class 4) 1.0000 1.0000 1.0000 1568
Accuracy 1.0000 4480
Macro avg 1.0000 1.0000 1.0000 4480
Weighted avg 1.0000 1.0000 1.0000 4480
For Valid Data
Precision Recall F1-score Support
Mild Demented (Class 1) 1.0000 0.9701 0.9848 134
Moderate Demented (Class 2) 10000 10000 10000 10
Non Demented (Class 3) 0.9876 0.9938 0.9907 480
Very Mild Demented (Class 4) 0.9852 0.9881 0.9866 336
Accuracy 0.9885 960
Macro ave 0.9932 0.9880 0.9905 960
Weighted avg 0.9886 0.9885 0.9885 960
For Test Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 0.9774 0.9630 0.9701 135
Moderate Demented (Class 2) 1.0000 0.8889 0.9412 9
Non_ Demented (Class 3) 0.9916 0.9896 0.9906 480
Very Mild Demented (Class 4) 0.9824 0.9940 0.9882 336
Accuracy 0.9865 960
Macro avg 0.9879 0.9589 0.9725 960
0.9865 0.9865 0.9864 960

Weighted avg
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4.3. VGG16 SONUCLARI

Bu boéliimde Alzheimer veriseti icin GlorotUniform ve HeNormal dagilimina

gore elde edilen sonuglar sunulmustur.

4.3.1. GlorotUniform Sonuglari

Alzheimer veri seti icin VGG16 modelinde kullanilan katmanlar ve parametre
sayilar1 Tablo 4.37'de gosterilmistir. Caligma sirasinda 6grenme katsayisi 0.001 olarak
ayarlanmig, batch boyutu 50 olarak belirlenmis ve optimizasyon igin “adam”
kullanilmistir. Degerlendirme metrigi “dogruluk” tercih edilmistir. GlorotUniform
dagilimina gore gergeklestirilen uygulamada “val loss” kriterine gére 6 kere hata orani
diistiigiinde Tablo 4.38’de egitim verisi igin %73.39, Tablo 4.39’da dogrulama verisi igin
%68.33, test verisi igin de %69.37 basar1 elde edildigi Tablo 4.40’ta gorilmiistiir.

Tablo 4.37: Katmanlar ve Parametreler

Layer (type) Output shape Param #
input_1 (InputLayer) (None, 224, 224, 3) 0
blockl convl (Conv2D) (None, 224, 224, 64) 1792
blockl_conv2 (Conv2[))) (None, 224, 224, 64) 36928
blockl_pool (MaxPooling2D) (None, 112, 112, 64) 0
block2_convl (Conv2D) (None, 112,112, 128) 73856
block2_conv2 (Conv2D) (None, 112,112, 128) 147584
block2_pool (MaxPooling2D) (None, 56, 56, 128) 0
block3_convl (Conv2D) (None, 56, 56, 256) 295168
block3_conv2 (Conv2D) (None, 56, 56, 256) 590080
block3_conv3 (Conv2D) (None, 56, 56, 256) 590080
block3 pool (MaxPooling2D) (None, 28, 28, 256) 0
block4_convl (Conv2D) (None, 28, 28, 512) 1180160
block4_conv2 (Conv2D) (None, 28, 28, 512) 2359808
block4_conv3 (Conv2D) (None, 28, 28, 512) 2359808
block4_pool (MaxPooling2D) (None, 14, 14, 512) 0
block5_convl (Conv2D) (None, 14, 14, 512)

2359808
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Tablo 4.37: (Devam) Katmanlar ve Parametreler

block5_conv2 (Conv2D) (None, 14, 14, 512) 2359808
block5_conv3 (Conv2D) (None, 14, 14, 512) 2359808
block5_pool (MaxPooling2D) (None, 7, 7,512) 0
global_max_pooling2d

IMaxPooling2D) (None, 25088) 0

Total params: 14,714,688

Trainable params: 0
Non-trainable params: 14,714,688

Tablo 4.38: Egitim Basarisi

Train Loss Train Accuracy

0.649897575378418 0.7339285612106323

Tablo 4.39: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy

0.7238039374351501 0.6833333373069763

Tablo 4.40: Test Basarisi

Test Loss Test Accuracy

0.7347661852836609 0.6937500238418579

Veri setimizdeki ¢apraz entropi hata degerlerinin epoch'lara gére degisimini

Sekil 4.49'da gorebiliriz.
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Sekil 4 49: Capraz Entropi Hata Grafigi
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Sekil 4.50: Siiflandirma Grafigi
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Sekil 4.51: For All Data (Confusion Matrix)
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Sekil 4.52: For Train Data (Confusion Matrix)
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Sekil 4.53: For Valid Data (Confusion Matrix)
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Sekil 4.54: For Test Data (Confusion Matrix)
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Tablo 4.41'de egitim, dogrulama ve test verileri i¢in belirtilen degerlendirme

metriklerine gore siniflandirma sonuglar1 sunulmustur.

Tablo 4.41: Simiflandirma Raporu

For Train Data

Precision Recall F1-score Support
Mild_Demented (Class 1) 0.8105 0.4434 0.5732 627
Moderate Demented (Class 2) 1.0000 0.2222 0.3636 45
Non Demented (Class 3) 0.7464 0.8661 0.8018 2240
Very Mild Demented (Class 4) 0.6937 0.6760 0.6848 1568
Accuracy 0.7339 4480
Macro avg 0.8127 0.5519 0.6059 4480
Weighted ave 0.7395 0.7339 0.7244 4480
For Valid Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 0.7833 0.3507 0.4845 134
Moderate Demented (Class 2) 1.0000 0.1000 0.1818 10
Non_Demented (Class 3) 0.7209 0.8125 0.7640 480
Very Mild Demented (Class 4) 0.6089 0.6488 0.6282 336
Accuracy 0.6833 960
0.7783 0.4780 0.5146 960
Macro avg
Weighted avg 0.6933 0.6833 0.6714 960
For Test Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 0.6184 0.3481 0.4455 135
Moderate Demented (Class 2) 1.0000 0.1111 0.2000 9
Non_Demented (Class 3) 0.7286 0.8333 0.7775 480
0.6527
Very Mild Demented (Class 4) 0.6488 0.6507 336
0.6937 960
Accuracy
0.7499 0.4854 0.5184 960
Macro avg
0.6891 0.6937 0.6810 960

Weighted avg
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GlorotUniform dagilimina gore 100 epoch igin Tablo 4.42°de egitim verisi igin
%80.64, Tablo 4.43’te dogrulama verisi i¢in %74.89, test verisi i¢in de %74.47 basari
elde edildigi Tablo 4.44°te gorilmustiir.

Tablo 4.42: Egitim Basarisi

Train Loss Train Accuracy

0.5883929133415222 0.8064731955528259

Tablo 4.43: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy

0.6657307147979736 0.7489583492279053

Tablo 4.44: Test Basarisi

Test Loss Test Accuracy

0.6584996581077576 0.7447916865348816

Capraz entropi (cross entropy) hata degerlerinin epoch'lara gére degisimini Sekil

4.55’te gorebiliriz.
Sekil 4.55: Capraz Entropi Hata Grafigi
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Sekil 4.56: Siiflandirma Grafigi
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Sekil 4.57: For All Data (Confusion Matrix)
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Sekil 4.58: For Train Data (Confusion Matrix)

True Classes

Mild_Demented Non_Demented

Mild_Demented

Moderate Demented

For Train Data

A

-

b

Very.

Mild_Demented

399 66 162

1 0 12
e
a7

Modera(e_bememed
Predicted Classes

Non_Demented

Sekil 4.59: For Valid Data (Confusion Matrix)
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Sekil 4.60: For Test Data (Confusion Matrix)

For Test Data
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Tablo 4.45: Siiflandirma Raporu
For Train Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 0.8295 0.6364 0.7202 627
Moderate Demented (Class 2) 1.0000 0.7111 0.8312 45
Non Demented (Class 3) 0.8705 0.8313 0.8504 2240
Very Mild Demented (Class 4) 0.7221 0.8418 0.7774 1568
Accuracy 0.8065 4480
Macro avg 0.8555 0.7551 0.7948 4480
Weighted ave 0.8141 0.8065 0.8064 4480




Tablo 4.45: (Devam) Siniflandirma Raporu
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For Valid Data
Precision Recall F1-score Support

Mild_Demented (Class 1) 0.7742 0.5333 0.6316 135
Moderate Demented (Class 2) 1.0000 0.3333 0.5000 9
Non Demented (Class 3) 0.8333 0.7917 0.8120 480
Very Mild Demented (Class 4) 0.6471 0.7857 0.7097 336
Accuracy 0.7490 960

0.8136 0.6110 0.6633 960
Macro avg
Weighted ave 0.7614 0.7490 0.7479 960

For Test Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 0.7604 0.5448 0.6348 134
Moderate Demented (Class 2) 1.0000 0.2000 0.3333 10
Non_ Demented (Class 3) 0.8174 0.7833 0.8000 480
Very Mild Demented (Class 4) 0.6567 0.7857 0.7154 336
0.7448 960

Accuracy

0.8086 0.5785 0.6209 960
Macro avg
Weighted avg 0.7551 0.7448 0.7425 960

4.3.2. HeNormal Sonuclari

Alzheimer veri seti lizerinde kullanilan katmanlar ve bu katmanlardaki parametre

sayilar1 Tablo 4.46’da detaylandirilmigtir. Calismada 6grenme katsayisi 0.001 olarak

belirlenmis, batch boyutu 100 olarak ayarlanmis ve optimizasyon i¢in “adam” tercih

edilmistir. Degerlendirme metrigi i¢in “dogruluk” secilmistir. HeNormal dagilimina gore

gerceklestirilen uygulamada “val _loss” kriterine gore 6 kere hata oran1 diistiigiinde Tablo

4.47°de egitim verisi i¢in %72.90, Tablo 4.48’de dogrulama verisi i¢in %67.08, test verisi
i¢in de %65.52 basari elde edildigi Tablo 4.49°da goriilmiistiir.
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Tablo 4.46: Katmanlar ve Parametreler

Layer (type) Output shape Param #
input_1 (InputLayer) (None, 224, 224, 3) 0
blockl convl (Conv2D) (None, 224, 224, 64) 1792
block1_conv2 (Conv2D) (None, 224, 224, 64) 36928

blockl_pool (MaxPooling2D) (None, 112, 112, 64)

0
block2_convl (Conv2D) (None, 112, 112, 128) 73856
block2_conv2 (Conv2D) (None, 112, 112, 128) 147584
block2_pool (MaxPooling2D) (None, 56, 56, 128) 0
block3_convl (Conv2D) (None, 56, 56, 256) 295168
block3_conv2 (Conv2D) (None, 56, 56, 256) 590080
block3_conv3 (Conv2D) (None, 56, 56, 256) 590080
block3_pool (MaxPooling2D) (None, 28, 28, 256) 0
block4_convl (Conv2D) (None, 28, 28, 512) 1180160
block4_conv2 (Conv2D) (None, 28, 28, 512) 2359808
block4_conv3 (Conv2D) (None, 28, 28, 512) 2359808
block4_pool (MaxPooling2D) (None, 14, 14, 512) 0
block5_convl (Conv2D) (None, 14, 14, 512) 2359808
block5_conv2 (Conv2D) (None, 14, 14, 512) 2359808
block5_conv3 (Conv2D) (None, 14, 14, 512) 2359808
block5_pool (MaxPooling2D) (None, 7, 7,512) 0
g:g)bal_max_poolingZd (Globa IMaxPooling (None, 512) .
Total params: 14,714,688
Trainable params: 0
Non-trainable params: 14,714,688

Tablo 4.47: Egitim Basarisi
Train Loss Train Accuracy

0.6756080985069275 0.7290178537368774
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Tablo 4.48: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy

0.7441698908805847 0.6708333492279053

Tablo 4.49: Test Basarisi

Test Loss Test Accuracy

0.7418578863143921 0.6552083492279053

Veri setimiz i¢in ¢apraz entropi (cross entropy) hata degerlerinin epoch'lara gére

degisimini Sekil 4.61'de gorebiliriz.
Sekil 4.61: Capraz Entropi Hata Grafigi

Cross Entropy Loss
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Sekil 4.62: Siiflandirma Grafigi
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Onerilen modelin tiim veri seti, egitim, dogrulama ve test igin karisiklik

matrisleri sirasiyla asagidaki sekillerde sunulmustur.

Sekil 4.63: For All Data (Confusion Matrix)
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Sekil 4.64: For Train Data (Confusion Matrix)

For Train Data
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Sekil 4.65: For Valid Data (Confusion Matrix)
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Sekil 4.66: For Test Data (Confusion Matrix)

For Test Data
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Tablo 4.50, egitim, dogrulama ve test verileri i¢in goriintiilerin belirtilen

degerlendirme metriklerine gore siniflandirilmast sonuglarini igermektedir.

Tablo 4.50: Simiflandirma Raporu

For Train Data

Precision Recall F1-score Support

Mild_Demented (Class 1) 0.7345 0.4721 0.5748 627
Moderate Demented (Class 2) 1.0000 0.0222 0.0435 45

Non Demented (Class 3) 0.8108 0.7920 0.8013 2240
Very Mild Demented (Class 4) 0.6329 0.7621 0.6916 1568
Accuracy 0.7290 4480
Macro avg 0.7946 0.5121 0.5278 4450
Weighted avg 0.7398 0.7290 0.7236 4430




Tablo 4.50: (Devam) Siniflandirma Raporu
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For Valid Data
Precision Recall F1-score Support

Mild_Demented (Class 1) 0.6344 0.4370 0.5175 135
Moderate Demented (Class 2) 0.0000 0.0000 0.0000 9
Non Demented (Class 3) 0.7479 0.7417 0.7448 480
Very Mild Demented (Class 4) 0.5857 0.6815 0.6300 336
Accuracy 0.6708 960

0.4920 0.4651 0.4731 960
Macro avg
Weighted ave 0.6682 0.6708 0.6657 960

For Test Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 0.6023 0.3955 0.4775 134
Moderate Demented (Class 2) 0.0000 0.0000 0.0000 10
Non_ Demented (Class 3) 0.7398 0.7583 0.7490 480
Very Mild Demented (Class 4) 0.5579 0.6310 0.5922 336
0.6552 960

Accuracy

0.4750 0.4462 0.4547 960
Macro avg
Weighted avg 0.6492 0.6552 0.6484 960

HeNormal dagilimina gére 100 epoch i¢in Tablo 4.51°de egitim verisi i¢in
%78.14, Tablo 4.52°de dogrulama verisi igin %70.41, test verisi i¢in de %75.31 basari

elde edildigi Tablo 4.53’te goriilmiistiir.

Tablo 4.51: Egitim Basarisi

Train Loss

Train Accuracy

0.6034169793128967

0.7814732193946838

Tablo 4.52: Valid (Dogrulama) Basarisi

Valid Loss

Valid Accuracy

0.6732587814331055

0.7041666507720947




Tablo 4.53: Test Basarisi

90

Test Loss

Test Accuracy

0.6455135345458984

0.753125011920929

Sekil 4.67: Capraz Entropi Hata Grafigi

Cross Entropy Loss
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Sekil 4.68: Siniflandirma Grafigi
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Onerilen modelin tiim veri seti icin, egitim, dogrulama ve test karigiklik

matrisleri agagidaki sekillerde sunulmustur.



Sekil 4.69: For All Data (Confusion Matrix)

True Classes

Sekil 4.70: For Train Data (Confusion Matrix)
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Demented  Non Demented  Moderate Demented  Mild Demented

Moderate Demented  Mild Demented

id Demented  Non_Demented

very Mi

\ery_Mild

1

For All Data
464 0 136 296
0 42 5 17
52 0
50 0

1
Mild_Demented

I
Moderate_Demented

I
Non_Demented

Predicted Classes

For Train Data

Very_Mild_Demented

I

I

I

344 0 92 191
0 32 2 11
41 0

33 0

1
Mild_Demented

1
Moderate_Demented

I
Non_Demented

Predicted Classes

Very_Mild_Demented

- 2500

2000

- 1500

- 1000

" 1750

- 1250

- 1000

- 750

- 500

91



Sekil 4.71: For Valid Data (Confusion Matrix)

True Classes
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Sekil 4.72: For Test Data (Confusion Matrix)

True Classes
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Tablo 4.54'te, egitim, dogrulama ve test verileri kullanilarak elde edilen

siiflandirma sonuglar belirtilen degerlendirme metrikleriyle birlikte sunulmustur.

Tablo 4.54: Simiflandirma Raporu

For Train Data

Precision Recall F1-score Support
Mild_Demented (Class 1) 0.8230 0.5486 0.6584 627
Moderate Demented (Class 2) 1.0000 0.7111 0.8312 4
Non Demented (Class 3) 0.8339 0.8339 0.8339 2240
Very Mild Demented (Class 4) 0.7022 0.8017 0.7487 1568
Accuracy 0.7815 4480
Macro avg 0.8398 0.7238 0.7680 4480
Weighted avg 0.7880 0.7815 0.7795 4430
For Valid Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 0.7778 0.4179 0.5437 134
Moderate Demented (Class 2) 1.0000 0.7000 0.8235 10
Non_ Demented (Class 3) 0.7629 0.7979 0.7800 480
Very Mild Demented (Class 4) 0.6069 0.6845 0.6434 336
Accuracy 0.7042 960
0.7869 0.6501 0.6977 960
Macro avg
Weighted avg 0.7129 0.7042 0.6997 960
For Test Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 0.8421 0.4741 0.6066 135
Moderate Demented (Class 2) 1.0000 0.3333 0.5000 9
Non_Demented (Class 3) 0.8137 0.8187 0.8162 480
Very Mild Demented (Class 4) 0.6608 0.7827 0.7166 336
0.7531 960
Accuracy
0.8291 0.6022 0.6599 960
Macro avg
0.7659 0.7531 0.7489 960

Weighted avg
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4.4. ALEXNET SONUCLARI

Bu boliimde Alzheimer veri seti i¢in GlorotUniform ve HeNormal dagilimlarina

gore AlexNet sonuglar1 verilmistir.

4.4.1. GlorotUniform Sonuglar

Alzheimer veri seti i¢in AlexNet modeli i¢in 0.001 6grenme katsayisi, batch
boyutu 50 olarak belirlenmis ve “adam” optimizasyon algoritmasi olarak secilmistir
(Tablo 4.55). GlorotUniform dagilimina gore gergeklestirilen uygulamada “val loss”
kriterine gére 6 kere hata orani diistiigiinde Tablo 4.56’da egitim verisi i¢in %100, Tablo
4.57°de dogrulama verisi igin %96.97, test verisi i¢in de %97.18 basar1 elde edildigi Tablo
4.58’de goriilmiistiir.

Tablo 4.55: Katmanlar ve Parametreler

Layer (type) Output shape Param #
Rescalingl (Rescaling) (None, 227, 227, 3) 0
Convl (Conv2D) (None, 55, 55, 96) 34944
batch_normalization (BatchNormalization) (None, 55, 55, 96) 384
MaxPooling2d (MaxPooling2D) (None, 27, 27, 96) 0
Conv2 (Conv2D) (None, 27, 27, 256) 614656
batch_normalization_1 (BatchNormalization) (None, 27, 27, 256) 1024
MaxPooling2d_1 (MaxPooling2D) (None, 13, 13, 256) 0
Conv3 (Conv2D) (None, 13, 13, 384) 885120
batch_normalization_2 (BatchNormalization) (None, 13, 13, 384) 1536
Conv4 (Conv2D) (None, 13, 13, 384) 1327488
batch_normalization_3 (BatchNormalization) (None, 13, 13, 384) 1536
Conv5 (Conv2D) (None, 13, 13, 256) 884992
batch_normalization_4 (BatchNormalization) (None, 13, 13, 256) 1024
MaxPooling2d_2 (MaxPooling2D) (None, 6, 6, 256) 0
Flatten (Flatten) (None, 9216) 0
dense (Dense) (None, 4096)

37752832




Tablo 4.55: (Devam) Katmanlar ve Parametreler
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dropout(Dropout) (None, 4096)

dense_1 (Dense) (None, 4)

16388

Total params: 41,521,924

Trainable params: 41,519,172

Non-trainable params: 2,752

Tablo 4.56: Egitim Basarisi

Train Loss

Train Accuracy

0.004563449416309595

1.0

Tablo 4.57: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy
0.09566426277160645 0.9697916507720947
Tablo 4.58: Test Basarisi
Test Loss Test Accuracy
0.09341203421354294 0.971875011920929

Sekil 4.73: Capraz Entropi Hata Grafigi

Cross Entropy Loss
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Sekil 4.74: Smiflandirma Grafigi

Classification Accuracy
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Onerilen modelin tiim veri, egitim, dogrulama ve test karisiklik matrisleri

sirastyla asagidaki sekillerde gosterilmistir.

Sekil 4.75: For All Data (Confusion Matrix)

For All Data
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Sekil 4.76: For Train Data (Confusion Matrix)

True Classes
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Sekil 4.77: For Valid Data (Confusion Matrix)
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Sekil 4.78: For Test Data (Confusion Matrix

For Test Data
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Tablo 4.59'da egitim, dogrulama ve test verileri i¢in belirtilen degerlendirme

metriklerine gore siniflandirma sonuglar1 sunulmustur.

Tablo 4.59: Simiflandirma Raporu

For Train Data

Precision Recall F1-score Support
Mild_Demented (Class 1) 1.0000 1.0000 1.0000 627
Moderate Demented (Class 2) 1.0000 1.0000 1.0000 45
2240
Non_Demented (Class 3) 1.0000 1.0000 1.0000
Very Mild_Demented (Class 4) 1.0000 1.0000 1.0000 1568
Accuracy 1.0000 4430
Macro avg 1.0000 1.0000 1.0000 4430
1.0000 1.0000 1.0000

Weighted avg 4480




Tablo 4.59: (Devam) Siniflandirma Raporu
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For Valid Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 0.9769 0.9478 0.9621 134
Moderate Demented (Class 2) 1.0000 1.0000 1.0000 10
Non Demented (Class 3) 0.9733 0.9854 0.9793 480
Very Mild Demented (Class 4) 0.9611 0.9554 0.9582 336
Accuracy 0.9698 960
0.9778 0.9721 0.9749 960
Macro avg
. 960
Weighted avg 0.9698 0.9698 0.9697
For Test Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 0.9847 0.9556 0.9699 135
Moderate Demented (Class 2) 1.0000 1.0000 1.0000 ?
Non_ Demented (Class 3) 0.9852 0.9708 0.9780 480
Very Mild Demented (Class 4) 0.9481 0.9792 0.9634 336
0.9719 960
Accuracy
0.9795 0.9764 0.9778 960
Macro avg
. 960
Weighted avg 0.9723 0.9719 0.9719

GlorotUniform dagilimina gore 100 epoch igin Tablo 4.60’da egitim verisi igin
%100, Tablo 4.61’de dogrulama verisi igin %98.33, test verisi igin de %98.02 basar1 elde
edildigi Tablo 4.62’de goriilmistiir.

Tablo 4.60: Egitim Basarisi

Train Loss

Train Accuracy

0.0006673375028185546

1.0

Tablo 4.61: Valid (Dogrulama) Basarisi

Valid Loss

Valid Accuracy

0.05098755657672882

0.9833333492279053
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Tablo 4.62: Test Basarisi

Test Loss Test Accuracy

0.057862184941768646 0.9802083373069763

Capraz entropi (cross entropy) hata degerlerinin epoch'lara gére degisimi Sekil
4.79'da gosterilmektedir.

Sekil 4.79: Capraz Entropi Hata Grafigi

Cross Entropy Loss
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Sekil 4.80: Siiflandirma Grafigi
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Onerilen modelin tiim veri, egitim, dogrulama ve test karisiklik matrisleri

sirastyla asagidaki sekillerde gosterilmistir.
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Sekil 4.81: For All Data (Confusion Matrix)

For All Data
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Sekil 4.82: For Train Data (Confusion Matrix)
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Sekil 4.83: For Valid Data (Confusion Matrix)
For Valid Data
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Sekil 4.84: For Test Data (Confusion Matrix)
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Tablo 4.63'te egitim, dogrulama ve test verileri i¢in belirtilen degerlendirme

metriklerine gore siniflandirma sonuglar1 sunulmustur.

Tablo 4.63: Smiflandirma Raporu

For Train Data

Precision Recall F1-score Support
Mild_Demented (Class 1) 1.0000 1.0000 1.0000 627
Moderate Demented (Class 2) 1.0000 1.0000 1.0000 45
Non Demented (Class 3) 1.0000 1.0000 1.0000 2240
Very Mild Demented (Class 4) 1.0000 1.0000 1.0000 1568
Accuracy 1.0000 4480
Macro avg 1.0000 1.0000 1.0000 2430
Weighted avg 1.0000 1.0000 1.0000 4480

For Valid Data

Precision Recall F1-score Support
Mild_Demented (Class 1) 0.9778 0.9851 0.9814 134
Moderate Demented (Class 2) 1.0000 1.0000 1.0000 10
Non_Demented (Class 3) 0.9795 0.9938 0.9866 480
Very Mild Demented (Class 4) 0.9909 0.9673 0.9789 336
Accuracy 0.9833 960
Macro avg 0.9870 0.9865 0.9867 960
Weighted ave 0.9834 0.9833 0.9833 960

For Test Data

Precision Recall F1-score Support
Mild Demented (Class 1) 1.0000 0.9852 0.9925 135
Moderate Demented (Class 2) 1.0000 1.0000 1.0000 9
Non_Demented (Class 3) 0.9734 0.9896 0.9814 480
Very Mild Demented (Class 4) 0.9818 0.9643 0.9730 336
Accuracy 0.9802 960
Macro avg 0.9888 0.9848 0.9867 960
Weighted avg 0.9803 0.9802 0.9302 960
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4.4.2. HeNormal Sonuclari

Alzheimer veri seti i¢in katmanlar ve parametre sayilari Tablo 4.64'te
sunulmustur. Calismada 6grenme katsayisi 0.001 olarak belirlenmis, batch boyutu 100
olarak ayarlanmis ve optimizasyon i¢in “adam” kullanilmistir. Degerlendirme metrigi
i¢in “dogruluk” tercih edilmistir. HeNormal dagilimina gére gergeklestirilen uygulamada
“val loss” kriterine gore 6 kere hata orani diistiiginde Tablo 4.65’te egitim verisi igin
%100, Tablo 4.66’da dogrulama verisi i¢in %94.58, test verisi igin de %93.12 basar1 elde
edildigi Tablo 4.67’de goriilmiistiir.

Tablo 4.64: Katmanlar ve Parametreler

Layer (type) Output shape Param #

Convl (Conv2D) (None, 55, 55, 96) 34944
(None, 55, 55, 96)

batch_normalization (BatchNormalization) 384
max_pooling2d (MaxPooling2D) (None, 27, 27, 96) 0
Conv2 (Conv2D) (None, 27, 27, 256) 614656
batch_normalization_1 (BatchNormalization) (None, 27, 27, 256) 1024
max_pooling2d_1 (MaxPooling2d) (None, 13, 13, 256) 0
Conv3 (Conv2D) (None, 13, 13, 384) 885120
batch_normalization_2 (BatchNormalization (None, 13, 13, 384) 1536
Conv4 (Conv2D) (None, 13, 13, 384) 1327488
batch_normalization_3 (BatchNormalization (None, 13, 13, 384) 1536
Conv5 (Conv2D) (None, 13, 13, 256) 884992
batch_normalization_4 (BatchNormalization (None, 13, 13, 256) 1024
max_pooling2d_2 (MaxPooling2d) (None, 6, 6, 256) 0
flatten (Flatten) (None, 9216) 0
dense (Dense) (None, 4096) 37752832
dropout (Dropout) (None, 4096) 0
dense_1 (Dense) (None, 4) 16388

Total params: 41,521,924

Trainable params: 41,519,172

Non-trainable params: 2,752
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Tablo 4.65: Egitim Basarisi

Train Loss Train Accuracy

0.0025770431384444237 1.0

Tablo 4.66: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy

0.16612720489501953 0.9458333253860474

Tablo 4.67: Test Basarisi

Test Loss Test Accuracy

0.19835270941257477 0.9312499761581421

Sekil 4.85: Capraz Entropi Hata Grafigi

Cross Entropy Loss
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Sekil 4.86: Siiflandirma Grafigi
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Onerilen modelin tiim veri setleri igin egitim, dogrulama ve test asamalarindaki

karisiklik matrisleri sirasiyla asagidaki sekillerde sunulmustur.

Sekil 4.87: For All Data (Confusion matrix)

For All Data
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Sekil 4.88: For Train Data (Confusion Matrix)

True Classes

Sekil 4.89: For Valid Data (Confusion Matrix)
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Sekil 4.90: For Test Data (Confusion Matrix)

For Test Data
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Tablo 4.68'de, egitim, dogrulama ve test verileri igin goriintilerin

siniflandirilmasi sonuglari, belirtilen degerlendirme metriklerine gore sunulmustur.

Tablo 4.68: Siiflandirma Raporu

For Train Data

Precision Recall F1-score Support

Mild Demented (Class 1) 1.0000 1.0000 1.0000 627
Moderate Demented (Class 2) 1.0000 1.0000 1.0000 4

Non Demented (Class 3) 1.0000 1.0000 1.0000 2240
Very Mild Demented (Class 4) 1.0000 1.0000 1.0000 1568
Accuracy 1.0000 4430
Macro avg 1.0000 1.0000 1.0000 4480

1.0000 1.0000 1.0000

Weighted avg 4480




Tablo 4.68: (Devam) Siniflandirma Raporu
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For Valid Data

Precision Recall F1-score Support
Mild_Demented (Class 1) 0.9516 0.8806 0.9147 134
Moderate Demented (Class 2) 1.0000 0.7000 0.8235 10
Non Demented (Class 3) 0.9626 0.9646 0.9636 480
Very Mild Demented (Class 4) 0.9195 0.9524 0.9357 336
Accuracy 0.9458 960

0.9584 0.8744 0.9094 960
Macro avg
Weighted ave 0.9464 0.9458 0.9455 960

For Test Data

Precision Recall F1-score Support
Mild_Demented (Class 1) 0.9370 0.8815 0.9084 135
Moderate Demented (Class 2) 1.0000 0.5556 0.7143 ?
Non_ Demented (Class 3) 0.9538 0.9458 0.9498 480
Very Mild Demented (Class 4) 0.8977 0.9405 0.9186 336

0.9313 960

Accuracy

0.9471 0.8308 0.8728 960
Macro avg
Weighted avg 0.9322 0.9313 0.9308 960

HeNormal dagilimina gére 100 epoch i¢in Tablo 4.69°da egitim verisi igin
%100, Tablo 4.70’te dogrulama verisi i¢in %94.16, test verisi i¢in de %95.20 basar1 elde

edildigi Tablo 4.71’te goriillmistir.

Tablo 4.69: Egitim Basarisi

Train Loss

Train Accuracy

0.0006121557671576738

1.0

Tablo 4.70: Valid (Dogrulama) Basarisi

Valid Loss

Valid Accuracy

0.16226370632648468

0.9416666626930237
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Tablo 4.71: Test Basarisi

Test Loss Test Accuracy

0.14535991847515106 0.9520833492279053

Sekil 4.91: Capraz Entropi Hata Grafigi

Cross Entropy Loss

1' —8— Train Loss
3.5 4 —8— Validation Loss
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Sekil 4.92: Siiflandirma Grafigi

Classification Accuracy

1.0+

0.9 4
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—e— Train Accuracy
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T
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Epoch Number

Onerilen modelin tiim veri setleri i¢in egitim, dogrulama ve test asamalarinda

elde edilen karisiklik matrisleri sirasiyla asagidaki sekillerde sunulmustur.
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Sekil 4.93: For All Data (Confusion Matrix)

For All Data
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Sekil 4.94: For Train Data (Confusion Matrix)
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Sekil 4.95: For Valid Data (Confusion Matrix)

For Valid Data
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Sekil 4.96: For Test Data (Confusion Matrix)
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Tablo 4.72'de egitim, dogrulama ve test verileri i¢in goriintiilerin belirtilen

degerlendirme metriklerine gore siniflandirilma sonuglari sunulmustur.

Tablo 4.72: Simiflandirma Raporu

For Train Data

Precision Recall F1-score Support
Mild_Demented (Class 1) 1.0000 1.0000 1.0000 627
Moderate Demented (Class 2) 1.0000 1.0000 1.0000 45
Non Demented (Class 3) 1.0000 1.0000 1.0000 2240
Very Mild Demented (Class 4) 1.0000 1.0000 1.0000 1568
Accuracy 1.0000 4480
Macro avg 1.0000 1.0000 1.0000 4480
Weighted ave 1.0000 1.0000 1.0000 4480
For Valid Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 0.9440 0.8741 0.9077 135
Moderate Demented (Class 2) 1.0000 0.8889 0.9412 ?
Non_ Demented (Class 3) 0.9433 0.9708 0.9569 480
Very Mild Demented (Class 4) 0.9869 0.9286 0.9327 336
Accuracy 0.9417 960
0.9561 0.9156 0.9346 960
Macro avg
Weighted avg 0.9417 0.9417 0.9414 960
For Test Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 0.9833 0.8806 0.9291 134
Moderate Demented (Class 2) 1.0000 0.9000 0.9474 10
Non_Demented (Class 3) 0.9477 0.9812 0.9642 480
Very Mild Demented (Class 4) 0.9461 0.9405 0.9433 336
0.9521 960
Accuracy
0.9693 0.9256 0.9460 960
Macro avg
0.9527 0.9521 0.9518 960

Weighted avg
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4.5. GOGUS KANSERI VERILERi SONUCLARI

Gogiis kanseri veri seti icin DNN sonuglar1 agagida sunulmustur.

4.5.1. GlorotUniform Sonuclari

Gogiis kanseri veri seti i¢in i¢in 0.001 6grenme katsayisi olarak belirlenmis,
batch boyutu 100 olarak se¢ilmis ve tiim analizler i¢in “adam” algoritmasi kullanilmistir.
GlorotUniform dagilimina gore gerceklestirilen uygulamada “val loss” kriterine gore 6
kere hata orami diistiiglinde Tablo 4.74’te egitim verisi i¢in %8&5.85, Tablo 4.75’te
dogrulama verisi igin %62.00, test verisi i¢in de %70.66 basar1 elde edildigi Tablo 4.76’da

gOriilmiistiir.

Tablo 4.73: Katmanlar ve Parametreler

Layer (type) Output shape Param #
Flattenl (Flatten) (None, 67500) 0
Rescalingl (Rescaling) (None, 67500) 0
Densel (Dense) (None, 128) 8640128
Dense2 (Dense) (None, 32) 4128
Dense3 (Dense) (None, 4) 132

Total params: 8,644,388

Trainable params: 8,644,388
Non-trainable params: 0

Tablo 4.74: Egitim Basarisi

Train Loss Train Accuracy

0.3997325003147125 0.8585714101791382

Tablo 4.75: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy

1.0063105821609497 0.6200000047683716

Tablo 4.76: Test Basarisi

Test Loss Test Accuracy

0.7305876016616821 0.7066666483879089
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Sekil 4.97: Capraz Entropi Hata Grafigi

Cross Entropy Loss

12 4 T T T T —&— Train Loss
-e— Validation Loss
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Sekil 4.98: Siniflandirma Grafigi

Classification Accuracy
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0.7 1
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0.5+
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Modelin oOnerilen sirasiyla tiim veri seti, egitim, dogrulama ve test karisiklik

matrisleri asagidaki sekillerde sunulmustur.
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Sekil 4.99: For All Data (Confusion Matrix)

For All Data
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Sekil 4.100: For Train Data (Confusion Matrix)
For Train Data
©
E
2
o
5 1 g i 200
o
5
R
o
£
o
£
g - 150
S 4 32 80 15 a
[
L <
28
© 3
o
g
el - 100
=
E 1 6 1
2
©
£
2 - 50
v
g
Z 4 28 5 2
<
“
3
E
©
3 2 by T V -0
g adenocarcinoma large.cell.carcinoma normal squamous.cell.carcinoma

Predicted Classes



Sekil 4.101: For Valid Data (Confusion Matrix)
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Sekil 4.102: For Test Data (Confusion Matrix)
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Tablo 4.77°de egitim, dogrulama ve test verileri igin gorlintiilerin belirtilen

degerlendirme metriklere gore siniflandirma sonuglari verilmistir.

Tablo 4.77: Simiflandirma Raporu

For Train Data

Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.7918 0.9789 0.8755 237
large.cell.carcinoma (Class 2) 0.8696 0.6107 0.7175 131
Normal (Class 3) 0.8931 0.9467 0.9191 150
squamous.cell.carcinoma (Class 4) 0.9423 0.8077 0.8698 182
Accuracy 0.8586 700
Macro avg 0.8742 0.8360 0.8455 700
Weighted avg 0.8672 0.8586 0.8538 700
For Valid Data
Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.5658 0.8431 0.6772 2l
large.cell.carcinoma (Class 2) 0.4783 0.3929 0.4314 28
Normal (Class 3) 0.8571 0.7500 0.8000 32
squamous.cell.carcinoma (Class 4) 0.6522 0.3846 0.4839 39
Accuracy 0.6200 150
0.6383 0.5927 0.5981 150
Macro avg
Weighted avg 0.6341 0.6200 0.6072 150
For Test Data
Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.6119 0.8200 0.7009 >0
large.cell.carcinoma (Class 2) 0.8000 0.4286 0.5581 28
Normal (Class 3) 0.7838 0.8788 0.8286 33
squamous.cell.carcinoma (Class 4) 0.7742 0.6154 0.6857 39
0.7067 150
Accuracy
Macro avg 0.7425 0.6857 0.6933 150
0.7270 0.7067 0.6984 150

Weighted avg




119

GlorotUniform dagilimina gore 100 epoch igin Tablo 4.78’de egitim verisi igin
%100, Tablo 4.79’da dogrulama verisi i¢in %85.33, test verisi igin de %85.33 basar1 elde

edildigi Tablo 4.80°de goriilmiistir.

Tablo 4.78: Egitim Basarisi

Train Loss

Train Accuracy

0.006012840196490288

1.0

Tablo 4.79: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy
0.5444352030754089 0.8533333539962769
Tablo 4.80: Test Basarisi
Test Loss Test Accuracy
0.6077404022216797 0.8533333539962769

Sekil 4.103: Capraz Entropi Hata Grafigi

Cross Entropy Loss
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Sekil 4.104: Siniflandirma Grafigi
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Onerilen modelin tiim veri seti, egitim, dogrulama ve test karisiklik matrisleri

sirasiyla asagidaki sekillerde sunulmustur.

Sekil 4.105: For All Data (Confusion Matrix)

True Classes

For All Data
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Sekil 4.106: For Train Data (Confusion Matrix)
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Sekil 4.107: For Valid Data (Confusion Matrix)
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Sekil 4.108: For Test Data (Confusion Matrix)
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Tablo 4.81: Siniflandirma Raporu
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For Train Data

Precision Recall F1-score Support
Adenocarcinoma (Class 1) 1.0000 1.0000 1.0000 237
large.cell.carcinoma (Class 2) 1.0000 1.0000 1.0000 131
Normal (Class 3) 1.0000 1.0000 1.0000 150
squamous.cell.carcinoma (Class 4) 1.0000 1.0000 1.0000 182
Accuracy 1.0000 700
Macro avg 1.0000 1.0000 1.0000 700
Weighted avg 1.0000 1.0000 1.0000 700

For Valid Data

Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.7939 0.7800 0.7879 50
large.cell.carcinoma (Class 2) 0.8846 0.8214 0.8519 28
Normal (Class 3) 0.9412 0.9697 0.9552 33
squamous.cell.carcinoma (Class 4) 0.8293 0.8718 0.8500 39
Accuracy 0.8533 150
Macro ave 0.8627 0.8607 0.8612 150
Weighted avg 0.8531 0.8533 0.8528 150

For Test Data

Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.8491 0.8824 0.8654 51
large.cell.carcinoma (Class 2) 0.7931 0.8214 0.8070 28
Normal (Class 3) 0.9394 0.9688 0.9538 32
squamous.cell.carcinoma (Class 4) 0.8286 0.7436 0.7838 39
Accuracy 0.8533 150
Macro avg 0.8525 0.8540 0.8525 150
Weighted avg 0.8526 0.8533 0.8521 150
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4.5.2. HeNormal Sonuclari

Gogiis kanseri veri seti i¢in icin 0.001 6grenme katsayis1 olarak belirlenmis,
batch boyutu 100 olarak se¢ilmis ve tiim analizler igin “adam” algoritmasi kullanilmustur.
GlorotUniform dagilimina gore gerceklestirilen uygulamada “val loss” kriterine gore 6
kere hata orami diistiiglinde Tablo 4.83’te egitim verisi i¢in %99.71, Tablo 4.84’te
dogrulama verisi igin %83.99, test verisi i¢in de %82.66 basar1 elde edildigi Tablo 4.85’te

gorilmistiir.

Tablo 4.82: Katmanlar ve Parametreler

Layer (type) Output shape Param #
Flattenl (Flatten) (None, 16384) 0
Rescalingl (Rescaling) (None, 16384) 0
Densel (Dense) (None, 128) 2097280
Dense2 (Dense) (None, 32) 4128
Dense3 (Dense) (None, 4) 132

Total params: 2,101,540

Trainable params: 2,101,540

Non-trainable params: 0

Tablo 4.83: Egitim Basarisi

Train Loss Train Accuracy

0.07662437111139297 0.9971428513526917

Tablo 4.84: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy

0.44392791390419006 0.8399999737739563

Tablo 4.85: Test Basarisi

Test Loss Test Accuracy

0.5916240811347961 0.8266666531562805
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Sekil 4.109: Capraz Entropi Hata Grafigi

Cross Entropy Loss
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Sekil 4.110: Siniflandirma Grafigi
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Onerilen modelin tiim veri seti, egitim, dogrulama ve test i¢in karisiklik

matrisleri asagidaki sekillerde sunulmustur.



Sekil 4.111: For All Data (Confusion Matrix)
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Sekil 4.112: For Train Data (Confusion Matrix)

True Classes

marmal
L

adenocarcinoma

large. cell carcinoma
L

For Train Data

squamous.cell.carcinoma

squamous.cell.carcinoma
R

o o
0 0
0 0
0 0 1
T T LS
adenocarcinoma large cell.carcimoma normal

Predicted Classes

squamous.cell.carcinoma

300

250

200

150

- 100

200

150

o 100

126



Sekil 4.113: For Valid Data (Confusion Matrix)
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Tablo 4.86'da egitim, dogrulama ve test verileri i¢in goriintiilerin belirtilen

degerlendirme metriklerine gore siniflandirilma sonuglari sunulmustur.

Tablo 4.86: Simiflandirma Raporu

For Train Data

Precision Recall F1-score Support
Adenocarcinoma (Class 1) 1.0000 0.9958 0.9979 237
large.cell.carcinoma (Class 2) 1.0000 1.0000 1.0000 131
Normal (Class 3) 0.9934 1.0000 0.9967 150
squamous.cell.carcinoma (Class 4) 0.9945 0.9945 0.9945 182
Accuracy 0.9971 700
Macro avg 0.9970 0.9976 0.9973 700
Weighted ave 0.9972 0.9971 0.9971 700
For Valid Data
Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.8889 0.8000 0.8421 50
large.cell.carcinoma (Class 2) 0.7667 0.8214 0.7931 28
Normal (Class 3) 0.9412 0.9697 0.9552 33
squamous.cell.carcinoma (Class 4) 0.7561 0.7949 0.7750 39
Accuracy 0.8400 150
0.8382 0.8465 0.8414 150
Macro avg
Weighted avg 0.8431 0.8400 0.8404 150
For Test Data
Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.8810 0.7255 0.7957 >
large.cell.carcinoma (Class 2) 0.8571 0.8571 0.8571 28
Normal (Class 3) 0.9143 1.0000 0.9552 32
squamous.cell.carcinoma (Class 4) 0.6889 0.7949 0.7381 39
0.8267 150
Accuracy
0.8353 0.8444 0.8365 150
Macro avg
0.8337 0.8267 0.8262 150

Weighted avg
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HeNormal dagilimina gore 100 epoch i¢in Tablo 4.87°de egitim verisi i¢in
%100, Tablo 4.88’de dogrulama verisi i¢in %80.00, test verisi igin de %76.66 basar1 elde

edildigi Tablo 4.89°da goriilmiistir.

Tablo 4.87: Egitim Basarisi

Train Loss

Train Accuracy

0.004888736642897129

1.0

Tablo 4.88: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy
1.086995005607605 0.800000011920929
Tablo 4.89: Test Basarisi
Test Loss Test Accuracy
0.9239040017127991 0.7666666507720947

Sekil 4.115: Capraz Entropi Hata Grafigi

Cross Entropy Loss
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Sekil 4.116: Siniflandirma Grafigi

Classification Accuracy

L0+

0.9 7

0.5 1

0.4 1 —8— Train Accuracy
== Validation Accuracy

T
0 20 40 80 80 100
Epoch Number

Onerilen modelin tim veri seti, egitim, dogrulama ve test icin karigiklik

matrisleri asagidaki sekillerde sunulmustur.

Sekil 4.117: For All Data (Confusion Matrix)

For All Data
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Sekil 4.118: For Train Data (Confusion Matrix)
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Sekil 4.119: For Valid Data (Confusion Matrix)
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Sekil 4.120: For Test Data (Confusion Matrix)
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Tablo 4.90'da egitim, dogrulama ve test verilerinin belirtilen degerlendirme

metriklerine gore siniflandirma sonuglart yer almaktadir.



Tablo 4.90: Simiflandirma Raporu
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For Train Data

Precision Recall F1-score Support
Adenocarcinoma (Class 1) 1.0000 1.0000 1.0000 237
large.cell.carcinoma (Class 2) 1.0000 1.0000 1.0000 131
Normal (Class 3) 1.0000 1.0000 1.0000 150
squamous.cell.carcinoma (Class 4) 1.0000 1.0000 1.0000 182
Accuracy 1.0000 700
Macro avg 1.0000 1.0000 1.0000 700
Weighted avg 1.0000 1.0000 1.0000 700
For Valid Data
Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.8667 0.7647 0.8125 51
large.cell.carcinoma (Class 2) 0.7917 0.6786 0.7308 28
Normal (Class 3) 0.8788 0.9062 0.8923 32
squamous.cell.carcinoma (Class 4) 0.6875 0.8462 0.7586 39
Accuracy 0.8000 150
0.8062 0.7989 0.7985 150
Macro avg
Weighted avg 0.8087 0.8000 0.8003 150
For Test Data
Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.7143 0.7000 0.7071 >0
large.cell.carcinoma (Class 2) 0.8333 0.7143 0.7692 28
Normal (Class 3) 0.9091 0.9091 0.9091 33
squamous.cell.carcinoma (Class 4) 0.6818 0.7692 0.7229 39
0.7667 150
Accuracy
0.7846 0.7732 0.7771 150
Macro avg
0.7709 0.7667 0.7672 150

Weighted avg
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4.6. CNN SONUCLARI

Gogils kanseri veri seti icin CNN sonuglar1 asagida sunulmustur.

4.6.1. GlorotUniform Sonuglari

Gogiis kanseri veri seti igin 0.001 6grenme katsayisi olarak belirlenmis, batch
boyutu 100 olarak segilmis ve tiim analizler ig¢in “adam” algoritmasi kullanilmistir.
GlorotUniform dagilimina gore gerceklestirilen uygulamada “val loss” kriterine gore 6
kere hata oranmi diistiigiinde Tablo 4.92’de egitim verisi i¢in %96.85, Tablo 4.93’te
dogrulama verisi i¢in %83.99, test verisi i¢in de %90.66 basar1 elde edildigi Tablo 4.94°te

gorilmiustir.

Tablo 4.91: Katmanlar ve Parametreler

Layer (type) Output shape Param #
Rescalingl (Rescaling) (None, 150, 150, 3) 0
Con1 (Conv2D) (None, 150, 150, 16) 448
MaxPoolingl (MaxPooling2D) (None, 75, 75, 16) 0
Con2 (Conv2D) (None, 75, 75, 32) 4640
MaxPooling2 (MaxPooling2D) (None, 37, 37, 32) 0
Dropoutl (Dropout) (None, 37, 37, 32) 0
Con3 (Conv2D) (None, 37, 37, 64) 18496
MaxPooling3 (MaxPooling2D) (None, 18, 18, 64) 0
Dropout2 (Dropout) (None, 18, 18, 64) 0
Flattenl (Flatten) (None, 20736) 0
Densel (Dense) (None, 128) 2654336
Dense2 (Dense) (None, 32) 4128
Dense3 (Dense) (None, 4) 132

Total params: 2,682,180

Trainable params: 2,682,180

Non-trainable params: 0

Tablo 4.92: Egitim Basarisi

Train Loss Train Accuracy

0.10040387511253357 0.9685714244842529
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Tablo 4.93: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy

0.44123804569244385 0.8399999737739563
Tablo 4.94: Test Basarisi

Test Loss Test Accuracy

0.3517599403858185 0.9066666960716248
Sekil 4.121: Capraz Entropi Hata Grafigi

Cross Entropy Loss
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Sekil 4.122: Siniflandirma Grafigi
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Sekil 4.123: For All Data (Confusion Matrix)

True Classes
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Sekil 4.124: For Train Data (Confusion Matrix)
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Sekil 4.125: For Valid Data (Confusion Matrix)

For Valid Data
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Sekil 4.126: For Test Data (Confusion Matrix)
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Tablo 4.95'te egitim, dogrulama ve test verilerinin belirtilen degerlendirme

metriklerine gore siniflandirilma sonuglar1 sunulmustur.

Tablo 4.95: Simiflandirma Raporu

For Train Data

Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.9538 0.9578 0.9558 237
large.cell.carcinoma (Class 2) 0.9776 1.0000 0.9887 131
Normal (Class 3) 1.0000 1.0000 1.0000 150
squamous.cell.carcinoma (Class 4) 0.9551 0.9341 0.9444 182
Accuracy 0.9686 700
Macro avg 0.9716 0.9730 0.9722 700
Weighted avg 0.9685 0.9686 0.9685 700
For Valid Data
Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.7636 0.8400 0.8000 >0
large.cell.carcinoma (Class 2) 0.8800 0.7857 0.8302 28
Normal (Class 3) 1.0000 0.9394 0.9688 33
squamous.cell.carcinoma (Class 4) 0.7949 0.7949 0.7949 39
Accuracy 0.8400 150
0.8596 0.8400 0.8485 150
Macro avg
Weighted avg 0.8455 0.8400 0.8414 150
For Test Data
Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.9333 0.8235 0.8750 >l
large.cell.carcinoma (Class 2) 0.9310 0.9643 0.9474 28
Normal (Class 3) 0.9143 1.0000 0.9552 32
squamous.cell.carcinoma (Class 4) 0.8537 0.8974 0.8750 39
0.9067 150
Accuracy
Macro avg 0.9081 0.9213 0.9131 150
0.9081 0.9067 0.9056 150

Weighted avg
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GlorotUniform dagilimina gore 100 epoch igin Tablo 4.96’da egitim verisi igin
%100, Tablo 4.97°de dogrulama verisi i¢in %90.66, test verisi igin de %89.99 basar1 elde

edildigi Tablo 4.98°de goriilmiistir.

Tablo 4.96: Egitim Basarisi

Train Loss

Train Accuracy

2.0041505194967613e-05

1.0

Tablo 4.97: Valid (Dogrulama) Basarisi

Valid Loss

Valid Accuracy

0.5353974103927612

0.9066666960716248

Tablo 4.98: Test Basarisi

Test Loss

Test Accuracy

0.6855444312095642

0.8999999761581421

Sekil 4.127: Capraz Entropi Hata Grafigi

Cross Entropy Loss
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Sekil 4.128: Siniflandirma Grafigi

Classification Accuracy
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Epoch Number

Onerilen modelin tim veri seti, egitim, dogrulama ve test igin karigiklik

matrisleri asagidaki sekillerde sunulmustur.

Sekil 4.129: For All Data (Confusion Matrix)

For All Data
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Sekil 4.130: For Train Data (Confusion Matrix)

For Train Data
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Sekil 4.131: For Valid Data (Confusion Matrix)
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Sekil 4.132: For Test Data (Confusion Matrix)

For Test Data
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Tablo 4.99'da egitim, dogrulama ve test verilerinin belirtilen degerlendirme

metriklerine gore siniflandirilma sonuglart sunulmustur.
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Tablo 4.99: Simiflandirma Raporu

For Train Data

Precision Recall F1-score Support
Adenocarcinoma (Class 1) 1.0000 1.0000 1.0000 237
large.cell.carcinoma (Class 2) 1.0000 1.0000 1.0000 131
Normal (Class 3) 1.0000 1.0000 1.0000 150
squamous.cell.carcinoma (Class 4) 1.0000 1.0000 1.0000 182
Accuracy 1.0000 700
Macro avg 1.0000 1.0000 1.0000 700
Weighted avg 1.0000 1.0000 1.0000 700

For Valid Data

Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.9130 0.8400 0.8750 50
large.cell.carcinoma (Class 2) 0.9231 0.8571 0.8889 28
Normal (Class 3) 0.9706 1.0000 0.9851 33
squamous.cell.carcinoma (Class 4) 0.8409 0.9487 0.8916 39
Accuracy 0.9067 150
Macro ave 09119 0.9115 0.9101 150
Weighted avg 0.9088 0.9067 0.9061 150

For Test Data

Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.9333 0.8235 0.8750 51
large.cell.carcinoma (Class 2) 0.8710 0.9643 0.9153 28
Normal (Class 3) 0.9697 1.0000 0.9846 32
squamous.cell.carcinoma (Class 4) 0.8293 0.8718 0.8500 39
Accuracy 0.9000 150
Macro avg 0.9008 0.9149 0.9062 150

0.9024 0.9000 0.8994

Weighted avg 150
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4.6.2. HeNormal Sonuclari

Gogls kanseri veri seti i¢cin 0.001 6grenme katsayisi olarak ayarlanmisg, batch
boyutu 100 olarak se¢ilmistir (Tablo 4.83). HeNormal dagilimina gore gerceklestirilen
uygulamada “val loss” kriterine gore 6 kere hata orani1 diistiigtinde Tablo 4.101°de egitim
verisi igin %99.14, Tablo 4.102’de dogrulama verisi igin %90.66, test verisi i¢in de %92
basari elde edildigi Tablo 4.103’da goriilmiistiir.

Tablo 4.100: Katmanlar ve Parametreler

Layer (type) Output shape Param #
Rescalingl (Rescaling) (None, 150, 150, 3) 0
Con1 (Conv2D) (None, 150, 150, 16) 448
MaxPoolingl (MaxPooling2D) (None, 75, 75, 16) 0
Con2 (Conv2D) (None, 75, 75, 32) 4640
MaxPooling2 (MaxPooling2D) (None, 37, 37, 32) 0
Dropoutl (Dropout) (None, 37, 37, 32) 0
Con3 (Conv2D) (None, 37, 37, 64) 18496
MaxPooling3 (MaxPooling2D) (None, 18, 18, 64) 0
Dropout2 (Dropout) (None, 18, 18, 64) 0
Flattenl (Flatten) (None, 20736) 0
Densel (Dense) (None, 128) 2654336
Dense2 (Dense) (Noneg, 32) 4128
Dense3 (Dense) (None, 4) 132

Total params: 2,682,180

Trainable params: 2,682,180
Non-trainable params: 0

Tablo 4.101: Egitim Basarisi

Train Loss Train Accuracy

0.06987237185239792 0.991428554058075

Tablo 4.102: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy

0.2903871536254883 0.9066666960716248
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Tablo 4.103: Test Basarisi

Test Loss

Test Accuracy

0.39710313081741333

0.9200000166893005

Sekil 4.133: Capraz Entropi Hata Grafigi
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Sekil 4.134: Siniflandirma Grafigi
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Sekil 4.135: For All Data (Confusion Matrix)
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Sekil 4.136: For Train Data (Confusion Matrix)
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Sekil 4.137: For Valid Data (Confusion Matrix)

True Classes
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Sekil 4.138: For Test Data (Confusion Matrix)
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Tablo 4.104'te egitim, dogrulama ve test verilerinin belirtilen degerlendirme

metriklerine gore siniflandirilma sonuglar1 sunulmustur.

Tablo 4.104: Siniflandirma Raporu

For Train Data

Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.9915 0.9831 0.9873 237
large.cell.carcinoma (Class 2) 1.0000 1.0000 1.0000 131
Normal (Class 3) 1.0000 1.0000 1.0000 150
squamous.cell.carcinoma (Class 4) 0.9783 0.9890 0.9836 182
Accuracy 0.9914 700
Macro avg 0.9924 0.9930 0.9927 700
Weighted ave 0.9915 0.9914 0.9914 700
For Valid Data
Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.9020 0.9020 0.9020 >
large.cell.carcinoma (Class 2) 0.9286 0.9286 0.9286 28
Normal (Class 3) 0.9697 1.0000 0.9846 32
squamous.cell.carcinoma (Class 4) 0.8421 0.8205 0.8312 39
Accuracy 0.9067 150
0.9106 0.9128 0.9116 150
Macro avg
Weighted avg 0.9058 0.9067 0.9062 150
For Test Data
Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.8846 0.9200 0.9020 >0
large.cell.carcinoma (Class 2) 0.9259 0.8929 0.9091 28
Normal (Class 3) 1.0000 0.9697 0.9846 33
squamous.cell.carcinoma (Class 4) 0.8974 0.8974 0.8974 39
0.9200 150
Accuracy
0.9270 0.9200 0.9233 150
Macro avg
0.9210 0.9200 0.9203 150

Weighted avg
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HeNormal dagilimina gore 100 epoch igin Tablo 4.105’te egitim verisi i¢in
%100, Tablo 4.106’da dogrulama verisi i¢in %90.66, test verisi i¢in de %89.99 basari
elde edildigi Tablo 4.107°de goriilmiistiir.

Tablo 4.105: Egitim Basarisi

Train Loss Train Accuracy

0.00040936883306130767 1.0
Tablo 4.106: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy

0.7047430276870728 0.9066666960716248

Tablo 4.107: Test Basarisi

Test Loss Test Accuracy

0.728581428527832 0.8999999761581421
Sekil 4.139: Capraz Entropi Hata Grafigi

Cross Entropy Loss
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Sekil 4.140: Siniflandirma Grafigi
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Sekil 4.141: For All Data (Confusion Matrix)

For All Data
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Sekil 4.142: For Train Data (Confusion Matrix)

For Train Data
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Sekil 4.143: For Valid Data (Confusion Matrix)
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Sekil 4.144: For Test Data (Confusion Matrix)

For Test Data
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Tablo 4.108'de egitim, dogrulama ve test verilerinin belirtilen degerlendirme

metriklerine gore siniflandirilma sonuglari sunulmustur.

Tablo 4.108: Siiflandirma Raporu

For Train Data

Precision Recall F1-score Support
Adenocarcinoma (Class 1) 1.0000 1.0000 1.0000 237
large.cell.carcinoma (Class 2) 1.0000 1.0000 1.0000 131
Normal (Class 3) 1.0000 1.0000 1.0000 150
squamous.cell.carcinoma (Class 4) 1.0000 1.0000 1.0000 182
Accuracy 1.0000 700
Macro avg 1.0000 1.0000 1.0000 700
Weighted avg 1.0000 1.0000 1.0000 700
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Tablo 4.108: (Devam) Siniflandirma Raporu

For Valid Data
Precision Recall F1-score Support

Adenocarcinoma (Class 1) 0.8167 0.9800 0.8909 >0
large.cell.carcinoma (Class 2) 1.0000 0.7143 0.8333 28
Normal (Class 3) 1.0000 0.9697 0.9846 33
squamous.cell.carcinoma (Class 4) 0.9211 0.8974 0.9091 39
Accuracy 0.9067 150

0.9344 0.8904 0.9045 150
Macro avg
Weighted avg 0.9184 0.9067 0.9055 150

For Test Data
Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.8776 0.8431 0.8600 51
large.cell.carcinoma (Class 2) 1.0000 0.8571 0.9231 28
Normal (Class 3) 0.9375 0.9375 0.9375 32
squamous.cell.carcinoma (Class 4) 0.8444 0.9744 0.9048 39
0.9000 150

Accuracy

0.9149 0.9030 0.9063 150
Macro avg
Weighted ave 0.9046 0.9000 0.8999 150

4.7. VGG16 SONUCLARI

Bu béliimde Gogiis kanseri veriseti i¢in GlorotUniform ve HeNormal dagilimina

gore elde edilen sonuglar sunulmustur.

4.7.1. GlorotUniform Sonuclari

Goglis kanseri veri seti i¢in VGG16 modelinde kullanilan katmanlar ve
parametre sayilar1 Tablo 4.109'da gosterilmistir. Calisma sirasinda 6grenme katsayisi
0.001 olarak ayarlanmis, batch boyutu 50 olarak belirlenmis ve optimizasyon i¢in “adam”
kullanilmigtir. Degerlendirme metrigi “dogruluk” tercih edilmistir. GlorotUniform

dagilimima gore gergeklestirilen uygulamada “val loss” kriterine gore 6 kere hata orani
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diistiigiinde Tablo 4.110°da egitim verisi i¢in %95.14, Tablo 4.111’de dogrulama verisi

i¢in %88.66, test verisi i¢in de %87.33 basari elde edildigi Tablo 4.112°de goriilmiistiir.

Tablo 4.109: Katmanlar ve Parametreler

Layer (type) Output shape Param #
input_1 (InputLayer) (None, 224, 224, 3) 0
Convl (Conv2D) ) (None, 224, 224, 64) 1792
Conv2 (Conv2D) (None, 224, 224, 64) 36928
MaxPooling2d (MaxPooling2D) (None, 112, 112, 64) 0
Conv3 (Conv2D) (None, 112, 112, 128) 73856
Conv4 (Conv2D) (None, 112,112, 128) 147584
MaxPooling2d_1 (MaxPooling2D) (None, 56, 56, 128) 0
Conv5 (Conv2D) (None, 56, 56, 256) 295168
Convé (Conv2D) (None, 56, 56, 256) 590080
Conv7 (Conv2D) (None, 56, 56, 256) 590080
MaxPooling2d_2 (MaxPooling2D) (None, 28, 28, 256) 0
Conv8 (Conv2D) (None, 28, 28, 512) 1180160
Convd (Conv2D) (None, 28, 28, 512) 2350808
Conv10 (Conv2D) (None, 28, 28, 512) 2359808
MaxPooling2d_3 (MaxPooling2D) (None, 14, 14, 512) 0
Conv11 (Conv2D) (None, 14, 14, 512) 2359808
Conv12 (Conv2D) (None, 14, 14, 512) 2359808
Conv13 (Conv2D) (None, 14, 14, 512) 2359808
MaxPooling2d_4 (MaxPooling2D) (None, 7, 7, 512) 0
global_max_pooling2d (Globa IMaxPooling2D)  (None, 512) 0

Total params: 14,714,688

Trainable params: 0

Non-trainable params: 14,714,688

Tablo 4.110: Egitim Basarisi

Train Loss

Train Accuracy

0.24808572232723236

0.9514285922050476
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Tablo 4.111: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy

0.4160132110118866 0.8866666555404663

Tablo 4.112: Test Basarisi

Test Loss Test Accuracy

0.4113077223300934 0.8733333349227905

Sekil 4.145: Capraz Entropi Hata Grafigi

Cross Entropy Loss
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Sekil 4.146: Siniflandirma Grafigi
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Sekil 4.147: For All Data (Confusion Matrix)

For All Data
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Sekil 4.148: For Train Data (Confusion Matrix)

For Trag'n Data
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Sekil 4.149: For Valid Data (Confusion Matrix)

For Valid Data
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Sekil 4.150: For Test Data (Confusion Matrix)

For Test Data
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Tablo 4.113'te egitim, dogrulama ve test verileri igin belirtilen degerlendirme

metriklerine gore siniflandirma sonuglar1 sunulmustur.

Tablo 4.113: Simiflandirma Raporu

For Train Data

Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.9522 0.9241 0.9379 237
large.cell.carcinoma (Class 2) 0.8951 0.9771 0.9343 131
Normal (Class 3) 0.9933 0.9933 0.9933 150
squamous.cell.carcinoma (Class 4) 0.9605 0.9341 0.9471 182
Accuracy 0.9514 700
Macro avg 0.9503 0.9571 0.9532 700
0.9525 0.9514 0.9515

Weighted avg 700
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Tablo 4.113: (Devam) Siniflandirma Raporu

For Valid Data
Precision Recall F1-score Support

Adenocarcinoma (Class 1) 0.8800 0.8627 0.8713 >
large.cell.carcinoma (Class 2) 0.8276 0.8571 0.8421 28
Normal (Class 3) 0.9697 1.0000 0.9846 32
squamous.cell.carcinoma (Class 4) 0.8634 0.8462 0.8571 39
Accuracy 0.8867 150

0.8864 0.8915 0.8888 150
Macro avg
Weighted avg 0.8863 0.8867 0.8863 150

For Test Data
Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.8462 0.8800 0.8627 50
large.cell.carcinoma (Class 2) 0.8276 0.8571 0.8421 28
Normal (Class 3) 0.9706 1.0000 0.9851 33
squamous.cell.carcinoma (Class 4) 0.8571 0.7692 0.8108 39
0.8733 150

Accuracy

0.8754 0.8766 0.8752 150
Macro avg
Weighted avg 0.8729 0.8733 0.8723 150

GlorotUniform dagilimina gére 100 epoch i¢in Tablo 4.114’te egitim verisi i¢in
%95.14, Tablo 4.115’te dogrulama verisi igin %88.66, test verisi igin de %87.33 basari
elde edildigi Tablo 4.116°da goriilmiistiir.

Tablo 4.114: Egitim Basarisi

Train Loss Train Accuracy

0.24808572232723236 0.9514285922050476

Tablo 4.115: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy

0.4160132110118866 0.8866666555404663
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Tablo 4.116: Test Basarisi

Test Loss Test Accuracy

0.4113077223300934 0.8733333349227905

Sekil 4.151: Capraz Entropi Hata Grafigi

Cross Entropy Loss
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Sekil 4.152: Siniflandirma Grafigi
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Sekil 4.153: For All Data (Confusion Matrix)
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Sekil 4.155: For Valid Data (Confusion Matrix)

True Classes
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Sekil 4.156: For Test Data (Confusion Matrix)
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Tablo 4.117°de egitim, dogrulama ve test verileri i¢in ¢esitli degerlendirme

kriterlerine gore sonuglar sunulmustur.

Tablo 4.117: Siniflandirma Raporu

For Train Data

Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.9522 0.9241 0.9379 237
large.cell.carcinoma (Class 2) 0.8951 0.9771 0.9343 131
Normal (Class 3) 0.9933 0.9933 0.9933 150
squamous.cell.carcinoma (Class 4) 0.9605 0.9341 0.9471 182
Accuracy 0.9514 700
Macro avg 0.9503 0.9571 0.9532 700
Weighted avg 0.9525 0.9514 0.9515 700
For Valid Data
Precision Recall F1-score Support
Adenocarcinoma (Class 1) 08800 0.8627 0.8713 >
large.cell.carcinoma (Class 2) 0.8276 0.8571 0.8421 28
Normal (Class 3) 0.9697 1.0000 0.9846 32
squamous.cell.carcinoma (Class 4) 0.8634 0.8462 0.8571 39
Accuracy 0.8867 150
0.8864 0.8915 0.8888 150
Macro avg
Weighted avg 0.8863 0.8867 0.8863 150
For Test Data
Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.8462 0.8800 0.8627 50
large.cell.carcinoma (Class 2) 0.8276 0.8571 0.8421 28
Normal (Class 3) 0.9706 1.0000 0.9851 33
squamous.cell.carcinoma (Class 4) 0.8571 0.7692 0.8108 39
Accuracy 0.8733 150
0.8754 0.8766 0.8752 150
Macro avg
0.8729 0.8733 0.8723 150

Weighted avg
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4.3.2. HeNormal Sonuclan

Goglis kanseri veri seti lizerinde kullanilan katmanlar ve bu katmanlardaki
parametre sayilar1 Tablo 4.118’de detaylandirilmistir. Calismada 6grenme katsayis1 0.001
olarak belirlenmis, batch boyutu 100 olarak ayarlanmis ve optimizasyon i¢in “adam”
tercih edilmistir. Degerlendirme metrigi i¢in “dogruluk” segilmistir. HeNormal
dagilimina gore gergeklestirilen uygulamada “val loss” kriterine gore 6 kere hata orani
diistiigiinde Tablo 4.119°da egitim verisi igin %93.71, Tablo 4.120°da dogrulama verisi
icin %86.00, test verisi igin de %84.66 basari elde edildigi Tablo 4.121°de goriilmiistiir.

Tablo 4.118: Katmanlar ve Parametreler

Layer (type) Output shape Param #
input_1 (InputLayer) [(None, 224, 224, 3)] 0
blockl convl (Conv2D) (None, 224, 224, 64) 1792
blockl conv2 (Conv2D) (None, 224, 224, 64) 36928
blockl pool (MaxPooling2D) (None, 112, 112, 64) 0
block2_convl (Conv2D) (None, 112, 112, 128) 73856
block2_conv2 (Conv2D) (None, 112, 112, 128) 147584
block2_pool (MaxPooling2D) (None, 56, 56, 128) 0
block3_convl (Conv2D) (None, 56, 56, 256) 295168
block3_conv2 (Conv2D) (None, 56, 56, 256) 590080
block3_conv3 (Conv2D) (None, 56, 56, 256) 590080
block3_pool (MaxPooling2D) (None, 28, 28, 256) 0
block4_convl (Conv2D) (None, 28, 28, 512) 1180160
block4_conv2 (Conv2D) (None, 28, 28, 512) 2359808
block4_conv3 (Conv2D) (None, 28, 28, 512) 2359808
block4 pool (MaxPooling2D) (None, 14, 14, 512) 0

block5_convl (Conv2D) (None, 14, 14, 512) 2359808
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Tablo 4.118: (Devam) Katmanlar ve Parametreler

block5_conv2 (Conv2D) (None, 14, 14, 512) 2359808
block5_conv3 (Conv2D) (None, 14, 14, 512) 2359808
block5_pool (MaxPooling2D) (None, 7,7, 512) 0

global_max_pooling2d (GlobalMaxPooling  (None, 512)
2D)

Total params: 14,714,688

Trainable params: 0

Non-trainable params: 14,714,688

Tablo 4.119: Egitim Basarisi

Train Loss Train Accuracy

0.2767089009284973 0.9371428489685059

Tablo 4.120: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy

0.4184786379337311 0.8600000143051147

Tablo 4.121: Test Basarisi

Test Loss Test Accuracy

0.402459055185318 0.846666693687439
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Sekil 4.157: Capraz Entropi Hata Grafigi

Cross Entropy Loss
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Sekil 4.158: Siniflandirma Grafigi
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Onerilen modelin tiim veri seti, egitim, dogrulama ve test icin karisiklik

matrisleri sirasiyla asagidaki sekillerde sunulmustur.
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Sekil 4.159: For All Data (Confusion Matrix)

For All Data
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Sekil 4.160: For Train Data (Confusion Matrix)
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Sekil 4.161: For Valid Data (Confusion Matrix)

For Valid Data
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Sekil 4.162: For Test Data (Confusion Matrix)

For Test Data
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Tablo 4.122, egitim, dogrulama ve test verileri i¢in goriintiilerin belirtilen

degerlendirme metriklerine gore siniflandirilmast sonuglarini igermektedir.

Tablo 4.122: Siniflandirma Raporu

For Train Data

Precision Recall F1-score Support
Mild_Demented (Class 1) 0.8783 0.9747 0.9240 237
Moderate Demented (Class 2) 0.9160 0.9160 0.9160 131
Non Demented (Class 3) 1.0000 1.0000 1.0000 150
Very Mild Demented (Class 4) 0.9936 0.8516 0.9172 182
Accuracy 0.9371 700
Macro avg 0.9470 0.9356 0.9393 700
Weighted avg 0.9414 0.9371 0.9370 700
For Valid Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 0.7627 0.8824 0.8182 51
Moderate Demented (Class 2) 0.8750 0.7500 0.8077 28
Non Demented (Class 3) 0.9394 0.9688 0.9538 32
0.8205
Very Mild Demented (Class 4) 0.9412 0.8767 39
Accuracy 0.8600 150
0.8796 0.8554 0.8641 150
Macro avg
Weighted avg 0.8678 0.8600 0.8604 150
For Test Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 0.7143 0.9000 0.7965 50
Moderate Demented (Class 2) 0.9130 0.7500 0.8235 28
Non_ Demented (Class 3) 1.0000 1.0000 1.0000 33
Very Mild Demented (Class 4) 0.9032 0.7179 0.8000 39
0.8467 150
Accuracy
0.8826 0.8420 0.8550 150
Macro avg
0.8634 0.8467 0.8472 150

Weighted avg




170

HeNormal dagilimma gore 100 epoch igin Tablo 4.123’te egitim verisi igin
%95.57, Tablo 4.124’te dogrulama verisi i¢in % 89.99, test verisi i¢in de %89.99 basari
elde edildigi Tablo 4.125’te goriilmiistiir.

Tablo 4.123: Egitim Basarisi

Train Loss Train Accuracy

0.24521489441394806 0.9557142853736877

Tablo 4.124: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy

0.34447434544563293 0.8999999761581421

Tablo 4.125: Test Basarisi

Test Loss Test Accuracy

0.3419382870197296 0.8999999761581421

Sekil 4.163: Capraz Entropi Hata Grafigi

Cross Entropy Loss
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Sekil 4.164: Siniflandirma Grafigi

Classification Accuracy
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Onerilen modelin tim veri seti icin, egitim, dogrulama ve test karigiklik

matrisleri asagidaki sekillerde sunulmustur.
Sekil 4.165: For All Data (Confusion Matrix)
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Sekil 4.166: For Train Data (Confusion Matrix)

For Train Data
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Sekil 4.167: For Valid Data (Confusion Matrix)
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Sekil 4.168: For Test Data (Confusion Matrix)

For Test Data
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Tablo 4.126'da, egitim, dogrulama ve test verileri kullanilarak elde edilen

siniflandirma sonuglar belirtilen degerlendirme metrikleriyle birlikte sunulmustur.

Tablo 4.126: Simflandirma Raporu

For Train Data

Precision Recall F1-score Support
Mild_Demented (Class 1) 0.9385 0.9662 0.9522 237
Moderate Demented (Class 2) 0.9741 0.8626 0.9150 131
Non Demented (Class 3) 1.0000 1.0000 1.0000 150
Very Mild Demented (Class 4) 0.9316 0.9725 0.9516 182
Accuracy 0.9557 700
Macro avg 0.9611 0.9503 0.9547 700
0.9566 0.9557 0.9553

Weighted avg 700




Tablo 4.126: (Devam) Siniflandirma Raporu
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For Valid Data
Precision Recall F1-score Support

Mild_Demented (Class 1) 0.8846 0.9020 0.8932 51
Moderate Demented (Class 2) 0.9200 0.8214 0.8679 28
Non Demented (Class 3) 1.0000 1.0000 1.0000 32
Very Mild Demented (Class 4) 0.8293 0.8718 0.8500 39
Accuracy 0.9000 150

0.9085 0.8988 0.9028 150
Macro avg
Weighted avg 0.9014 0.9000 0.9000 150

For Test Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 0.8679 0.9000 0.8932 50
Moderate Demented (Class 2) 1.0000 0.6071 0.7556 28
Non Demented (Class 3) 1.0000 1.0000 1.0000 33
Very Mild Demented (Class 4) 0.8298 1.0000 0.9070 39
0.9000 150

Accuracy

0.9244 0.8818 0.8889 150
Macro avg
Weighted avg 0.9117 0.9000 0.8946 150

4.8. ALEXNET SONUCLARI

Bu bolimde Goglis kanseri veri seti i¢in GlorotUniform ve HeNormal

dagilimlarina gore AlexNet sonuglar1 verilmistir.
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4.8.1. GlorotUniform Sonuglar

Gogiis kanseri veri seti i¢in 0.001 6grenme katsayisi, batch boyutu 50 olarak
belirlenmistir (Tablo 4.127). GlorotUniform dagilimina gore gerceklestirilen uygulamada
“val loss” kriterine gore 6 kere hata orani diistiigiinde Tablo 4.128’de egitim verisi igin
%28.42, Tablo 4.129’da dogrulama verisi i¢in %28.00, test verisi i¢in de %30.00 basari
elde edildigi Tablo 4.130’da goriilmiistiir.

Tablo 4.127: Katmanlar ve Parametreler

Layer (type) Output shape Param #
Convl (Conv2D) (None, 55, 55, 96) 34944
batch_normalization (BatchNormalization) (Noneg, 55, 55, 96) 384
MaxPooling2d (MaxPooling2D) (None, 27, 27, 96) 0
Conv2 (Conv2D) (None, 27, 27, 256) 614656
batch_normalization_1 (BatchNormalization) (None, 27, 27, 256) 1024
MaxPooling2d_1 (MaxPooling2D) (None, 13, 13, 256) 0
Conv3 (Conv2D) (None, 13, 13, 384) 885120
batch_normalization_2 (BatchNormalization) (None, 13, 13, 384) 1536
Conv4 (Conv2D) (None, 13, 13, 384) 1327488
batch_normalization_3 (BatchNormalization) (None, 13, 13, 384) 1536
Conv5 (Conv2D) (None, 13, 13, 256) 884992
batch_normalization_4 (BatchNormalization) (None, 13, 13, 256) 1024
MaxPooling2d_2 (MaxPooling2D) (None, 6, 6, 256) 0
Flatten (Flatten) (None, 9216) 0
dense (Dense) (None, 4096) 37752832
dropout(Dropout) (None, 4096) 0
dense_1 (Dense) (None, 4) 16388

Total params: 41,521,924

Trainable params: 41,519,172

Non-trainable params: 2,752




Tablo 4.128: Egitim Basarisi
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Train Loss Train Accuracy

1.3721634149551392 0.2842857241630554

Tablo 4.129: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy

1.3724777698516846 0.2800000011920929

Tablo 4.130: Test Basarisi

Test Loss Test Accuracy

1.3706872463226318 0.30000001192092896

Sekil 4.169: Capraz Entropi Hata Grafigi

Cross Entropy Loss
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Sekil 4.170: Siniflandirma Grafigi
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Sekil 4.171: For All Data (Confusion Matrix)
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-
¢
v 300
£ 0 0 4
-4
5
250
a
£
o
c
g
e o o 0
= 200
g%
-
o 3
(v}
& 150
£
S . 0 o 26
- 100
e
n
3 - 50
= 0 0 0
b 4
w
- |
o
E
3
g~ T - 4 - s - ' -0
adenocarcinoma  large.cell.carcnoma normal squamous, cell carcinoma

Predicted Classes



178

Sekil 4.172: For Train Data (Confusion Matrix)

For Train Data
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Sekil 4.173: For Valid Data (Confusion Matrix)

For Valid Data
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Sekil 4.174: For Test Data (Confusion Matrix)

For Test Data
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-10

Tablo 4.131'de egitim, dogrulama ve test verileri icin belirtilen degerlendirme

metriklerine gore siniflandirma sonuglar1 sunulmustur.

Tablo 4.131: Simflandirma Raporu

For Train Data

Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.0000 0.0000 0.0000 237
large.cell.carcinoma (Class 2) 0.0000 0.0000 0.0000 131
Normal (Class 3) 0.8947 0.1133 0.2012 150
squamous.cell.carcinoma (Class 4) 0.2673 1.0000 0.4213 182
Accuracy 0.2843 700
Macro avg 0.2905 0.2783 0.1557 700
Weighted avg 0.2612 0.2843 0.1528 700




Tablo 4.131: (Devam) Siniflandirma Raporu
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For Valid Data
Precision Recall F1-score Support

Adenocarcinoma (Class 1) 0.0000 0.0000 0.0000 >
large.cell.carcinoma (Class 2) 0.0000 0.0000 0.0000 28
Normal (Class 3) 0.7500 0.0938 0.1667 32
squamous.cell.carcinoma (Class 4) 0.2671 1.0000 0.4216 39
Accuracy 0.2800 150

0.2543 0.2734 0.1471 150
Macro avg
Weighted avg 0.2295 0.2800 0.1452 150

For Test Data

Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.0000 0.0000 0.0000 >0
large.cell.carcinoma (Class 2) 0.0000 0.0000 0.0000 28
Normal (Class 3) 0.8571 0.1818 0.3000 33
squamous.cell.carcinoma (Class 4) 0.2727 1.0000 0.4286 39
0.3000 150

Accuracy

0.2825 0.2955 0.1821 150
Macro avg
Weighted avg 0.2595 0.3000 0.1774 150

GlorotUniform dagilimina gore 100 epoch i¢in Tablo 4.132°de egitim verisi i¢in
%100, Tablo 4.133’te dogrulama verisi i¢in %92.00, test verisi i¢in de %90.66 basar1 elde

edildigi Tablo 4.134’te goriilmiistiir.

Tablo 4.132: Egitim Basarisi

Train Loss

Train Accuracy

0.0005018605734221637

1.0

Tablo 4.133: Valid (Dogrulama) Basarisi

Valid Loss

Valid Accuracy

0.23580317199230194

0.9200000166893005
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Tablo 4.134: Test Basarisi

Test Loss Test Accuracy

0.3196429908275604 0.9066666960716248

Sekil 4.175: Capraz Entropi Hata Grafigi

Cross Entropy Loss

3.0 - .
—8— Train Loss

T —8— Validation Loss
2.5 1
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Sekil 4.176: Siniflandirma Grafigi

Classification Accuracy
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Onerilen modelin tiim veri, egitim, dogrulama ve test karigiklik matrisleri

sirastyla agsagidaki sekillerde gosterilmistir.



Sekil 4.177: For All Data (Confusion Matrix)
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Sekil 4.178: For Train Data (Confusion Matrix)
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Sekil 4.179: For Valid Data (Confusion Matrix)

For Valid Data
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Sekil 4.180: For Test Data (Confusion Matrix)

For Test Data
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Tablo 4.135'te egitim, dogrulama ve test verileri igin belirtilen degerlendirme

metriklerine gore siniflandirma sonuglar1 sunulmustur.

Tablo 4.135: Siniflandirma Raporu

For Train Data

Precision Recall F1-score Support
Adenocarcinoma (Class 1) 1.0000 1.0000 1.0000 237
large.cell.carcinoma (Class 2) 1.0000 1.0000 1.0000 131
Normal (Class 3) 1.0000 1.0000 1.0000 150
squamous.cell.carcinoma (Class 4) 1.0000 1.0000 1.0000 182
Accuracy 1.0000 700
Macro avg 1.0000 1.0000 1.0000 700
Weighted avg 1.0000 1.0000 1.0000 700
For Valid Data
Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.8846 0.9200 0.9020 50
large.cell.carcinoma (Class 2) 0.9583 0.8214 0.8846 28
Normal (Class 3) 0.9429 1.0000 0.9706 33
squamous.cell.carcinoma (Class 4) 0.9231 0.9231 0.9231 39
Accuracy 0.9200 150
0.9272 0.9161 0.9201 150
Macro avg
Weighted avg 0.9212 0.9200 0.9193 150
For Test Data
Precision Recall F1-score Support
Adenocarcinoma (Class 1) 0.8800 0.8627 0.8713 >
large.cell.carcinoma (Class 2) 0.8929 0.8929 0.8929 28
Normal (Class 3) 0.9697 1.0000 0.9846 32
squamous.cell.carcinoma (Class 4) 0.8974 0.8974 0.8974 39
0.9067 150
Accuracy
0.9100 0.9133 0.9115 150
Macro avg
0.9061 0.9067 0.9063 150

Weighted avg
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4.4.2. HeNormal Sonuclari

Gogiis kanseri veri seti igin 0.001 6grenme katsayist olarak belirlenmis, batch
boyutu 100 olarak ayarlanmistir. HeNormal dagilimina gére gerceklestirilen uygulamada
“val loss” kriterine gore 6 kere hata orani diistiigiinde Tablo 4.137°de egitim verisi igin
%56.14, Tablo 4.138’de dogrulama verisi i¢in %55.33, test verisi i¢in de %59.33 basari
elde edildigi Tablo 4.139’da goriilmiistiir.

Tablo 4.136: Katmanlar ve Parametreler

Layer (type) Output shape Param #
Conv1 (Conv2D) (None, 55, 55, 96) 34944
batch_normalization (BatchN ormalization) (None, 55, 55, 96) 384
max_pooling2d (MaxPooling2D ) (None, 27, 27, 96) 0
Conv2 (Conv2D) (None, 27, 27, 96) 614656
batch_normalization_1 (Batc hNormalization) (None, 27, 27, 96) 1024
max_pooling2d_1 (MaxPooling 2D) (None, 13, 13, 256) 0
Conv3 (Conv2D) (None, 13, 13, 384) 885120
batch_normalization_2 (Batc hNormalization) (None, 13, 13, 384) 1536
Conv4 (Conv2D) (None, 13, 13, 384) 1327488
batch_normalization_3 (Batc hNormalization) (None, 13, 13, 384) 1536
Conv5 (Conv2D) (None, 13, 13, 256) 884992
batch_normalization_4 (Batc hNormalization) (None, 13, 13, 256) 1024
max_pooling2d_2 (MaxPooling 2D) (None, 6, 6, 256) 0
flatten (Flatten) (None, 9216) 0
dense (Dense) (None, 4096) 37752832
dropout (Dropout) (None, 4096) 0
dense_1 (Dense) (None, 4) 16388

Total params: 41,521,924

Trainable params: 41,519,172

Non-trainable params: 2,752
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Tablo 4.137: Egitim Basarisi

Train Loss Train Accuracy

1.0640145540237427 0.5614285469055176

Tablo 4.138: Valid (Dogrulama) Basarisi

Valid Loss Valid Accuracy

1.0407490730285645 0.5533333420753479

Tablo 4.139: Test Basarisi

Test Loss Test Accuracy

1.0543524026870728 0.5933333039283752

Sekil 4.181: Capraz Entropi Hata Grafigi

Cross Entropy Loss

—8— Train Loss
—8— Validation Loss
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Sekil 4.182: Siniflandirma Grafigi

Classification Accuracy

187
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Onerilen modelin tiim veri setleri igin egitim, dogrulama ve test asamalarindaki

karisiklik matrisleri sirasiyla asagidaki sekillerde sunulmustur.

Sekil 4.183: For All Data (Confusion matrix)

For All Data
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Sekil 4.184: For Train Data (Confusion Matrix)

For Train Data
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Sekil 4.185: For Valid Data (Confusion Matrix)

For Valid Data
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Sekil 4.186: For Test Data (Confusion Matrix)

For Test Data
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Tablo 4.140'ta, egitim, dogrulama ve test verileri ic¢in goriintiilerin

siiflandirilmasi sonuglari, belirtilen degerlendirme metriklerine gore sunulmustur.

Tablo 4.140: Simflandirma Raporu

For Train Data

Precision Recall F1-score Support

Mild Demented (Class 1) 0.4812 0.8650 0.6184 237
Moderate Demented (Class 2) 0.0000 0.0000 0.0000 131
Non Demented (Class 3) 0.8466 0.9933 0.9141 150
Very Mild Demented (Class 4) 0.3980 0.2143 0.2786 182
Accuracy 0.5614 700
Macro avg 0.4314 0.5181 0.4528 700

0.4478 0.5614 0.4777 700

Weighted avg




Tablo 4.140: (Devam) Siniflandirma Raporu
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For Valid Data

Precision Recall F1-score Support
Mild Demented (Class 1) 0.4632 0.8800 0.6069 50
Moderate Demented (Class 2) 0.0000 0.0000 0.0000 28
Non_Demented (Class 3) 0.8462 1.0000 0.9167 33
Very Mild Demented (Class 4) 0.3750 01538 0.2182 39
Accuracy 0.5533 150
Macro avg 0.4211 0.5085 0.4354 150
Weighted avg 0.4380 0.5533 0.4607 150

For Test Data

Precision Recall F1-score Support
Mild_Demented (Class 1) 0.5000 0.9412 0.6531 51
Moderate Demented (Class 2) 0.0000 0.0000 0.0000 28
Non Demented (Class 3) 0.9697 1.0000 0.9846 32
Very_Mild_Demented (Class 4) 0.4286 0.2308 0.3000 39
Accuracy 0.5933 150
Macro avg 0.4746 0.5430 0.4844 150
Weighted avg 0.4883 0.5933 0.5101 150

HeNormal dagilimimna gére 100 epoch i¢in Tablo 4.141°de egitim verisi i¢in
%100, Tablo 4.142°de dogrulama verisi igin %86.66, test verisi i¢in de %89.33 basari
elde edildigi Tablo 4.143’te goriilmistiir.

Tablo 4.141: Egitim Basarisi

Train Loss

Train Accuracy

0.0003598692128434777

1.0

Tablo 4.142: Valid (Dogrulama) Basarisi

Valid Loss

Valid Accuracy

0.3906894326210022

0.8666666746139526




Tablo 4.143: Test Basarisi
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Test Loss Test Accuracy

0.30144068598747253 0.8933333158493042

Sekil 4.187: Capraz Entropi Hata Grafigi

Cross Entropy Loss
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Sekil 4.188: Siniflandirma Grafigi
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Onerilen modelin tiim veri setleri i¢in egitim, dogrulama

T
80 100

ve test agsamalarinda

elde edilen karisiklik matrisleri sirasiyla asagidaki sekillerde sunulmustur.



Sekil 4.189: For All Data (Confusion Matrix)
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Sekil 4.190: For Train Data (Confusion Matrix)
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Sekil 4.191: For Valid Data (Confusion Matrix)

For Valid Data
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Sekil 4.192: For Test Data (Confusion Matrix)
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Tablo 4.144'te egitim, dogrulama ve test verileri i¢in goriintiilerin belirtilen

degerlendirme metriklerine gore siniflandirilma sonuglari sunulmustur.

Tablo 4.144: Siiflandirma Raporu

For Train Data

Precision Recall F1-score Support
Mild Demented (Class 1) 1.0000 1.0000 1.0000 237
Moderate Demented (Class 2) 1.0000 10000 10000 131
Non Demented (Class 3) 1.0000 1.0000 1.0000 150
Very Mild Demented (Class 4) 1.0000 1.0000 1.0000 182
Accuracy 1.0000 700
Macro avg 1.0000 1.0000 1.0000 700
Weighted avg 1.0000 1.0000 1.0000 700
For Valid Data
Precision Recall F1-score Support
Mild Demented (Class 1) 0.8103 0.9216 0.8624 51
Moderate Demented (Class 2) 0.9524 0.7143 0.8163 28
Non Demented (Class 3) 1.0000 1.0000 1.0000 32
Very Mild Demented (Class 4) 0.7949 0.7949 0.7949 39
Accuracy 0.8667 150
0.8894 0.8577 0.8684 150
Macro avg
Weighted avg 0.8733 0.8667 0.8656 150
For Test Data
Precision Recall F1-score Support
Mild_Demented (Class 1) 0.8491 0.9000 0.8738 50
Moderate Demented (Class 2) 1.0000 0.8929 0.9434 28
Non_ Demented (Class 3) 0.9697 0.9697 0.9697 33
Very Mild Demented (Class 4) 0.8205 0.8205 0.8205 39
0.8933 150
Accuracy
0.9098 0.8958 0.9018 150
Macro avg
0.8964 0.8933 0.8940 150

Weighted avg
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5.1. SONUC VE TARTISMA

Bu boliimde alzheimer ve gdgiis kanseri veri seti igin elde edilen sonuglar 6zet

bi¢imde aktarilmistir.

5.1.1. Alzheimer Veri Seti

Tablo 5.1 ve Sekil 5.1’de Alzheimer veri seti i¢in GlorotUniform dagilimina
gore “val loss” kriteri 6 kere diistiigiinde tim modeller icin egitim, valid ve test
siiflandirma bagaris1 gosterilmistir. DNN ve CNN VGG16 ve AlexNet modellerine gore
daha basarili sonuglar vermistir. Test basaris1 degerlendirildiginde en yliksek basariy1

CNN ve DNN modeli vermistir.

Tablo 5.1: Alzheimer Veri Seti Icin Gloroutuniform Dagihmina Gére Basar

Sonuglar
DNN CNN VGG16 AlexNet
Train 0,98928 1,0 0,73392 1,0
Valid 0,93333 0,97395 0,68333 0.96979
Test 0,91979 0,97500 0,69375 0.97187

Sekil 5.1: Alzheimer Veri Seti I¢in Gloroutuniform Dagilimima Gére Basar1 Sonugclar

Alzheimer GloroutUniform i¢in Sonuglar
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Tablo 5.2 ve Sekil 5.2’de Alzheimer veri seti i¢in HeNormal dagilimina gore
“val_loss” kriteri 6 kere diistiigiinde tim modeller i¢in egitim, valid ve test siniflandirma
basaris1 gosterilmistir. VGG16 ve AlexNet modelleri i¢cin HeNormal dagilimina gore
smiflandirma basaris1 hesaplanmamistir. Test basaris1 degerlendirildiginde en yiiksek

basarityt CNN ve AlexNet modelleri vermistir.

Tablo 5.2: Alzheimer Veri Seti icin Henormal Dagilimina Gére Basar1 Sonuclari

DNN CNN VGG16 AlexNet
Train 0,98504 1,0 0.72901 1.0
Valid 0,92604 0,98645 0.67083 0.94583
Test 0,91770 0,98333 0.65520 0.93124

Sekil 5.2: Alzheimer Veri Seti I¢in Henormal Dagilimima Gore Basar1 Sonuglar

Alzheimer HeNormal i¢in Sonuglar

DNN CNN

VGG16 AlexNet
B Train M Valid ®Test
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Alzheimer veri seti i¢in GlorotUniform dagilimma goére 100 epoch, 0.01
O0grenme katsayisi ve “adam” optimizasyon algoritmasi i¢in tiim modellerin siniflandirma
basaris1 Tablo 5.3 ve Sekil 5.3’te gosterilmistir. CNN ve AlexNet diger modeller ile

karsilastirildiginda daha basarili sonuglar elde edilmistir.
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Tablo 5.3: Alzheimer Veri Seti icin Gloroutuniform Dagihmina Gére 100 Epoch i¢in

Sonuclar
DNN CNN VGG16 AlexNet
Train 0,84799 0,99977 0.80647 1.0
Valid 0,79791 0,98229 0.74895 0.98333
Test 0,79062 0,98333 0.74479 0.98020

Sekil 5.3: Alzheimer Veri Seti I¢in Gloroutuniform Dagilimma Gére 100 Epoch Igin

Sonuglar

Alzheimer GloroutUniform i¢in Sonuglar
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Alzheimer veri seti icin HeNormal dagilimina gére 100 epoch, 0.01 grenme
katsayis1 ve “adam” optimizasyon algoritmasi i¢in tim modellerin siniflandirma basarisi
Tablo 5.4 ve Sekil 5.4’te gosterilmisti. CNN ve AlexNet diger modeller ile

karsilastirildiginda daha basarili sonuglar elde edilmistir.
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Tablo 5.4: Alzheimer Veri Seti icin Henormal Dagilimma Gére 100 Epoch icin

Sonuclar
DNN CNN VGG16 AlexNet
Train 0,99977 1,0 0.78147 1.0
Valid 0,94583 0,98854 0.70416 0.94166
Test 0.94999 0,98645 0.75312 0.95208

Sekil 5.4: Alzheimer Veri Seti I¢in Henormal Dagilimma Goére 100 Epoch Igin Sonuglar

Alzheimer HeNormal i¢in Sonuglar
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5.1.2. Gogiis Kanseri Veri Seti

Tablo 5.5 ve Sekil 5.5’te Gogiis kanseri veri seti i¢in GlorotUniform dagilimina
gore “val loss” kriteri 6 kere diistiigiinde tim modeller icin egitim, valid ve test
siiflandirma basarisi gosterilmistir. DNN ve CNN VGG16 ve AlexNet modellerine gore
daha basarili sonuclar vermistir. Test basaris1 degerlendirildiginde en yiiksek basariy1

CNN ve VGG16 modelleri vermistir.
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Tablo 5.5: Gogiis Kanseri Veri Seti I¢cin Gloroutuniform Dagilimma Gére Basar1

Sonuc¢lan
DNN CNN VGG16 AlexNet
Train 0,85857 0,96857 0.95142 0.28428
Valid 0,62000 0,83999 0.88666 0.28000
Test 0,70666 0,90666 0.87333 0.30000

Sekil 5.5: Gogiis Kanseri Veri Seti I¢in Gloroutuniform Dagilimma Gore Basari

Sonuglari
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Tablo 5.6 ve Sekil 5.6°da Gogiis Kanseri veri seti igin HeNormal dagilimina gére

“val_loss” kriteri 6 kere diistiiglinde tiim modeller i¢in egitim, valid ve test siniflandirma

basarist gosterilmistir. VGG16 ve AlexNet modelleri i¢in HeNormal dagilimina gore

siiflandirma basarisi hesaplanmamistir. Test basaris1 degerlendirildiginde en yiiksek

basariyt CNN ve VGG16 modelleri vermistir.
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Tablo 5.6: Gogiis Kanseri Veri Seti I¢cin Henormal Dagiimma Goére Basari

Sonuc¢lan
DNN CNN VGG16 AlexNet
Train 0,99714 0,99142 0.93714 0.56142
Valid 0,83999 0,90666 0.86000 0.55333
Test 0,82666 0,92000 0.84666 0.59333

Sekil 5.6: Gogiis Kanseri Veri Seti Icin Henormal Dagilimina Gére Basar1 Sonuglari

Gogiis Kanseri HeNormal i¢in Sonuglar
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Gogiis Kanseri veri seti i¢in GlorotUniform dagilimina gére 100 epoch, 0.01
O0grenme katsayisi ve “adam” optimizasyon algoritmasi i¢in tiim modellerin siniflandirma
basaris1 Tablo 5.7 ve Sekil 5.7°de gosterilmistir. AlexNet diger modeller ile

karsilastirildiginda daha basarili sonuglar elde edilmistir.
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Tablo 5.7: Gogiis Kanseri Veri Seti I¢in Gloroutuniform Dagilimina Gére 100 Epoch

Icin Sonuglar

DNN CNN VGG16 AlexNet
Train 1,0 1,0 0.95142 1,0
Valid 0,85333 0,90666 0.88666 0.92000
Test 0,85333 0,89999 0.87333 0.90666

Sekil 5.7: Gogiis Kanseri Veri Seti i¢in Gloroutuniform Dagilimina Gore 100 Epoch I¢in

Sonuglar

Gogiis Kanseri GloroutUniform igin Sonuglar
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Gogiis Kanseri veri seti igin HeNormal dagilimina gére 100 epoch, 0.01 6grenme
katsayis1 ve “adam” optimizasyon algoritmasi i¢in tim modellerin siniflandirma basarisi
Tablo 5.8 ve Sekil 5.8’de gosterilmisti. CNN ve VGG16 diger modeller ile

karsilastirildiginda daha basarili sonuglar elde edilmistir.
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Tablo 5.8: Gogiis Kanseri Veri Seti icin Henormal Dagihmina Gére 100 Epoch

Icin Sonuglar

DNN CNN VGG16 AlexNet
Train 1,0 1,0 0.95571 1,0
Valid 0,80000 0,90666 0.89999 0.86666
Test 0,76666 0,89999 0.89999 0.89333

Sekil 5.8: Gogiis Kanseri Veri Seti Icin Henormal Dagilimina Gére Basar1 Sonuglari

Gogiis Kanseri HeNormal igin Sonuglar
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5.1.3. Literatiirdeki Cahsmalarla Karsilastirma

Alzheimer ve GOgiis kanseri veri setleri ile yapilan analizlerin sonuglar
literatiirde son yillarda yapilan calismalarla karsilastirilmistir. Tablo 5.9’da aym
Alzheimer veriseti kullanan ¢alismalarin siniflandirma dogrulugu tez kapsaminda
Onerilen modellerle karsilastirmali olarak sunulmustur. Literatiirle karsilastirildiginda

oldukga basarili sonuglar verdigi gézlemlenmistir.
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Tablo 5.9: Alzheimer veriseti ile ilgili literatiirde yapilan ¢alismalar

Cahsma Method Basari Orani (%)
VGG16 % 93.45
Elnaghi, vd., 2024 Resners? SR
Rana, vd., 2023 Hibrit Model (Inception V3+ CNN) %9731
Chabib, vd., 2023 Curvelet transform (CT) based-CNN % 98.62

Agarwal, vd., 2023

EfficietNet + CNN

%93.10 (test)

. CNN % 67.5
Mggdadi, vd., 2021 VGG16 %703
AlexNet % 92.20
ResNet-50 % 93.10
Mohammed, vd., 2021 AlexNet+SVM % 94.80
ResNet-50+SVM % 94.10
Bizim Calisma CNN 90,9864 (test)

Tablo 5.10°da ayn1 gogiis veriseti kullanan ¢alismalarin siniflandirma dogrulugu
tez kapsaminda Onerilen modellerle karsilastirmali olarak sunulmustur. Literatiirle

karsilastirildiginda oldukca basarili sonuclar verdigi gozlemlenmistir.

Tablo 5.10: Gogiis kanseri veriseti ile ilgili literatiirde yapilan calismalar

Cahisma Method Basar1 Oram (%)

Quasar, vd., 2024 Ensemble Method %98.00
Mamun, vd., 2023 CNN %92.00
Harmon, vd., 2020 Hibrit siniflandirma modeli %90.8
Lanjewar, vd., 2023 DenseNet %97.90
Bherje, vd., 2024 ResNet-50 % 72.41

Bumpenje ve Abidin, 2024 DenseNet121 % 82.14
Naeem ve Bin-Salem, 2021 CNN-LSTM %383.03

Bizim Calisma CNN %92.00
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Gelecekte farkli hastaliklar i¢in 6nerilen modellerin ag yapilart gelistirilecektir.
Ayrica farkli derin 6grenme modelleri i¢in de smiflandirma dogrulugunu arttiracak ag
yapilarinin gelistirilmesi saglanacaktir. Siniflandirma dogrulugu diisiik ¢ikan dagilimlar
ve modeller i¢in dogrulugu arttiracak ¢alismalar yapilacaktir. Farkli hastaliklar i¢in daha
biiylik veri kiimelerinde hibrit modellerin sunulmasi hedeflenmektedir. Veri arttirma
teknikleri ile daha biiyiik veri kiimeleri elde edilecektir. ileride gergek veri kiimeleri

tizerinde Onerilen ag modellerinin analizleri gergeklestirilecektir.
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