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Atiksu aritma tesislerinde ¢ikis suyu parametrelerinin tebligde belirtilen kriterleri
saglama derecesi, tesisin verimliliginin dl¢iisiidiir. Bu nedenle sisteme giren kirli su ve
tesisten ¢ikan aritilmis suda bazi parametreler i¢in 6lgtimler yapilarak tebligde belirtilen

kriterleri saglayip saglamadig takip edilir.

Bu tez caligmasinda, atiksu aritma tesisleri, aritma yontemleri ve atiksu aritma tesisi
cikis parametreleri ile ilgili genel bilgi verilmis, daha sonra derin 6grenme ve derin
O6grenme yontemleri aciklanmistir. Sonrasinda ise RNN, LSTM, GRU ve LSTM/GRU
derin 6grenme modelleri tasarlanarak, atiksu aritma tesisi ¢ikis parametrelerine ait
veriler lizerinde uygulanmistir. Sonrasinda ise RNN, LSTM, GRU ve LSTM/GRU derin
o0grenme modelleri tasarlanarak, atiksu aritma tesisi ¢ikis parametrelerine ait veriler
tizerinde uygulanmigtir. Uygulanan modellerin, diizenli alinmis atiksu aritma tesisi
parametrelerinde basarili sonuglar verdigi gozlenmis, derin 6grenme yontemlerinin
basarili sonug verebilmesi i¢in diizenli ve yeterli sayida veri olmast gerektigi sonucuna
varilmistir. Calismada, en iy1 sonug veri yapisi en diizenli olan pH parametresi ile elde
edilmistir. Modeller farkli performans dlgiitlerine gore degerlendirilerek sonuglart analiz
edilmistir. Uygulanan derin 6grenme modellerine gore en basarili sonuglar genel olarak

GRU ve LSTM modelleri ile elde edilmistir.

Anahtar Sozciikler: Atiksu, Derin 6grenme, RNN, LSTM, GRU.



ABSTRACT

EVALUATION OF OUTPUT PARAMETERS IN ADVANCED BIOLOGICAL
WASTE WATER TREATMENT PLANTS USING DEEP LEARNING METHODS
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Supervisor: Asst. Prof. Dr. Mustafa Mikail OZCILOGLU

Page: 85 Year: 2024

The degree to which the output water parameters in wastewater treatment plants meet
the criteria specified in the circular is a measure of the efficiency of the plant. For this
reason, measurements are made for some parameters in the dirty water entering the
system and the treated water leaving the plant, and whether they meet the criteria

specified in the circular is monitored.

In this thesis, general information about wastewater treatment plants, treatment methods
and wastewater treatment plant output parameters are given, then deep learning and
deep learning methods are explained. Afterwards, RNN, LSTM, GRU and LSTM/GRU
deep learning models were designed and applied on the data of wastewater treatment
plant outlet parameters. It was observed that the applied models gave successful results
on the regularly collected wastewater treatment plant parameters, it was concluded that
there should be regular and sufficient number of data for deep learning methods to give
successful results. In the study, the best result was obtained with the pH parameter with
the most organized data structure. The models were evaluated according to different
performance criteria and their results were analyzed. According to the deep learning
models applied, the most successful results were generally obtained with GRU and
LSTM models.

Keywords: Waste water, Deep learning, RNN, LSTM, GRU.
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1. GIRIS

Niifus artis1, hizli kentlesme, sanayilesme gibi faaliyetler, mevcut temiz su kaynaklarini
kirleterek atiksuya doniistirmekle birlikte su talebinde de artist da beraberinde
getirmektedir. Su talebindeki artig1 karsilamak i¢in diisiiniilebilecek en basit ¢éziim su
kaynaklarinin miktarinin artirilmast gibi diisiiniilebilir. Ancak bu durum hem teknik
acidan hem de teknolojik olarak sinirlandirici bazi faktorler icermektedir (Alpaslan,
2021). Bu sebeple mevcut su kaynaklarinin hem korunmasi hem de kullaniminin
verimli hale getirilmesi son derece Onemlidir (Kurtkulak, 2014). Bu baglamda
atiksularin aritilarak geri kazandirilmas: (6zellikle tarimsal sulama amagli olarak) ile
mevcut su kaynaklarinda tiikketim azaltilirken, bir yandan da geri kazanilan aritilmis

atiksularin ¢evreye olan etkileri azaltilmis olmaktadir.

Kullanimlar1 neticesinde kirlenerek atiksuya donilismesi sonucunda kismen kaybettikleri
fiziksel, kimyasal ve biyolojik 6zelliklerinin sulara yeniden kazandirilmasi ve ¢evreye
zarar vermelerinin Onlenmesi i¢in yapilan iglemler atiksularin aritilmasi olarak ifade

edilmektedir.

Atiksularin aritilmasi, atiksu aritma tesislerinde (Gorsel 1.1) birtakim fiziksel, kimyasal
ve biyolojik islemlerden geg¢irilmesiyle gerceklestirilmektedir. Aritilmis atiksularin

hangi amagla kullanilacagi, kullanilacak teknolojiyi de belirlemektedir.

Gorsel 1.1. Ileri biyolojik atiksu aritma tesisi



Tarimsal sulama amacgh kullanilan suyun miktari, toplam su tiiketiminde 6nemli bir
orana sahiptir. Bu da tarimsal sulamada atiksularin kullanilmasini 6n plana
cikarmaktadir. Bununla birlikte, hem ¢evre ve insan sagligini korumak, hem de
aritildiktan sonra kullanilan atiksulardan kaynaklanacak baska olumsuz etkileri
azaltmak i¢in bazi 6nemli kriterlere dikkat etmek gerekmektedir. Bu kriterler lilkemizde

Atiksu Aritma Tesisleri Teknik Usuller Tebliginde agiklanmistir.

Atiksu aritma tesislerinde c¢ikis suyu parametrelerinin tebligde belirtilen kriterleri
saglama derecesi, tesisin verimliliginin Ol¢iisiidiir. Bu nedenle sisteme giren kirli su ve
tesisten ¢ikan aritilmis su i¢in Ol¢limler yapilarak tebligde belirtilen kriterleri saglayip

saglamadig takip edilir.

Atiksuyun kullanilacagi alan, karakteristigi, geri kazanildiktan sonra beklenen su
kalitesi, iginde bulunan eser elementlerin miktari, enerji ihtiyaci gibi parametreler,

atiksularin geri kazanimi i¢in belirlenecek teknoloji tipini etkileyen faktorlerdir.

Mevcut atiksu aritma sistemlerinin ¢ogu, biiylik 6l¢ekli uygulamalar igin yaygin olarak
kullanilan aerobik aktif camur prosesine dayali olarak tasarlanmistir (Ang &
Mohammad, 2020; Newhart vd., 2019). Atik su aritma tesisleri genellikle karmasik bir
yapiya sahiptir ve girig yliklerindeki ve dogal kosullardaki dalgalanmalar, mikrobiyal
toplulugun aktivitesini engelleyebilir ve atik su kalitesini bozabilir. Kimyasal oksijen
ihtiyac1 (KOI), biyokimyasal oksijen ihtiyac1 (BOI), askida kat1 maddeler (AKM) gibi
spesifik  parametrelerin  izlenmesi ve diizenli Ol¢iimleri ile su Kalitesi
degerlendirilmektedir. Ancak bu parametrelerin diizenli 6lgiimlerinde maliyet etkinligi,
karmagiklik ve uzun siireli gézlemler gibi hususlar 6n plana ¢ikmaktadir (Lotfi vd.,

2019).

1.1. Amac¢

Aritilmig atik sular tarimsal sulamada kullaniimaya baslandiktan sonra, aritma tesisinin
cikis suyunda giinliik olarak BOI, KOI, AKM ve elektriksel iletkenlik (EC)
parametrelerinin, haftalik olarak Azot (N) ve Fosfor (P) parametrelerinin 6lgiilmesi ve
takip edilmesi gerekmektedir. Ayrica periyodik olarak veya gerektiginde agir metaller
de takip edilmelidir. Atiksu aritma tesislerinin performansini degerlendirmek ve

gerektiginde iyilestirmeler yapabilmek icin belirtilen parametrelerin dlgiilmesi ve



tahmin edilmesi gereklidir. Bu uygulama, geri kazanilmis atiksu kalitesinde meydana
gelebilecek olumsuz degisimlerin tespit edilmesiyle birlikte, atiksu aritma tesisinin
denetlenmesini de saglamaktadir. Aritilmis suyun kalitesinin belirlenmesinde kullanilan
parametrelerin dogrudan ol¢iimii pahali ve yiiksek bakim gerektiren hat i¢i problar veya
analizorler gerektirdiginden, bu calismada atiksu aritma tesisi ¢ikis parametrelerinin

derin 6grenme yontemleri kullanilarak tahmin edilmesi amaglanmaktadir.



2. KAVRAMSAL CERCEVE

Atiksularin  kullanim  amaglari, kurulacak tesisin teknoloji gereksinimini de
belirlemektedir. Artilarak geri kazanilmis sular, tarimsal sulama veya yesil alanlarin
sulanmasi i¢in kullanilmak istendiginde, dezenfeksiyonu iyi yapilmis biyolojik aritmaya
ihtiya¢ vardir. Dogrudan veya dolayli olarak yeniden kullanim amaglanmaktaysa, o

zaman membran teknolojileri gibi ileri aritma se¢eneklerinin diigiiniilmesi gerekir.

Atiksu igerisinde, tane boyutlarina gore ¢okebilir, askida, kolloidal ve ¢oziinmiis halde
bulunan maddeler, kirlenmeye neden olmaktadirlar. Kirletici olarak ifade edilen bu
maddelerin atiksudan uzaklastirilmasi igin farkli yontemler kullanilmaktadir. Buradaki
temel amag, geri kazanilmis atiksular, ortama gonderildiginde insan saglig1 ve cevre
acisindan ortaya ¢ikmast muhtemel zararlarin etkilerini ortadan kaldirmak veya
miimkiin olan en alt seviyeye indirebilmektir (Kavak, 2016). Kriterlere uygun kaliteli
bir aritmadan s6z edilebilmesi igin, atiksu aritma tesislerinin de teknolojik gelismelere

uyum saglamasi gerekmektedir.

Bu boliimde atiksu artima yontemleri ve ileri biyolojik atiksu aritma tesislerinde giris-

cikis parametreleri detaya girilmeden agiklanacaktir.

2.1. Atiksu Aritma Yontemleri

Atiksularin aritilmasinda kullanilan yontemler, salinacagi ortama ve karakteristik
ozelliklerine gore fiziksel aritma, kimyasal aritma ve biyolojik aritma olarak
simniflandirilmaktadir.  Atiksu  bilinyesinde  bulunan  ¢dkelebilen  maddelerin
uzaklastirilmasinda fiziksel aritma kullanilir. Coziinmiis halde atiksu biinyesinde
bulunan kirletici maddelerin, kimyasal reaksiyonlar gerceklestirilerek ¢oziiniirligi
diisiik bilesiklere donistiiriilmesi igin, kolloidal ve askida maddelerin ise yumaklar
olusturarak c¢okeltilmesi i¢in Kimyasal aritma uygulanir. Atiksu biinyesinde ¢oziinmiis
veya kolloidal halde bulunan, biyolojik olarak parcalanabilir maddelerin
mikroorganizmalar tarafindan besin ve enerji kaynagi olarak kullanilarak
uzaklastirilmasi i¢in biyolojik aritma kullanilir (Saglam, 2019). Fiziksel ve kimyasal
olarak beraber yapilan aritmalar organik maddelerin giderilmesinde yetersiz
kalabildiginden dolay1 verim genel olarak biyolojik aritmalara gore daha diisiiktiir.

Atiksu biinyesinde ayrismayan organik maddelerin varhigi so6z konusu ise biyolojik



aritmalar yetersiz kalabilmektedir. Biyolojik ve kimyasal aritmada giderilemeyen

kirleticilerin uzaklastiritlmasinda ileri aritma sistemleri tercih edilir.

2.1.1. Fiziksel aritma

Birincil aritma olarak da tanimlanabilecek olan fiziksel aritma; atiksu biinyesindeki
kirletici maddenin fiziksel 6zelliklerine bagh olarak uygulanan aritma yontemidir. Esas
aritma prosesleri i¢in bir hazirlik asamasi olarak diisiiniilebilir. Atiksu aritilmasinin
sonraki ilerleyen asamalarinda, aritma isleminde kullanilan ekipmanlara zarar vermesi
muhtemel, suda ¢6ziinmemis haldeki gozle goriliir katt maddelerin heniiz aritma islemi
baslatilmadan ham atiksudan wuzaklastirilmast bu asamada gerceklestirilmektedir.
Fiziksel aritma islemleri iki ana nedene dayanmaktadir. Bunlar, tesislerdeki boru ve
kanallarin tikanmasini 6nlemek igin kaba malzemelerin uzaklastirilmasi ve aritma
tesisinin diger unitelerine gelecek yiiklerin en alt diizeyde tutulmasidir (Durak, 2020).
Fiziksel aritma, 1zgaralar, elekler, dgiitiiciiler, pargalayicilar, dengeleme ve yiizdiirme

havuzlarn, filtreler, kum tutucular ve ¢okeltme havuzlar gibi tinitelerden olugsmaktadir.

2.1.1.1. Izgaralar ve elekler

Kaba ve hacimli maddelerin atiksudan uzaklastirilarak pompa, boru ve techizata zarar
vermemesi; tesisin diger initelerine gelen yiikiin azaltilmasinda izgaralar kullanilir
(Kavak, 2016; Demirkol, 2021). Izgaralar, kaba ve ince 1zgaralar olarak siniflandirilirlar
(Gorsel 2.1).

a) Kaba 1zgara b) Ince 1zgara

Gorsel 2.1. Atiksu aritma tesisinde 1zgaralar



Askidaki tanecikleri ve elyafli maddeleri tutmak igin aritma tesislerinde elekler
kullanilir (Gorsel 2.2). Elekler de tuttuklart maddelerin boyutlarina gore kaba ve ince

elekler olarak siniflandirilirlar.

Gorsel 2.2. Doner tamburlu elek

2.1.1.2. Ogiitiiciiler

Arntma iglem ve siireclerinde kaba danelerin sorun olusturmalarini onlemek igin

kullanilirlar. Gorsel 2.3’de 6giitiicii resmi goriilmektedir.

Gorsel 2.3. Ogiitiicii



2.1.1.3. Dengeleme havuzlar

Atiksulardaki kirlilik yiikiiniin zaman igindeki degisimlerini dengelemek ve tesise giren
atiksu debisinin diizenli olmasini saglarlar. Dengeleme havuzlarinda, konsantrasyonun

dengelenmesi ve ¢okelmenin 6nlenmesi amaciyla karigtirma islemi uygulanir (Gorsel

2.4),

Gorsel 2.4. Dengeleme havuzu

2.1.1.4. Yiizdiirme havuzlar:

Atiksu igerisinde bulunan yogunlugu sudan kiiglik olan kati maddelerin ve yag, gres,
solvent gibi sivi maddelerin yiizdiiriilmek suretiyle suyun yiizeyinde toplanmas: ve

uzaklastirilmasi i¢in kullanilirlar.

2.1.1.5. Kum tutucular

Biyolojik olarak ayristirllamayan kum, c¢akil gibi kiigiik pargaciklar, mekanik
ekipmanlara zarar verebilmekte, kum, ¢okeltme havuzlari, c¢amur g¢iiriitme ve
susuzlastirma {nitelerinde tikanmalara sebep olmakta, bu sekilde ciddi isletme
problemleri olugturmaktadir. Kum tutucularda biiyiik partikiiller, akim hiz1 disiiriilerek
coktiiriilmekte ve sonrasinda havuzun tabanindan alinmaktadir. Yiizen diger maddeler
ve yag ise, yag ayirma boliimiiniin yiizeyinde toplanir, siyirict kopriisiiniin ayr1 bir kolu
ile yag haznesine siipiiriilerek sistemden uzaklastirilir. Gorsel 2.5’te kum ve yag tutucu

tinitesinin resmi goriilmektedir.



Gorsel 2.5. Kum tutucu

2.1.1.6. Coktiirme (¢cokeltim) havuzlar

Yogunlugu sudan daha fazla olan askida kati maddeler ile kimyasal ve biyolojik
islemlerle ¢okelebilir hale getirilen kati maddeler, ¢okeltim havuzlarinda yercekimi
etkisiyle ¢okeltilerek sudan ayristirilirlar. Boylece kirleticilerin diger aritma initelerine
gecmeleri engellenmis olur. Biyolojik ve kimyasal aritma isleminin oncesinde o6n
¢cOktiirme, sonrasinda ise son ¢Oktirme amaci ile kullanilirlar (Gorsel 2.6).
Kendiliginden ¢6kebilen maddelerin ayristirilmasi 6n ¢okeltim havuzlarinda, biyolojik

atiklarin giderimi ise son ¢okeltim havuzlarinda gergeklestirilmektedir.

Gorsel 2.6. Cokeltim havuzu



2.1.2. Kimyasal aritma

Kimyasal atiksu aritma islemleri, suda ¢6ziinmiis olan veya askida bulunan Kirleticilerin
fiziksel durumlarin1 degistirmek suretiyle ¢okelmelerini saglamak iizere uygulanan
aritma islemleridir. Kimyasal aritmadaki temel amag, fiziksel aritma ile giderilemeyen
¢cOziinmiis, askida ve kolloidal maddelerin, disaridan kimyasal madde eklenmesi
suretiyle kimyasal tepkimeler olusturularak sudan uzaklastirilmasini saglamaktir

(Demirkol, 2021).

Kimyasal aritma yoOntemleri fiziksel aritma ile birlikte kullanildigi gibi, biyolojik
aritmalar ile birlikte de kullanilabilir. Kimyasal aritmada, atik suya kimyasal maddeler
ilave edilmesi sonucu, ¢oktiiriilmek istenen maddeler ¢okeltilerek ¢camur halinde sudan
ayrilir. Kimyasal aritma uygulamalari nétralizasyon, koagiilasyon ve flokiilasyon olarak

siralanabilir.

2.1.2.1. Notralizasyon

Atiksularim uygun pH degerine ayarlanmasi amaci ile suya asit veya baz ilavesi

yapilmasi islemidir.

2.1.2.2. Koagiilasyon

Atiksu biinyesinde bulunan kolloidal ve askida kati maddelerle birleserek flok
olusturmaya hazir hale gelmes icin, koagiilant maddelerin uygun pH’da atiksuya ilave
edilmesi islemidir. Cok uzun bekletme siiresi olmadan atik sudan ayrilamayan askida
maddeler ve kolloidlere hizli karistirma tinitelerinde koagiilant ilavesi ile, bekletme
stiresi oldukca kisaltilmis olur. Askida maddeler ¢o6ziinebilir organikler ise biyolojik

aritmayla giderilebilir.

2.1.2.3. Flokiilasyon

Flokiilasyon (yumaklastirma), atiksuyun yavasca belirli bir siire karistirilarak,
koagiilasyon islemi ile olusturulan kii¢iik taneciklerin birbiriyle birlesmesi ve kolay

¢Okebilen floklarin olusturulmasi islemidir.

2.1.3. Biyolojik aritma

Atiksularin  karakterizasyonuna  bagli olarak aritma  yontemleri  degisiklik

gostermektedir. On aritma ydntemleri ile uzaklastirilamayan ¢oziinmiis ve kolloidal



organik maddelerin atiksudan uzaklastirildig1 ikincil aritim agsamasi biyolojik aritmadir.
Gilinlimiizde, kimyasal aritma yontemlerine daha kaliteli ¢ikis suyu elde edildiginden
dolay1 biyolojik aritma tercih edilmektedir. Biyolojik aritmanin temelinde tek hiicreli
canlilar olan mikroorganizmalar yer almaktadir. (Saglam, 2019). Biyolojik aritma,
atiksu biinyesinde bulunan askida maddeler ile ¢6ziinmiis olan organik maddelerin,
mikroorganizmalar yardimiyla bakteriyolojik faaliyetler gerceklestirmesi sonucunda
karbondioksit, su ve yeni mikroorganizma hiicrelerine ayristirilarak giderilmesi

islemidir.

Biyolojik aritma sistemleri ortamda oksijen varligina goére havali (aerobik) ve havasiz
(anaerobik) olarak siniflandirilirlar. Havanin bulundugu ortamda gergeklestirilen aritma
islemi aerobik aritma, havasiz ortamda gergeklestirilen aritma islemi ise anaerobik

aritmadir.

2.1.4. Tleri biyolojik aritma

Atiksularin salinacaklari ortamlara verilmeden 6nce igeriginde bulunan kirleticilerin
ayrigtirilmasi, daha sonra alic1 ortama verilmesi, s6z konusu ortamlarin korunmasi igin
onemlidir. Atiksularin biinyesinde biyolojik olarak pargalanabilen maddeler ve
mikroorganizmalarin yaninda azot (N) ve fosfor (P) gibi niitrient maddeler de
bulunmaktadir. Aritma tesisleri sikisinda ortama salinan aritilmis sudaki N ve P

konsantrasyonlarinin belirlenen degerlerin altinda olmasi gerekmekedir.

Azot, fosfor, agir metaller gibi, fiziksel veya biyolojik artima yontemleriyle yeterli
diizeyde aritilamayan ya da artilmasi mimkiin olmayan kirleticileri sudan
uzaklastirmak belirlenen sinirlarin altina indirmek ic¢in uygulanan biyolojik aritma
yontemleri, ileri biyolojik aritma olarak isimlendirilmektedir. ileri veya son aritma,
biyolojik aritma isleminden c¢ikan atiksuyun kalitesinde iyilestirme yapmak igin
uygulanan aritmadir. Ileri aritmadaki temel amag, nitrifikasyon ve denitrifikasyon

islemleriyle atiksu igerisinden amonyak (NHz), azot ve fosfor giderilmesidir.

2.1.4.1. Azot giderme

Nitrifikasyon islemi ile atiksu i¢inde bulunan amonyum iyonlari, azot bakterileriyle
Once nitrite sonrada nitrata doniistiiriiliir. Sonraki agamada ise denitrifikasyon iglemi ile

nitratlar azot gaz1 (N2) olarak sudan uzaklastirilir.
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2.1.4.2. Fosfor giderme

Biyolojik ve kimyasal yontemler birlikte veya ayr1 ayr1 kullanilarak, atiksu icerisindeki
fosfor bilesiklerini giderilmeye calisilir. Kimyasal aritma ile yiiksek pH degerinde
fosfor, fosfat tuzlar1 halinde ¢oktiiriliir. Biyolojik aritma ile de fosfat,

mikroorganizmalar tarafindan besi maddesi olarak hiicrelerine alinir

2.1.4.3. Dezenfeksiyon

Aritma tesisi ¢ikiginda aritilmis sular ortama verilmeden once, suda bulunan hastalik
yapict virlis ve bakterilerin g¢esitli yontemlerle giderilmesi i¢in dezenfeksiyon
isleminden gegirilirler. Klor bilesikleri, iyot, ozon, fenol bilesikler, agir metaller, ¢esitli

asitler ve alkaliler, dezenfeksiyon i¢in kullanilan gesitli kimyasallardir.

2.2. Tleri Biyolojik Atiksu Aritma Tesislerinde Giris Cikis Parametreleri

Atiksular, aritma isleminden geg¢irildikten sonra, tarimsal sulama, yesil alan sulamasi,
dinlenme amagli olarak kullanilan sulak alanlarin beslenmesi gibi ¢esitli amaglarla
kullanilmaktadirlar. Kentsel atiksularin aritilmasi i¢in kurulacak aritma tesislerinin
tasariminda, salinacagi ortama bagli olarak ¢ikis suyu kalitesine de dikkat edilmektedir.
Atiksularim  aritilmasinda, hangi parametresinin ne derecede aritilacagi yasal
mevzuatlarla belirlenmektedir. Ulkemizde bu konuda “Su Kirliligi ve Kontrolii

~ 9

Yonetmeligi” standartlar gegerlidir.

Atiksu aritma tesisleri tasarlanirken ilk asama, tesise giren atiksuyun debisi, debinin
giinliik, saatlik gibi periyotlardaki degisim miktari, atik 6zelligine gore kirlilik degerleri,
(BOI, KOI, AKM, pH, N, P vb.) ve ¢ikis suyu kalitesi gibi verilerin belirlenmesidir. Bu
verilerin her biri aritilacak atiksuya veya aritma tesisine gore belirli bir 6ncelige sahiptir

(Azman, 2005).

2.2.1. Debi

Tesis tasariminda en basta gelen ve yeterince dogrulukla belirlenmesi gereken baslangig
verilerinden biri “debi” degeridir. Debi degeri belirlenirken en giivenilir yontem 6l¢tiim
yapmak olmakla beraber 6l¢iim yapmanin zor oldugu veya uzun zaman gerektirdigi, ya
da 6l¢iim yapmanin miimkiin olmadig1 durumlarda evsel atiksu aritma tesisleri igin eger

varsa kanalizasyon projesinde ongoriilen degerler esas alinir. Bu durumda su miktarinin
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kisi bagina diisen oranindan yararlanilir. Kisi basina diisen su miktart i¢in ¢evre

miihendislerince belirlenmis olan 0,2 m*/kisi/giin degeri kullanilabilir.

Atiksu aritma tesislerinin tasariminda debinin degisim miktart da onemlidir. Aritma
tesisine gelen saatlik debi degisiminin 6nemli oldugu durumlarda mutlaka dengeleme

havuzu yapilmalidir.

2.2.2. BOI (Biyokimyasal/Biyolojik Oksijen Thtiyacr)

Biyokimyasal/Biyolojik Oksijen Ihtiyac1 (BOI); hava igeren bir su ortaminda karbon,
hidrojen, oksijen, azot, fosfor ve kiikiirt igeren organik maddelerin, bakteriler tarafindan
parcalanip sindirilebilmeleri i¢in gerekli olan oksijen miktar1 olarak tanimlanabilir
(Celikkol, 2019). Olgiimii uzun zaman almaktadir ve deneysel hata orani yiiksektir.
Cevreye etkilerin degerlendirilmesinde ve aritma sistemi tasariminda kullanilmaktadir.
BOI 6l¢iimii icin reaksiyonun 20 giinde tamamlandig1 (%95-%99) kabul edilmektedir.
Ancak, 20 giinliik siire 6l¢timler i¢in ¢ok uzun oldugundan, bu siire reaksiyonlarin %60-
%70 oraninda tamamlandig1 kabul edilen 5 giin ile sinirlandirilmis ve BOIs olarak
adlandirnlmistir. BOIs, 5 giinliik BOI ‘ye karsi gelen degerler olarak olgiiliir. Atiksu

icinde biyolojik olarak parcalanabilen organik kirliligin bir gostergesidir.

2.2.3. KOI (Kimyasal Oksijen Ihtiyacr)

KOI, birkag saat iginde 6lgiilebilen bir parametredir. Atiksu biinyesindeki hem biyolojik

hem de kimyasal olarak okside edilebilen organik kirliligi gosterir.

KOI analizi toplam 3 saat icerisinde sonuclanabilmektedir. KOI analizi kisa siirdiigii
i¢in ¢ogu zaman BOI yerine tercih edilmektedir. KOI parametresi, bazi istisnai
durumlar disinda, BOI parametresinden daha yiiksektir. Atiksularda, BOI ve KOI
degerleri arasinda KOI/BOI = 1,5 — 3 seklinde bir oran bulunmaktadir. Atiksu aritma
tesisinde uygulanacak biyolojik aritma ydntemleri igin belirleyici faktér KOI/BOI

oranidir.

2.2.4. Askida Kati Madde (AKM)

Atiksu icerisinde bulunan kati maddeler, ¢oziinmiis ve ¢Oziinmemis kati maddeler
olarak iki sekilde smiflandirilirlar. Coziinmemis katt maddeler de, ¢okebilen ve

¢okemeyen (askida kalan) kat1 maddeler olarak iki alt gruba ayrilir. Suda ¢6kemeyerek
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askida asili kalan yaklasik bir mikron biiyiikliigiinde veya daha biiyiikk olan kati
maddeler askida kati madde (AKM) olarak ifade edilir. Askida kat1 maddeler sularin
estetik, icme, endiistriyel kullanim gibi ¢esitli amaglar i¢in kullanilmasini dogrudan

etkilemektedir.

2.25. pH

Atiksudaki hidrojen iyonu konsantrasyonunun degeri olarak ifade edilebilecek olan pH,
suyun asitlik veya bazlik durumunu gosteren logaritmik bir olgiidiir. Biyolojik ve
kimyasal aritma islemlerinin belirlenmesinde pH degeri énemlidir. Ulkemizde hem ham
atiksu hem de aritilmis atiksu icin pH degeri 6-9 araliginda kabul edilebilir deger olarak

alinmaktadir.

2.2.6. Azot (N) ve Fosfor (P) degerleri

Evsel atiksulara karisan organik maddeler su igerisinde biyolojik olarak parcalanarak
oksijen tiiketimine sebep olmaktadirlar. Eger ortama azot ve fosfor gibi organik madde
besinleri de eklenirse su oksijensiz hale gegecektir. Dolayisiyla aritma tesisi
planlamasinda azot ve fosforun da kirlilik gostergeleri arasina eklenmesi onemlidir.
Niitrientler olarak tanimlanan azot ve fosfor elementleri, mikroorganizmalar i¢in besi

elementleridir ve biiyiimeleri i¢in ¢ok gereklidir.

Yiizeysel sulara verilen atiksu desarjlar1 nedeniyle olusan alg ve yosunlarinin kontrolii
istendiginde, atiksular salinacagi ortamlara verilmeden Once, biinyesindeki azotun

uzaklastirilmasi veya oraninin azaltilmasi gerekmektedir.

Alg ve diger mikroorganizmalarin ¢ogalmasi bakimindan fosfor da 6nemlidir. Fosfor

sularda fosfat olarak bulunur. Evsel atiksular genellikle fosfor bilesiklerince zengindir.

2.2.7. Sicaklik

Mikroorganizmalarin metabolizma ile ilgili faaliyetlerinin tiimii kimyasal reaksiyonlara
dayanmaktadir. Mikroorganizmalarin meydana getirdigi tepkimeler de kimyasal
tepkimelerde oldugu gibi sicakliga baghdir. Sicaklik metabolik aktiviteleri etkilemekle

birlikte, biyolojik camurun ¢6kme 6zelligi, gaz transfer hizi1 gibi faktorleri de etkiler.
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2.3. Literatiir Ozeti

Teknolojinin gelismesiyle beraber yapay zeka, makine 6grenmesi ve 6zellikle de derin
O0grenme yontemlerinin uygulanmasinin birgok alanda basarili sonuglar vermesi, atiksu
aritma  tesislerinde tesis ¢ikis parametrelerinin  tahmin edilmesi noktasinda

arastirmacilart bu konuya yoneltmektedir.

Lotfi, K. ve digerleri. (2019), “Predicting wastewater treatment plant quality parameters
using a novel hybrid linear-nonlinear methodology” isimli ¢aligmalarinda, atik su kalite
parametrelerini modellemek icin dogrusal stokastik model (ARIMA) ve dogrusal
olmayan aykir1 deger saglam asir1 0grenme makine teknigini cesitli 6n islemlerle
birlestiren yeni bir metodoloji sunmuslardir. Incelenen parametrelerin her biri igin 144
farkli (144x8 model) dogrusal model sunmuslar ve her parametrenin iistiin modelin,
istatistiksel indekslere dayali olarak se¢miglerdir. Ayrica 48 dogrusal olmayan modeli
ve 48 hibrit modeli ele almislardir. Hibrit modelde her bir zaman serisinin lineer ve
lineer olmayan terimlerini (sirasiyla) modellemek i¢in lineer ve lineer olmayan
yaklagimlarin kullanilmasinin, tiim zaman serileri i¢in tahminlerin verimliligini ve
dogrulugunu arttirdigini1 ifade etmislerdir. Giren atiksu lineer olmayan toplam askida
kat1 modeli ve atik KOI ve BOI modellerinin 0.95'lik yiiksek bir korelasyon katsayisi ile
en iyi performansi elde ettigini hesaplamislar, hibrit modellerin kullaniminin, attk BOI
modeli i¢in elde edilen en iyi performans ile tim kalite parametrelerinin tahmin

kabiliyetini gelistirdigini ortaya koymuslardir.

Simsek & Alkay (2020), “Artificial neural network approach for the prediction of
effluents streams from a wastewater treatment plant: A case study in Kocaeli (Turkey)”
isimli ¢aligmalarinda, Kocaeli (Tiirkiye) ilinde bulunan iki farkli atiksu aritma tesis ¢ikis
suyu parametreleri iic katmanli Yapay Sinir Aglart (YSA) ile degerlendirilerek
modelleme yapilmistir. Cikti parametreleri olarak belirlenen kimyasal oksijen ihtiyaci
(KOI), askida kat1 madde (AKM), pH ve sicaklik degerleri bes girdi parametresi (akis
hiz1i, KOI, AKM, pH ve sicaklik) ile tahmin edilmistir. YSA modeli 400 veri seti ile
gelistirilerek ¢ikis suyu pH, sicaklik, KOI ve AKM degerlerinin modellemesi
yapilmistir. YSA modeli; gizli katmanda tanjant sigmoid transfer fonksiyonu (tansig) ve
c¢ikis katmaninda lineer transfer fonksiyonu (purelin) optimum olarak belirlenmistir. Bu

fonksiyonlart kullanarak egitim, validasyon ve test setleri i¢in regresyon degerleri
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sirasiyla 0.94, 0.96 ve 0.95 olarak bulunmustur. Gizli katmanda optimum ndron sayist
minimum ortalama kare hata degeri temel alinarak saptanmistir. Elde edilen sonuglara
gore YSA modelinin ¢ikis suyu pH, sicaklik, KOI ve AKM degerlerinin tahmininde

etkin ve dogru performans gosterdigi belirlenmistir.

Elmaadawy K. ve digerleri. (2021), “Utilization of random vector functional link
integrated with manta ray foraging optimization for effluent prediction of wastewater
treatment plant” isimli calismalarinda, aktif camur aritma prosesi ile isletilen tam
Olgekli bir atiksu aritma tesisinin (AAT) temel performans gostergelerini tahmin etmek
i¢in yenilik¢i bir tahmine dayali model kullanmislardir. Onerilen model, Manta Ray
Toplayict Optimize Edici ile birlestirilmis Rastgele Vektor Fonksiyonel Baglanti
aglarindan olusur. Rastgele Vektdr Fonksiyonel Baglanti aglarini, asir1 6grenme gibi
yaygin geleneksel YSA problemlerini onleyen gelismis bir Yapay Sinir Ag1 (YSA)
olarak kullanmuglardir. Modellerin performansi, R?, RMSE ve digerleri gibi farkli
degerlendirme Olgiitleri kullanilarak degerlendirilmistir. Elde edilen sonuglara
dayanarak, sectikleri modelin, tahmin etmek i¢in daha yiiksek bir performans ve geg
toplam askida kat1 ve optimal BOIs’i tahmin etmek icin daha yiiksek bir performans ve

gecerlilik sergiledigini ifade etmislerdir.

Wang, D. ve digerleri (2021), “A machine learning framework to improve effluent
quality control in wastewater treatment plants” isimli ¢aligmalarinda geleneksel
mekanik modellerin ¢esitli eksikliklerinden kaginmak icin atiksu aritma tesisi
siireclerini modellemek igin Makine Ogrenimi (ML) yontemleri kullanmislardir.
Arastirma cergeveleri Rasgele Orman (RF) modelleri, Derin Sinir Agi (DNN)
modelleri, Degisken Onem Ol¢iimii (VIM) analizleri ve Kismi Bagimlilik Plan1 (PDP)
analizlerinden olusmus ve siirecler arasindaki zaman gecikmelerinin etkisini hesaba

katan yeni bir yaklasgim kullanmislardir.

Wang, G ve digerleri. (2021), “Soft-sensing of Wastewater Treatment Process via Deep
Belief Network with Event-triggered Learning” isimli c¢aligmalarinda atiksu aritma
tesisinde yumusak algilama modelinin verimliligini ve dogrulugunu gelistirmek i¢in
Olay Tetiklemeli Ogrenme ile bir Derin Inang Ag1 énermislerdir. Deneysel sonuglara

gore, Olay Tetiklemeli Ogrenme ile Derin Inang Agi verimliliginin dokuz rakip
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modelden %27,6-%64,9 daha yiiksek oldugunu gostermisler, buna gore de Onerilen

modelin endiistriyel dagitim i¢in hazir oldugunu ifade etmislerdir.

Wang, R. ve digerleri. (2022), “Model construction and application for effluent
prediction in wastewater treatment plant: Data processing method optimization and
process parameters integration” isimli calismalarinda, atik Kimyasal Oksijen Ihtiyacinin
(KOI) tahmini igin modeller olusturmak iizere dokuz makine dgrenme algoritmasini
benimsemistir. Sonuglar, hem K-En Yakin Komgunun (KNN) hem de Gradient
Boosting Decision Tree'nin (GBDT) miikemmel tahmin etkileri gosterdigini, optimize
edilmis modellerin ayrica atik toplam fosfor, toplam nitrojen ve pH tahminine de

uygulandigini belirtmistir.

Li, G. ve digerleri. (2022) “Application of deep learning for predicting the treatment
performance of real municipal wastewater based on one-year operation of two anaerobic
membrane bioreactors” isimli ¢aligmalarinda gergek belediye atik sularmin anaerobik
membran biyoreaktorler (AnMBR'ler) kullanilarak aritilmasini modellemek ve tahmin
etmek icin veriye dayali derin 6grenme yontemleri uygulanmustir. Iki AnMBR'nin bir
yillik igletim verilerine dayanarak, deneysel kosullarla ilgili alti parametre (reaktor
sicaklig1, ortam sicakhigi, giris sicakhigi, giris pH, giris KOI ve akis) ve atik su aritma
degerlendirmesi igin sekiz parametre (pH, atik KOI, KOI giderme verimliligi, biyogaz
bilesimi (CHas, N2 ve CO»), biyogaz iiretim hiz1 ve oksidasyon-indirgenme potansiyeli)
se¢cmislerdir. Girdi parametreleri ile ¢ikti degerlendirme parametreleri arasindaki iliskiy1
analiz etmek ve yeniden olusturmak icin lic derin 68renme ag yapist Onermisler.
Istatistiksel analiz, derin 6grenmenin AnMBR deneysel sonuglariyla yakindan uyumlu
oldugunu gosterdi. Onerilen yogun baglantili evrisim aginin (DenseNet) tahmin
dogruluk oran1 %97,44'e kadar ulasabildigini ve tek hesaplama siiresinin 1 saniyeye
diisiiriilebildigini, bunun da derin 6grenme yontemleriyle AnMBR aritma tahmininin

yiiksek performans gosterdigini belirtmislerdir.
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3. MATERYAL VE YONTEM

3.1. Derin Ogrenme

Derin 6grenme, insan beyninin 6grenme ve karar verme yoOntemlerinden esinlenerek

gelistirilen, makine dgrenmesi i¢in kullanilan farkli yontemlerden biridir (Sekil 3.1).

Yapay sinir aglar1 sayesinde insan beynindeki ndronlarin hareketinin taklit edilmesi

temeline dayanmaktadir.

NG
Ny S )
~ R @) ‘\\o/i\c QMakine Ogrenmesi

~
~

Sekil 3.1. Yapay zeka, makine 6grenmesi ve derin 6grenme

Derin 6grenme, 2010’lu yillarda kullanilmaya baslanmis olup, makine 6greniminde

kullanilan hesaplar1 biiyiik ve tek bir katmanda degil, tek bir seferde birgok katmanda

yapma kabiliyetine sahiptir. Cok katmanli perseptron yapisinda, en fazla iki gizli

katman kullanilabilirken, derin 6grenme sinir ag1 yapisinda ¢okga gizli katman kullanilir

(Sekil 3.2).

Basit sinir agi Derin 6grenme sinir agi

@ Girdi katmani Q@ Gizli katman @ Cikti katmani

Sekil 3.2. Klasik yapay sinir agi ve derin 6grenme

Derin 6grenmeyi klasik yapay sinir aglarindan ayiran temel farklar; daha ¢ok veri ve

daha ¢ok islem giiciine sahip olmasi, yeni dogrusal olmayan (non-linear) aktivasyon

fonksiyonlarmin  bulunmasi, yeni baslatma (initialization)
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diizenlilestirme (regulariation) yontemlerinin olmasi seklinde siralanabilir. Kendi
igerisinde yer alan katmanlarin 06zellik haritas1 ¢ikarabilmesi, derin Ogrenme
algoritmalarin1 standart yapay sinir agindan veya makine Ogrenmesi sistemlerinden
ayiran en biiylik ve onemli farktir. Sekil 3.3’te gorildiigli gibi geleneksel makine
o6grenme modellerinde siniflandirma yapmadan 6nce her sinifin 6zelliginin belirtilmesi
gerekmektedir. Derin 6grenmede ise bu 6zellikler otomatik olarak ¢ikartilir ve 6grenilir.
Bu durum, derin 6grenmede denetimsiz Ogrenme yapma kabiliyeti oldugunu ifade
etmektedir. Her iki ag yapisinda da hata tabanli 6grenme gergeklesse de, ¢ok katmanli
perseptron yapisinda denetimli 6grenme yapilmaktayken, derin 6grenmede denetimsiz

Ogrenme yapilabilir.

Makine Ogrenmesi

—_0-_0 Oczen
> ozkclllk > .. — ... — .. —
ol . ® e & <N ) Uggen Degil
Giris Ozellik Gikarma Siniflandirma Cikis

Derin Ogrenme

\’}_‘O‘_’:}»’O Oggen
‘ — oXeFXeFe — [N
- —0—0—0 i

Girig Ozellik Gikarma + Siniflandirma Cikis

Sekil 3.3. Makine 6grenmesi ve derin 6§renme

3.2.  Derin Ogrenme Modelleri

Derin 0grenme, sinir aglarini, hiyerarsik olasilik modellerini ve c¢esitli denetimsiz ve
denetimli 6zellik 6grenme algoritmalarini kapsayan zengin bir yontem ailesidir. Cesitli
gorevlerde Onceki son teknolojik tekniklerden daha iyi performans gostermeleri ve
Gorsel, isitsel, tibbi vb. farkli kaynaklardan gelen karmasik verilerin ¢ok olmasi, derin
O0grenme yoOntemlerine olan ilginin neden olmustur. Derin 6grenmede kullanilan
mimariler; konvoliisyonel (evrisimsel) sinir aglari, tekrarlayan (yinelemeli) sinir aglari,
uzun kisa siireli bellek aglari, kisitl (sinirli) boltzmann makineleri, derin inang aglar ve

derin oto kodlayicilardir (Tan ve digerleri, 2021).

3.2.1. Konvoliisyonel sinir aglari

Derin Ogrenmenin temel mimarisi olarak kabul edilen “Konvoliisyonel Sinir Aglari

(Convolution Neural Network-CNN)”, matematiksel bir islem olan evrisimden adini
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almigtir ve ¢ok katmanli ileri beslemeli bir yapay sinir agi tiiriidiir. Konvoliisyonel
(evrisimsel) sinir aglari, gorsel bilginin analiz edilmesi, goriintii siniflandirma, nesne

tespiti ve takibi gibi problemleri ¢ozmek icin gelistirilmistir.

Bilgisayarlara bir nesne goriintiisii verildiginde bilgisayarlar bu goriintiiyii bir matris
olarak degerlendirirler. Goriintiideki her piksel i¢in matriste o piksele gore degisen bir
deger karsilik gelmektedir. Konvoliisyonel yapay sinir aglart ¢ok sayida gizli katmanda
bu matrisleri igleyerek farkli 6zelliklerini algilar ve bdylece nesneleri kolay bir sekilde
ayirt edebilir. Konvoliisyonel sinir aglar1 gorlintii siniflandirma ve nesne tanimlama gibi
gorilintii tabanli ¢aligmalar basta olmak {izere, ses isleme, dogal dil isleme (NLP),
biyomedikal gibi birgok farkli alanda uygulanmaktadir. Ozellikle goriintii isleme

alaninda, goriilen en iyi sonuglar elde edilmistir.

CNN, uygulama sirasina gore, konvoliisyon katmani, havuzlama katmani ve en son
olarak tam baglanti katman olmak {izere temelde artarda gelen 3 ana katmandan
olusmaktadir (Sekil 3.4). Konvoliisyon katmanlari, dogrusal aktivasyon fonksiyonlari
(dogrultucu, sigmoid, tanh, vb.) tarafindan takip edilen dogrusal evrisimsel filtrelerle

Ozellik haritalar1 olusturur

P ——
1
1 1 1 1 Kiopek(0.01)
- 1 Kedi(0.04)
by i b 1
5 0 Tae39
- s Kus(0.01)
r~T ——— - L
= of ST LN _.-.D = 31
...0 Snnbe g - Smuflandirma
= ¥ " katmam
Giris resmi Konvoliisyon Havuzlama Konvoliisyon Havuzlama Tam baglantih
katmam katmam katmam katmam katman

Sekil 3.4. Konvoliisyonel sinir ag1 yapisi

3.2.1.1. Giris katmani

CNN’in ilk katmani giris katmanidir. Bu katmanda modele ham sekilde verilen giris
verisinin boyutu ve ¢oziiniirliigi, tasarlanacak CNN modelinin basarimi i¢in 6nemlidir.
Goriintli boyutu yiiksek olursa, egitim ve test siireleri uzayabilir, ayn1 zamanda bellek
ihtiyact da ortaya c¢ikabilir. Ancak sonugta modelin basarisi artabilir. Giris verisinde

goriintii boyutu kiiciik secilirse, bellek ihtiyaci azalir, egitim siiresi diisebilir ancak
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bununla birlikte modelin performansi da disebilir. Hem performans, hem de egitim

stiresi agisinda ideal girig verisi boyutunu bulmak énemlidir.

3.2.1.2. Konvoliisyon (Evrisim) katmani

Doniisiim katmani olarak da ifade edilebilecek bu katman CNN’in temelini olusturur.
Doniisiimdeki temel distince, 2x2, 3x3, 5x5 gibi farkli boyutlarda belirlenen bir
filtrenin Sekil 3.5’ten de anlasilacagi gibi tiim goriintii iizerinde dolastirilip yeni bir
matris olusturulmasidir (inik ve Ulker, 2017). Buradan anlasilacag: iizere, konvoliisyon
katmaninda 6nemli rol oynayan faktor filtrelerdir. Filtreler ile kendinden once gelen
goriintiiye konvolilisyon islemi uygulanarak bir ¢ikis verisi elde edilir. Bu islemler
gerceklestirilirken ayn1 zamanda 6zellik haritas1 ¢ikarilmis olur. Kullanilan filtrelerin
katsayilar1 egitim sirasinda her adimda yinelenerek ag tlizerinde 6nemli bolgelerin yeri

tespit edilir. Filtreleme sonucunda giris verisinden daha kiigiik bir matris elde edilir.

1ERS L | S O L 1x1|1x0|1x1| 0 | ©
(O[T 1 T ol 0x0 | 1xt [1x0| 1 | © 4
O (I 1 S e 0x1|0x0 [1x1| 1 | 1
oo || e T E oflo|l1]1]o0
0 1 1 0 0 0 1 1 (0] 0
Giris Filtre Giris X Filtre Ozellik Haritast

Sekil 3.5. Konvoliisyon katmaninda 6zellik haritasinin ¢ikarilmasi

Filtreme i¢in kullanilan matrise baglh olarak goriintii tizerinde farkli ozellikler
cikartilabilir. Uygulanacak filtrenin sayisi, boyutu ve agin yapis1 gibi parametreler,
sistemi tasarlayan kisi tarafindan belirlenirken, bu filtre degerlerini CNN egitim

asamasinda kendi 6grenir.

3.2.1.3. Diizlestirilmis dogrusal birim katmani (ReLu)

Konvoliisyon katmaninin sonunda veriye diizlestirme (dogrultma) islemi uygulanir.
Aktiflestirme katmani olarak ta bilinen katman, aslinda konvoliisyon katmaninin
tamamlayict adimi olarak disiiniilebilir. Cok katmanli yapay sinir aglarinda dogrusal

olmayan doniisiimler kullanilmaktadir Aktivasyon fonksiyonunun katmana yaptig etki
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negatif degerleri sifira ¢ekmesidir (Sekil 3.6). Bu katmanda aktivasyon fonksiyonu
olarak sigmoid, hiperbolik tanjant, ReLu, siniis, step, esik deger fonksiyonlar

kullanilmaktadir.

Aktivasyon fonksiyonu olarak ¢ok fazla fonksiyon bulunmasina ragmen, derin 6grenme
modellerinde en yaygin kullanilan fonksiyon RelLu (Rectified Linear Unit)’dur
(f (x)=max(0,x)). ReLu, bir 6nceki katmandaki dogrusal olan yapiy1 dogrusal olmayan
yapiya doniistiirmek i¢in kullanilir. Dolayisiyla agin 6grenimi daha hizlanmis olur.
ReLU, 6zellik haritasindaki tiim negatif piksel degerlerini sifir olarak degistirmek iizere

her piksel i¢in ayr1 ayr1 uygulanir.

0, egerx<O0
flx) = -
x, e8erx=>0
Dogrultma iglemi
F ¥

15 [ 20 [-10 | 35 15 (20 |0 |35
18 [-110 | 25 [ 100 0.0 18 | 0 |25 [100
20 | -15 |25 |-10 - 20/ 0 |25 |0
101 | 75 [18 | 23 10175 |18 | 23

Sekil 3.6. ReLu fonksiyonu ile matrisin dogrusal olmayan yapiya doniistiiriilmesi

3.2.1.4. Havuzlama (Pooling) katmani

ReLu katmanindan sonra genellikle havuzlama yerlestirilir. Havuzlamanin temel amaci,
veride derinlik boyutunu etkilemeden bir sonraki konvoliisyon katmanina uygulamak
lizere giris boyutunu (Genislik x Yiikseklik) azaltmaktir (Inik ve Ulker, 2017).
Havuzlama katmani sonucunda boyuttaki azalma bilgi kaybina yol agmaktadir. Sonraki
ag katmanlar i¢in daha az hesaplama yiikii olusturmasi ve sistemin ezberlemesini

onlemesi agisindan bdyle bir kayip faydahidir.

Konvoliisyon katmaninda oldugu gibi, havuzlama katmaninda da belli filtreler
tanimlanmaktadir. Bu filtreler goriintii iizerinde belli bir adim atma degerine gore
gezdirilir. Bu esnada goriintiideki piksellerin  maksimum degerleri (maksimum

havuzlama) veya degerlerin ortalamasi (ortalama havuzlama) alinarak islem yapilir
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(Sekil 3.7). Genellikle, daha iyi performans gosterdigi icin maksimum havuzlama tercih
edilir. Havuzlama islemi, konvoliisyon katmani sonucunda elde edilen filtre sayisi
kadar, goriintiilerin hepsi i¢in gergeklestirilir. Havuzlama katmani CNN’lerde istege

baglidir, bazi mimarilerde bu islem gergeklestirilmez.

3 3
2 4 3 5 2 2
Ortalama Havuzlama
3 4 3 2 2 3
4 1 4 2
1 2 0 2
. = 3 2 Maksimum Havuzlama i 3
1 1 2 3 4 4
4 3

Sekil 3.7. 2x2 havuzlama

3.2.1.5. Tam baglantili katman

Sirasiyla gelen konvoliisyon, ReLu ve havuzlama katmanlarindan sonra, CNN
mimarisinde tam baglantili katman gelmektedir. Kendinden o6nceki katmanin tim
alanlarina bagl olan tam baglantili katmanin sayis1 farkli mimarilerde degisebilir. Tam
baglantili katmanlar sinif skorlar1 gibi hedefleri optimize etmek i¢in kullanilabilir ve

genellikle CNN mimarisinin sonuna dogru bulunur.

3.2.1.6. Dropout (Seyreltme) katman:

Cok katmanli yapay sinir aglarinda, sinir ag1 egitilirken asir1 6grenme adi verilen agin
ezberlenmesi olaymi onlemek i¢in dropout katmani kullanilir (Srivastava ve digerleri,
2014). Dropout katmaninda uygulanan temel islem Sekil 3.8’de goriildiigii gibi agin

bazi diigiimlerinin kaldirilmasidir.
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Standart sinir agi Dropout uygulandiktan sonra

Sekil 3.8. Dropout isleminin uygulanmasi

3.2.1.7. Siniflandirma katmani

Tam baglantili katmandan sonra gelen siniflandirma katmaninda siniflandirma islemi
yapilmaktadir. Katmanin ¢ikis degeri, siniflandirmasi yapilacak nesne sayist kadar
olmalidir. Bu katmanda farkli siniflandiricilar kullanilmakla birlikte, basarili sonuglar
vermesinden dolay1 ¢ogunlukla softmax siniflandirict tercih edilir. Softmax katmant,
kendisinden 6nce gelen tam bagli katmandan aldig1 girdi verisini siniflandirmak igin

kullanir.

3.2.2. Tekrarlayan sinir aglari

Tekrarlayan sinir aglari (Recurrent neural network — RNN), islenmesi ve tahmin
edilmesi en zor veri tiirlerinden biri olan sirali verileri islemek icin tasarlanmustir.
Yapisi itibariyle diger yapay sinir aglarindan farklidir. Diger aglar, ileri besleme islemi
veya geri yayilim islemi sirasinda dogrusal bir yonde seyahat ederken, tekrarlayan ag,
ileri besleme geg¢isi yerine bir yineleme iligkisini takip eder ve 6grenmek i¢in zaman
icinde geri yayilimi kullanir. Tekrarlayan sinir aglari, onceki gizli katman g¢ikislarini
hem bir sonraki katmanda hem de tekrar ayni katmanda giris olarak kullanarak (Sekil
3.9) bir dongii olusturan, bu dongii esnasinda bilgilerin sirali olarak kullanilmasina
dikkat eden, 6grenme ve tahmin temelli bir yapay sinir ag1 modelidir. Bu ag yapisi ile
bilgilerin kalic1 olarak dongiilerde kalmasina ve gerektigi zaman kullanilmasina izin

verilmektedir.
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Gizli Katman 1 Gizli Katman 2

Sekil 3.9. Tekrarlayan sinir aginin genel yapisi

RNN’lerin temel 6zelligi, gizli birimler arasinda bilginin bir zaman adimindan digerine
aktarilmasina izin veren tekrarlayan baglantilarin varligidir. Bu, her zaman adimindaki
gizli durumun yalnizca o zaman adimindaki girdinin bir fonksiyonu degil ayn1 zamanda
onceki gizli durumun da bir fonksiyonu oldugu anlamina gelir. Bagka bir ifadeyle
RNN’lerde ge¢mis bilgiler bir geri bildirim dongiisiiyle mevcut duruma iletilerek

gelecek tahminlerine dahil edilmektedir.

Bir RNN’in gizli katmaninin t zaman adimindaki ¢iktisi,

he = f(he—1,x¢)

olarak ifade edilebilir. Bu durum Sekil 3.10’da goriilmektedir.

() & o
0‘ A >( A A A

) ® ®

Sekil 3.10. RNN gizli katmaninin t zaman adimindaki ¢iktis1

Konusmay1 tanima, dil modelleme, g¢eviri, metin olusturma, duygu analizi, video

analizleri, giivenlik algilama, hisse senedi tahmini, zaman serilerine bagli tiim
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uygulamalari modelleme gibi alanlar RNN’lerin uygulamalari arasinda yer alir (Gavcar
ve Metin, 2021). Genel olarak, RNN’ler sirali verileri islemek ve zamansal
bagimliliklar1 modellemek i¢in gii¢lii bir aragtir ve bu da onlar1 bir¢ok makine 6grenimi
uygulamasinin 6nemli bir bileseni haline getirmektedir. Diger tiim makine 6grenmesi ve
derin 6grenme yontemlerinde oldugu gibi RNN’lerin uygulanmasinin da kendine gore

avantaj ve dezavantajlart bulunmaktadir.

RNN’lerin avantajlar::

v' Sirali Verileri isleyebilme Yetenegi: RNN'ler degisen uzunluklardaki sirali

verileri igleyebilir, bu da onlar1 dogal dil isleme, konusma tanima ve zaman

serisi analizi gibi uygulamalarda faydali kilar.

v Bellek: RNN’ler, gizli durumlarin kullanimi yoluyla siradaki 6nceki girisler
hakkindaki bilgileri tutma yetenegine sahiptir. Bu, RNN’lerin bir ciimledeki
sonraki kelimeyi tahmin etme veya hisse senedi fiyatlarini tahmin etme gibi

gorevleri gerceklestirmesine olanak tanir.

v Cok yonliilik: RNN’ler smiflandirma, regresyon ve diziden diziye haritalama

dahil olmak tizere ¢ok ¢esitli gorevler i¢in kullanilabilir.

v Esneklik: RNN’ler, belirli gorevler i¢in hibrit modeller olusturmak amaciyla
Konvoliisyonel Sinir Aglar1 (CNN’ler) veya ileri beslemeli sinir aglari gibi diger

sinir ag1 mimarileriyle birlestirilebilir.

RNN’lerin dezavantajlari:

v Kaybolan Gradyan Problemi: Kaybolan gradyan problemi, RNN’lerde, 6zellikle

de cok katmanli veya uzun dizili olanlarda ortaya c¢ikabilir ve uzun vadeli
bagimliliklarin 6grenilmesini zorlastirir. Bu da uzun zaman oOnceki bilgiye

erismeyi zorlastirir.

v' Hesaplama Acisindan Pahali: RNN’ler, 6zellikle uzun dizileri islerken veya

karmagik mimariler kullanirken hesaplama agisindan pahali olabilir.

v Yorumlanabilirlik Eksikligi: RNN’lerin yorumlanmasi, 6zellikle agin nasil

tahmin veya karar verdigini anlamak agisindan zor olabilir.
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v Overfitting (Asirt uyum): RNN modelleri, ozellikle kiiglik veri setlerinde, asirt

uyum egilimi gosterebilir. Bu, modelin egitim verilerine asir1 uyum saglayip

yeni verilere iyi genelleme yapamamasi anlamina gelir.

Genel olarak, RNN’lerin bazi dezavantajlar1 olsa da sirali verileri isleme ve Onceki
girislerin hafizasin1 koruma yetenekleri, onlar1 birgok makine 6grenimi uygulamasi i¢in

giiclii bir arag haline getirmektedir.

RNN’ler genellikle bire bir mimari ile karakterize edilirler. Bir giris dizisi, bir ¢ikt1 ile
iligkilendirilir. Bununla birlikte, bunlar belirli amaglar i¢in ¢esitli konfigiirasyonlara

esnek bir sekilde ayarlanabilir. Asagida birkag yaygin RNN tiirii goriilmektedir.

Birden coga RNN: Birden ¢oga RNN’ler genellikle dizi iiretecleri olarak kullanilir.

Sadece bir girdi (bir vektdr) alir ve bir ¢iktr dizisi iiretir. Ornegin, bir baslangic notasi
veya/veya bir “tiir” verildiginde bir miizik pargas: tiretilebilir. Benzer sekilde, belirtilen
bir baslangi¢ kelimesiyle birden c¢oga RNN’ler kullanilarak bir film senaryosu
yazilabilir. Diger ilging uygulama resim yazisidir: RNN bir resim alir ve resmin

aciklamasini (kelimelerden olusan bir climle) ¢ikti olarak verir (ODSC, 2020).

Coktan Bire RNN: Ardisik verileri siniflandirmak i¢in yaygin olarak kullanilir. Birden
fazla zaman adiml girdi dizisini alir, ancak tiim diziyi gectikten sonra yalnizca bir ¢ikti
tiretir. Duygu analizi bunun iyi bir 6rnegidir. Benzer sekilde, haber makalelerinin konu
siniflandirmasinda, bir sarkinin tiriinii belirlenmesinde, bir hastanin EEG izine
dayanarak nobet gegirip gegirmedigini belirlemek i¢in ¢oktan bire RNN’ler
kullanilabilir (ODSC, 2020).

Coktan ¢oga RNN: Model, birden fazla ¢ikisi tahmin etmek i¢in birden fazla girdi

kullanir. Senkronize ve senkronize olmayan olmak iizere iki farkl sekilde kullanilir.

Coktan ¢oga senkronize RNN, giris dizisindeki her bir 6genin bir ¢iktiya sahip olmasina
izin verir. Bir magazanin giinliik {irlin satiglari, bir hisse senedinin giinliik kapanis fiyati,
bir fabrikanin saatlik elektrik tiiketimi gibi konular senkronize ¢oktan ¢coga RNN’lerden

yararlanilabilecek zaman serisi tahmininin bazi 6rnekleridir (ODSC, 2020).

Coktan ¢oga senkronize olmayan RNN, tiim girdi dizisi islendikten sonra ¢ikt1 dizisinin

olusturmasi istenildiginde kullanilabilecek c¢oktan ¢oga RNN tiiriidiir. Bu RNN tiiri,

26



makine cevirisi i¢in bagvurulacak bir modeldir. Ornegin Fransizca-Ingilizce ceviride,

model dnce Fransizca tam bir ciimle okur ve ardindan Ingilizce gevrilmis bir ciimle

iiretir. Gegmis aydan veri verildiginde, gelecekteki birden fazla giine ait satiglar1 tahmin

etmek gibi ¢ok adimli ileriye doniik tahmin, ¢oktan coga senkronize olmayan RNN tiirti

icin verilebilecek bagka bir drnektir. Tablo 3.1°de, RNN’lerin tiireri, model yapilari ve

uygulama alanlarina 6rnekler verilmistir.

Tablo 3.1. Tekrarlayan sinir aglarinin tiirleri (Stanford Universitesi).

RNN Tiirii Model Yapisi Ornek
7
Bire bir 4
T =T 1 a<0=|— Geleneksel RNN sinir ag1
€T
Birden ¢oga Miizik  Uretimi, resim
T, =1, Ty >1 altyazist olusturma
kS
Coktan bire t
a<0> - - Duygu siniflandirma
T,>1, T,=1 o r
$<1> x<2> .’E<TT>
1> ~c2 A<T, )
Coktan coga g e ‘y< )
t 1 i
(senkronize) a0~ | . Isim, varlik tanima
T =T ot 1
X y ﬂ:<l> $<2> .’E<1 >
< <Ty>
Coktan ¢oga 1 r
(senkronize olmayan) <> . . . L L Lo Makine gevirisi
T, # T, ! f
<> p<Te>
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3.2.3. Uzun kisa siireli bellek aglari
Uzun kisa siireli bellek (Long Short-Term Memory-LSTM), Hochreiter ve Schmidhuber

(1997) tarafindan, tekrarlayan sinir aglarindaki kaybolan gradyan sorununu ¢ézmek icin
Ozel olarak tasarlanmustir. Degerleri rastgele araliklarla hatirlayan, ileri beslemeli sinir
aglarinin aksine geri besleme baglantilar1 olan bir tekrarlayan sinir ag1 mimarisidir

(Gavecar, E. ve Metin, H.M., 2021; Akin ve Sahin, 2024).

Gradyan inis, bir fonksiyonun minimumunu bulmak i¢in birinci dereceden yinelemeli
bir optimizasyon algoritmasidir. RNN, Gradyan inis algoritmasint kullanir. Standart
RNN mimarileri i¢in gradyan inisi ile ilgili problem, énemli olaylar arasindaki zaman
gecikmesinin boyutuna bagli olarak hata gradyanlarinin katlanarak hizla kaybolmasidir.
LSTM, uzun siireli bagimliliklar1 6grenebilme yetenegi ile one ¢ikar. Gizli katmanlarda
0zel “kap1” yapilar1 kullanarak, hangi bilginin saklanip hangi bilginin atilacagina karar
verir. Bu, uzun dizi verilerindeki onemli bilgileri koruyarak, uzun donem hafiza
problemine bir ¢éziim sunar. LSTM’lerle uzun siireli bellek de dahil olmak iizere farkli
araliktaki anilar, gradyan kaybolma ve patlama sorunu olmadan 6grenilebilir. LSTM,
RNN mimarisi i¢inde kullanilan bir tiir hiicredir. Sirali verilerin analizi i¢in kullanilir ve

Ozellikle zaman serileri gibi uzun siireli bagimliliklar iceren verilerin islenmesinde

etkilidir (Haskol, 2023).

LSTM hiicresi, giris, unutma ve c¢ikis kapilarindan olusan bir mekanizma ile
donatilmistir (Sekil 3.11). Giris kapisi, yeni verilerin LSTM hiicresine giris yapmasini
saglar. Unutma kapisi, onceki bloktan gelen verinin ne kadarinin bellekte kalip ne
kadarinin unutulacagini belirler. Aday bellek, yeni bilgi olusumunun uyarilmasini ve
son olarak ¢ikis kapisi, LSTM hiicresindeki ¢ikis verisinin hesaplanmasini ve sonraki
zaman adimlarina tagimak {izere diger hiicrelere aktarilmasini saglar (Haskol, 2023;
Akin ve Sahin, 2024). LSTM hiicresindeki kapilardan [0,1] araliginda ¢ikt1 elde etmek
icin sigmoid, [-1,1] araliginda ¢ikti elde etmek icin de hiperbolik tanjant (tanh)
fonksiyonlari kullanilir (Akin ve Sahin, 2024).
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Sekil 3.11. Bir LSTM hiicre blogunun yapisi

3.2.4. Gegitli tekrarlayan birim

Gegitli tekrarlayan birim (Gated Recurrent Unit - GRU), LSTM’in daha basitlestirilmis
bir versiyonu olarak goriilebilir. LSTM’den farkli olarak GRU, kaybolan gradyan
sorununu ¢dzmek i¢in bir giincelleme kapisi ve sifirlama kapisi kullanir (Sekil 3.12). Bu
kapilar hangi bilginin 6nemli olduguna karar verir ve onu ¢iktiya iletir. Kapilar,
zamanla kaybolmadan veya alakasiz bilgileri kaldirmadan, uzun zaman Oncesine ait

bilgileri depolamak tiizere egitilebilir.

by
A
Sifirlama kapisi Giincelleme kapisi
hy > l x -+ > C,
i i
X <—l r 1 _ i~
i @ e
a tanh
i |

Sekil 3.12. GRU blogunun yapisi

Giincelleme kapisi, bir LSTM’in unutma ve girdi kapisina benzer sekilde hareket eder.
Hangi bilgilerin atilacagina ve hangi yeni bilgilerin eklenecegine karar verir. Sifirlama
kapisi, ne kadar gegmis bilginin unutulacagina karar vermek igin kullanilir. LSTM'den

farkli olarak GRU’da Ct hiicre durumu yoktur. Yalnizca gizli bir durumu vardir ve basit
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mimarisi nedeniyle GRU’nun egitim siiresi, LSTM modellerine gore daha diisiiktiir.
GRU mimarisinin anlasilmasi kolaydir ¢iinkii dnceki zaman damgasi h,_;’den x;

girisini ve gizli durumu alir ve yeni gizli durum h,’yi ¢ikarir.

3.2.5. Smirh Boltzmann makineleri

Siniflandirma, regresyon ve oOzellik Ogrenimi islemlerini yapan Sinirli Boltzman
makineleri (Restricted Bolztmann Machiness — RBM), giris veri seti lizerinde olasiliksal
dagilimlar1 6grenebilen bir sinir agidir (Dogan ve Tirkoglu, 2019). RBM temelde,
goriiniir veya giris katmani1 ve gizli katman olarak adlandirilan iki katmandan olusur

(Sekil 3.13). RBM’ler siiflandirma problemlerinde kullanilabilir.

Gizli Katman

Goranar KaV O
O

Sekil 3.13. RBM aginin yapisi

Sekil 3.13’te goriilen her daire, diigiim ad1 verilen ndron benzeri bir birimi temsil eder.
Basit¢e hesaplamalarin gergeklestigi yerler olan diigimler birbirine katmanlar halinde
baglanir, ancak ayni katmandaki iki diiglim birbirine baglanmaz. Dolayisiyla katman ici
iletisim yoktur. Her diigiim, girdiyi isleyen ve bu girisi iletip iletmeyecegi konusunda

rastgele kararlar alan bir hesaplama merkezidir.

3.2.6. Derin inang aglar

Derin inang aglar1 (Deep Belief Network — DBN), sinirli Boltzmann makinelerinin
(RBM) yiginlartyla olusturulur. Art arda eklenen sinirli Boltzman makineleri
katmanlarindan olusan bir sinir agidir (Sekil 3.14). Smirli Boltzman makinelerinin
strastyla egitilerek 0grenilmesiyle gerceklesir (Dogan ve Tiirkoglu, 2019). Derin inang

aglarinda agin her katmani bagimsiz olarak egitilebilir. Derin inang aglari, karar verme
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stirecine odaklanan yiiksek kapasiteli 6grenme becerisine sahip olduklari i¢in ¢ok farkli

uygulamalarda kullanilabilen 6nemli bir yapay zeka tirtidiir.

Derin Iinang Agi

- M M N
O
@)
O

Sekil 3.14. Derin inang aginin yapisi

3.2.7. Derin oto-kodlayicilar

Derin oto-kodlayicilar (Autoencoders — AE), girdi verisine en fazla benzerlige sahip
cikist tiretecek, veri ile iligkili 6nemli bilgilere sahip fonksiyonu bulurlar. Derin Oto
kodlayic1 modeli, daha az Oznitelik kullanarak daha fazla basari orani elde etmeyi
amaglayan bir derin 6grenme yontemidir. Veri setindeki Oznitelik sayisini diisiirerek
hem dogruluk oranini hem de hizi artirmay1 hedeflemektedir. Derin oto-kodlayicilar
kodlayici, kod ¢oziicli ve gizli katman olmak iizere ii¢ kistmdan meydana gelen tam

bagli bir yapay sinir agidir.

s Gizli Gikis
ami Digam Dugima

 — >
KODLAYICI

G020C0

Sekil 3.15. Derin oto kodlayict aginin yapisi
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Bir oto kodlayicida, kodlayic1 ve kod ¢oziicii olmak iizere iki agama bulunmaktadir
(Sekil 3.15). Bu asamalar tek bir modelmis gibi beraber egitilirler. Kodlayict katmani
veriyi sikistirirken ¢6ziicli katman sikistirilmis veriyi agmak i¢in kullanilirlar (Karci,
2021). Model, kodlayici asamasinda verilen girisi alir ve gizli katmanlarini kullanarak
girigi, giris birimlerinden daha kiigiik birimlerle ifade etmeye calisir. Kod ¢oziicli
asamasinda ise, gizli katmanlarini kullanarak sifrelenmis bilgiden verilen girisi yeniden
olusturmaya calisir. Derin oto kodlayicilar 6zellik ¢ikarma ve veri sikistirma

islemlerinde siklikla kullanilmaktadir (M. Ugar ve E. Ugar, 2019).

3.3. Derin Ogrenme Uygulamalar1

Verinin oldugu her alanda derin 6grenme yontemleri basarili bir sekilde uygulanabilir.
Dogal dil isleme, sinyal ve goriintii isleme, video isleme, bilgisayar oyunlari, robotlar ve
otonom arabalar, ses, konusma, yiiz, metin tanima, duygu analizi, dijital pazarlama,
nesne algilama, derin Ogrenmenin uygulandigi popiiler alanlara Ornek olarak

gosterilebilir.

3.3.1. Goriintii/video/ses isleme

Derin 6grenme, birgok goriintii isleme alaninin yani sira video ve ses isleme alanlarinda
da siklikla kullanilmaktadir. Bu nedenle derin 6grenme, gorsel-isitsel ses etkinligi
tespiti, fonolojik Ozelliklerin tespiti ve siniflandirilmasi, konusmaci duygu tanima,
konusma gelistirme ve tanima, giiriiltii ayirma, insan eylemi tanima, duygu, ifade ve

nesne tanima gibi ses ve video uygulamalarinda kullanilmistir.

Ses isleme alaninda yapilan derin 6grenme c¢alismalar1 daha ¢ok konusma tanima
uygulamalarinda yapilmaktadir. Bu islemi gergeklestirmek i¢in en ¢ok kullanilan derin
ogrenme mimarilerinin RNN, giiriiltii giderici oto kodlayicilar ve derin inan¢ aglar

oldugu goriilmiistiir.

Video isleme, uzun siiredir bilgisayarli gorii toplulugunun merkezinde yer almaktadir.
Bu alanda videoda nesne tanima, yiiz tanima, duygu tanima ve eylem tanima gibi bircok
onemli sorun bulunmaktadir. Derin CNN’ler tarafindan 6grenme, ¢esitli goriintii tabanlt
simiflandirma gorevlerinde olaganiistii etkinlik gostermistir. Derin CNN’ler, CNN’lerin

hesaplama verimliliginin gercek zamanli uygulamalarda kullanilabilecegi anlayisiyla
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birlikte video sorunlarinin iistesinden gelmek i¢in de kullanilmaya baslanmistir. Nesne

tanima, literatlirde en ¢ok ¢aligilan alanlardan biridir.

3.3.2. Dogal dil isleme

Giiniimiizde tizerinde ¢ok yogun arastirmalar yiiriitiilen dogal dil isleme, yapay zekanin
en zorlu alanlarindan biridir. Dogal dil isleme problemlerinin ¢oziimleri i¢in derin
O0grenme, makine 6grenmesi, istatiksel analiz ve kural tabanli yaklasimlar hibrit bigimde
kullanilmaktadir. Yazim yanliglarinin diizeltilmesi, otomatik c¢eviri sistemleri, dil
Ogrenimi uygulamalari, kigisel asistan uygulamalar1 gibi dogal dile degen her alanda
dogal dil isleme devreye girmektedir (Yapici ve digerleri, 2019). Derin 6grenme
algoritmalarindan 6zellikle DAE, LSTM, CNN mimarileri dogal dil igleme alaninda
olduk¢a basarili ve etkileyici sonuglar vermistir. Dogal dil isleme problemlerinin
coziimiinde kullanilan derin 6grenme yontemleri Tablo 3.2°de verilmistir (Kiiciik ve

Arici, 2018).

Tablo 3.2. Dogal dil isleme problemleri ve kullanilan derin 6grenme yontemleri

Dogal dil isleme problemi Kullanilan derin 6grenme yontemleri

. Evrisimsel sinir aglari, Yinelemeli evrisimsel sinir aglari,
Metin siniflandirma o o
LSTM ve evrigimsel sinir aglari

Metin ayristirma Evrigimsel sinir aglari

Duygu analizi Derin oto-kodlayicilar, Evrisimsel sinir aglar
Bilgi ¢ikarimi Derin sinir aglari

Varlik ismi tanima LSTM ve evrisimsel sinir aglart

Zamansal iliski ¢ikarimi Evrigimsel sinir aglari

Olay ¢ikarimi Evrisimsel sinir aglari

Sozciik tiiri etiketleme Derin sinir aglari, LSTM

Metin siralama Evrisimsel sinir aglar

Otomatik harf ¢evirisi Derin inang aglari

Otomatik soru cevaplama Evrisimsel sinir aglari, LSTM
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3.3.3. El yazis1 karakter tamma

Karakter tanima, arastirmacilar icin hala en zorlu alanlardan biridir. Ozellikle el yazis
karakter tanima, karakterin genellikle farkli bir yazara, yazi stiline ve giiriiltiiye gore
cesitli goriinlimlere sahip olmasi nedeniyle zorlu bir istir. El yazis1 tanima, ¢evrimigi
(kontur yoriingesi tabanli) ve ¢evrimdisi (goriintii tabanli) olmak tizere iki tiirden olusur.
Yetersiz sayida Ozelligin karakterize edilmesi nedeniyle, ¢evrimdist el yazisi karakter
tanima sorunu, c¢evrimi¢i oldugundan daha zordur. Derin 6grenmedeki biiylik
gelismelerle birlikte, bir¢ok arastirmaci derin 6grenme tabanli yontemler kullanarak bu

sorunu ¢ozmeye caligsmaktadir.

3.3.4. Imza dogrulama

Imzalar, yiizlerce yildir en yaygm kullanilan biyometrik kimlik dogrulama teknigidir.
Imzalar kagit iizerinde yiizlerce yildir kalemle imzalanmistir. Giiniimiizde teknolojinin
gelismesiyle birlikte tablet, bilgisayar gibi elektronik cihazlar araciligiyla da online
imza kullanilabilmektedir. Bu nedenle gilinlimiizde ¢evrimdist (statik) ve g¢evrimigi

(dinamik) olmak iizere iki tiir imza vardir.

Cevrimdis1 imza dogrulamasinda, bir belge iizerinde islem igin giris verisi olarak
kullanilan bir imza bulunur ve dijital goriintii temsilini elde etmek ig¢in taranir.
Cevrimdis1 imzanin siiflandirma i¢in ¢ok az 6zelligi vardir. Cevrimigi imza, yazma
sirasinda kalem hareketlerini kaydetmek i¢in sayisallastirma tableti veya basinca duyarl

kalem gibi 6zel donanimlar tarafindan imzalanir.

Hukuken mali ve manevi ylikiimliiliikkler getiren imzalar, glinlimiizde 6zellikle hukuki
belgelerde, bankacilikta ve ticari islemlerde yaygin olarak kullanmilan bir dogrulama
teknigidir. Bu nedenle imza dogrulama/tanima, aragtirmacilar i¢in en énemli alanlardan

biridir.
3.3.5. Tibbi goriintii isleme

Derin 6grenme, tibbi goriintii analizi problemlerinin ¢6ziimiinde de oldukga etkilidir.
Son yillarda derin 6grenme algoritmalarindaki gelismeler tibbi goriintii analizi
caligmalarim1 biiyiik Olciide etkilemistir. Tibbi goriintiiler {izerinde derin 6grenme

algoritmalar1 kullanilarak siniflandirma, nesne tespiti, boliitleme, kayit, geri getirme gibi
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alanlarda oldukc¢a basarili sonuglar elde edilmistir. Derin 6grenme modelleri, 6zellikle

biiyiik miktarda MR verileri ile nesnel yorumlar yapilmasina imkan saglamistir.

3.4. Derin Ogrenme Kiitiiphaneleri

Derin 6grenme uygulamalarinin kolaylagtirilabilmesi i¢in ¢esitli kuruluslar veya
tiniversiteler tarafindan gelistirilmis farkli 6zelliklere sahip kiitliphaneler bulunmaktadir.
Bu kiitiiphanelerden Python programlama dilinde en yaygin kullanilan agik kaynak

kodlu kiitiiphanelerden bazilar1 agiklanmistir.

3.4.1. Theano

Matematiksel ifadeleri etkili bir sekilde tanimlamayi, en iyilemeyi ve degerlendirmeyi
saglayan bir Python kiitiiphanesidir. Islemek ve degerlendirmek igin 6zellikle matris

degerli yapilar1 optimize eder.

3.4.2. TensorFlow

TensorFlow, list diizey sayisal hesaplamalar gergeklestirmek icin acik kaynakli Python
makine dgrenimi kiitiiphanesidir (Kara, 2020). Aslinda TensorFlow bir kiitiiphaneden
ziyade, uctan uca makine dgrenmesi projeleri yapmak icin kullanilabilecek bir platform
olarak degerlendirilebilir. Makine 6grenimi modelleri olusturmak ve egitmek i¢in esnek
ve yiiksek performansl bir platform saglar. Goriintii siniflandirma, konusma tanima ve
dogal dil isleme gibi gorevler i¢in yaygin olarak kullanilir. Veri akisi grafikleriyle

verimli sayisal hesaplamalara olanak tanimaktadir.

3.4.3. Keras

Keras, daha kolay model gelistirmeyi saglayan, Tensorflow ve Theano i¢in tist katman
olarak yazilmig bir Python kiitiiphanesidir. Makine 6grenimi alaninda yapay sinir
aglarmm kurulumunu ve egitimini kolaylastirmak i¢in tasarlanmistir. Kullanim1 kolay
ve anlasilir bir API yapisina oldugundan dolayi, derin 6grenmede uzman olmayanlar
icin bile kolaylik saglar. Siniflandirma, regresyon, goriintii isleme, dogal dil isleme,
zaman serisi veriler lizerinde analiz ve siniflandirma gibi bir¢ok problemin ¢oziimiinde

kullanilabilir.
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3.4.4. Caffe

Model ve optimizasyonlarin, kodlamaya gerek olmadan ayar dosyasi {izerinden
yapilabildigi, derin 6grenme yapist hizli ve modiiler olacak sekilde tasarlanmis bir

kiitiiphanedir.

3.4.5. PyTorch

Acik kaynakli bir makine O6grenim kiitliphanesidir. Bilgisayarla gérme ve dogal dil
isleme gibi uygulamalar i¢in kullanilir. PyTorch ile hem yapisal hem de yapisal
olmayan veriler kolaylikla analiz edilebilir. Siniflandirma, nesne tespiti, goriintii bolme,

dogal dil isleme problemlerinin ¢ézlimiinde yaygin kullanilmaktadir.

3.4.6. Pandas

Veri analizi ve modelleme gibi islemleri gergeklestirmeye yarar. Farkli formatlardaki
verilerin kolay analizi i¢in kullanilir. Python’da tablo verileriyle ¢alismay1 kolaylastiran
Pandas, ozellikle zaman serisi verileri ve sayisal tablolar1 islemek igin bir veri yapist

olusturur.

3.4.7. Numpy

Veri Bilimi c¢aligmalar1 i¢in olmazsa olmaz olan, ¢ok biiylik 6lgekteki matematiksel
hesaplamalar1 kolay, hizli ve esnek bir sekilde gerceklestirmeyi saglayan ¢oziimleri
iceren bir kiitiiphanedir. Veri madenciligi, makine 6grenmimi, veri analizi, tek ya da

cok boyutlu dizi igeren hesaplama yapilarinda kullamlir (Oztiirk, 2020).

3.4.8. Matplotlib

Python'da veri gorsellestirme i¢in yaygin olarak kullanilan bir kiitiiphanedir. Cizgi
grafikleri, dagilim grafikleri, histogramlar, cubuk grafikler ve daha fazlasini iceren ¢ok
cesitli grafikler olusturmak icin tercih edilen Matplotlib, verileri gorsellestirmek icin
giiclii bir aragtir (Oztiirk, 2020).

3.4.9. Scikit-Learn

Smiflandirma, regresyon, kiimeleme, veri isleme, model se¢imi, 6n isleme gibi ¢esitli
uygulamalar igin etkili bir sekilde kullanilabilen bir kiitiiphane olan Scikit-learn,
NumPy, SciPy gibi kiitiiphanelerle birlikte ¢aligabilen hem denetimli hem de denetimsiz

makine 6grenmesini destekleyen bir kiitiiphanedir (Kara, 2020).
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3.4.10. Seaborn

Matplotlib lizerine kurulu ve onu tamamlayan bir veri gorsellestirme kiitiiphanesidir.

Ozellikle istatistiksel grafikler icin ¢ok kullanisli bir kod yapis1 saglar.

3.5. Derin Ogrenmede Hiper parametreler

Ne olmas1 gerektigi, modeli tasarlayan kisiye birakilmis, probleme, veri setine gore
degisiklik goOsteren parametreler hiper-parametre olarak adlandirilmaktadir. Derin

ogrenmede kullanilan bazi yaygin hiper parametreler sunlardir:

Veri setinin boyutu

Ogrenme hiz1 (Learning rate)

Toplu boyutu (Batch size)

Gizli katman say1s1

Gizli katmandaki ndron sayist

Seyreltme (dropout) degeri ve seyreltme uygulanacak katmanlar
Aktivasyon fonksiyonu

Optimizasyon algoritmast

Egitim tur (epoch) sayist

YV V.V V V V V V V V

Diizenleme teknikleri (Emeg ve Ozcanhan, 2023).

Derin 6grenme uygulamalarinda en oOnemli faktér veri setinin biyikligi ve
cesitliligidir. Ogrenmedeki basarinin iyi olmasi veri setinin biiyiikligii ile dogru
orantilidir. Bir derin 6grenme uygulamasinda, veri setinin bilyiikliigii ne kadar fazla
olursa 6grenme de o oranda iyi olacaktir. Veri setindeki gesitliligin fazla olmasi da
modelin basarisina olumlu katki saglar. Bununla beraber veri setinin biiyiik olmasi,
O0grenme zamanini ve 0grenme sonucunda elde edilecek modelin biyiikliginii de o

oranda arttiracaktir.

Bir agin parametrelerini ne kadar hizli giincelledigini tanimlayan kavram Ogrenme
oramdir. Ogrenme oram diisiik olursa 6grenme siireci yavaslar ancak égrenme basarisini

artirir.

Toplu boyutu (mini batch size), modelin ayn1 anda kag veriyi isleyecegini belirleyen

parametredir.
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Derin 6grenme yontemlerini diger yapay sinir aglarindan ayiran en 6nemli fark, modele
uygulanan gizli katman sayisidir. Gizli katmanlar giris ve ¢ikis katmanlar1 arasinda
bulunurlar. Yapilan bir¢ok caligmada gizli katman sayisinin artirilmasimin (modelin
derinliginin artmasi1 anlamina gelir) modelin 6grenme basarisini artirdigini kanitlamistir.
Gizli katmanlardaki noron sayilari ise hafizada tutulan bilgileri ifade etmektedir. Noron
sayist artarsa bellek ihtiyact ve hesaplama zamaninin da artmasi gerekecektir. Noron

sayisinin az olmasi ise yetersiz uyum (underfitting) probleminin olugsmasina neden olur.

Derin 6grenme modelinde asir1 uydurma (overfitting) probleminin olusmasini 6nlemek
icin seyreltme(dropout) kullanilir. Bu islem ayn1 zamanda zayif bilgilerin unutulmasi
anlamina da gelmektedir. Seyreltme degeri olarak genellikle %20 ile %50 arasinda bir
deger kullanilmaktadir. Tiim katmanlara seyreltme uygulanmasi ya da tiim katmanlarda

ayni1 seyreltme degerinin kullanilmasi zorunlu degildir.

Cok katmanli yapay sinir aglarinda dogrusal olmayan doniisiim islemleri igin
aktivasyon fonksiyonlar1 kullanilir. Bunu nedeni; derin 6grenme yontemlerinin dogrusal
olmayan yapiya sahip problemlerin ¢éziimiinde diger sinir ag1 yapilarina gére daha
etkili sonuglar vermesidir. Derin 6grenme modellerinde en sik kullanilan aktivasyon
fonksiyonlart ReLu, sigmoid, softmax ve hiperbolik tanjant fonksiyonlaridir. Bu
fonksiyonlar i¢inde en fazla kullanilan1 ReLu fonksiyonudur. RelLu fonksiyonu
biyolojik ndrona benzetilebilir. Gelen degerlerin pozitif olup olmadigina bakar, deger
pozitifse oldugu gibi alir, deger negatifse sifir olarak gegirir. Ikili siniflandirmalar
yapilirken ¢ikis katmaninda genellikle sigmoid fonksiyonu kullanilir. Sigmoid
fonksiyonu, aldig1 degerleri sifir ile 1 arasinda tutar. Yiiksek gelen deger 1’e yakin
olurken, diistik gelen deger sifira yakin olur. Coklu siniflandirma problemlerinde ¢ikis
katmaninda softmax fonksiyonu kullanilir. Softmax fonksiyonu yapisal olarak sigmoid
fonksiyonuna benzer. Gelen girdi degerinin belirli bir sinifa ait olma olasiligini 0 ile 11
arasinda bir deger iireterek belirler. Hiperbolik tanjant (tanh) fonksiyonunun da yine
sigmoid fonksiyonuna benzer bir yapist bulunmaktadir. Ancak burada aralik -1 ile +1
arasinda tanimlanmaktadir. Aciklanan aktivasyon fonksiyonlarinin grafikleri Sekil

3.16’da goriilmektedir.
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Sekil 3.16. Aktivasyon fonksiyonlari

Derin 6grenme uygulamalarinda 6grenme iglemi temelde bir optimizasyon problemidir.
Dogrusal olmayan problemlerin ¢oziimiinde optimum degeri yakalayabilmek igin
optimizasyon algoritmalar1 kullanilir. Derin 6grenme modellerinde genellikle varsayilan
optimizasyon algoritmas1 Stochastic gradient descent algoritmasi kullanilmaktadir.
Bununla birlikte adagrad, adadelta, adam, adamax, rmsprop gibi ¢esitli optimizasyon
algoritmalar1 da, derin 6grenme modellerinde yaygin olarak kullanilmaktadir. Diger
optimizasyon algoritmalar1 ile karsilastirildiginda stochastic gradient descent (SGD)
algoritmasimin daha yavas caligmakta, resim tamima gibi bazi1 problemlerde koti
sonuclar verebilmektedir. Adaptif algoritmalar dinamiktirler ve modelin 6grenme

hizlarin1 kendileri 6grenirler.

Egitim sirasinda veri setindeki tiim verilerin aga kac¢ defa gosterilecegi epoch (tur)

sayisi ile ifade edilir. Model verilere az gosterilirse 0grenme gerceklesmez, fazla
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gosterilirse bu defa da asir1 6grenme gerceklesir. Bu duruun dengede tutulmasi

gerekmektedir.

Tasarlanmig olan derin 6grenme modelinde asir1 uyumu (overfitting) 6nleyerek model
basarimini artirmak i¢in diizenleme (regularization) teknikleri kullanilmaktadir.
Diizenleme, modeli basitlestirerek kisitlama islemidir. Derin 6grenme modellerinde vri
artirma, sentetik veri iiretme, giiriilti ekleme, seyreltme, erken durdurma, transfer

O6grenme gibi ¢esitli diizenleme teknikleri kullanilmaktadir.

3.6. Performans Degerlendirme Olgiitleri

Derin 6grenme siireglerinde, gelistirilen modellerin gergek veriler lizerinde ne kadar
etkili oldugunu degerlendirmek i¢in performansinin olgiilmesi gerekir. Performans
Olctimii, bir modelin dogrulugunu ve veri uyumunu belirler, karar verme siireclerinde
giivenilirligi artirir. Bu nedenle, yapay zekd projelerinde performans o6l¢iimiiniin

titizlikle yapilmasi ve dogru metriklerin se¢ilmesi biiyiik onem tasir (Karakas, 2024).

Makine 6grenmesin modellerinin basarisinin nasil Slgiilecegi ya da iyi bir model
olduguna nasil karar verilebilecegi performans Olgiitleri (metrikler) ile belirlenir. Farkli

tiirdeki modeller igin farkli degerlendirme olgiitleri kullanilir.

Makine 6grenmesi modellerinin performansinit degerlendirmek i¢in kullanilan metrikler,
regresyon modelleri ve siniflandirma modelleri i¢in farklilik gostermektedir. Regresyon

modelleri siirekli degerleri, siniflandirma modeli ise kategorik degerleri 6ngoriir.

3.6.1. Regresyon modelleri i¢in performans degerlendirme olciitleri

Regresyon modelleri, “siirekli” degerleri tahmin etmek i¢in kullanilan denetimli
ogrenme modelleridir. Bu tiir modellerin performansini degerlendirmek icin kullanilan
baglica Olgiitler, modelin tahmin ettigi degerlerle gercek degerler arasindaki farklar
degerlendirerek, modelin basarisini ve tahmin yetenegini 6lger. Bu amag i¢in kullanilan

bazi metrikler sunlardir asagida agiklanmastir.

Ortalama Mutlak Hata (Mean Absolute Error (MAE)): Veri setindeki ger¢ek degerlerle

modelin tahmin ettigi degerlerin arasindaki farkin mutlak degerinin ortalamasini alir. Bu
sayede modelin tahminlerinin ger¢ek degerlerden ne kadar uzak oldugunu o&lgerler.

Deger ne kadar diisiik olursa model performansinin o kadar iyi oldugu kabul edilir.
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Burada y gercek deger, ¥ tahmin edilen deger, n 6rnek sayisidir.

Ortalama Mutlak Yiizde Hata (Mean Absolute Percentage Error (MAPE)): Veri

setindeki gercek degerlerle modelin tahmin ettigi degerlerin arasindaki farkin gergek
degere kiyasla ne kadar biiyiik oldugunu ifade eder. Diger bir ifadeyle, modelin
tahmininin yiizde olarak ger¢ek degerden ortalama ne kadar uzakta oldugunu gosterir.

1< |y — 94l
MAPEz—Z Yi = Vi
e Vi

Ortalama Kare Hata (Mean Squared Error (MSE)): Gergek degerlerle tahmin edilen

degerlerin arasindaki farklarin karelerinin ortalamasidir. Veri setinde bulunan fazla
aykir1 degerler MSE’yi olumsuz yonde etkiler. Diigiik bir deger modelin dogrulugunun

daha iyi oldugunu gosterir.
n
1 52
MSE =~ > (i = 9)
i=1

Ortalama Kare Hata Karekokii (Root Mean Squared Error (RMSE)): MSE’nin karekoki

alnarak elde edilir. Ozellikle, tahmin hatalarmin &nemli oldugu durumlarda

degerlendirme i¢in RMSE tercih edilir.

n
1
RMSE = VMSE = HZ(Yi—)A’i)Z
=1

Belirlilik Katsayisi1 (R-squared-R?)): Bu metrik, bir derin 6grenme modelinin bagimsiz

degiskenlerle bagimli degisken arasindaki iliskiyi aciklama yetenegini degerlendirmek
icin kullanilir. Modelin veri setindeki degiskenligi ne kadar iyi agikladigini dlgen bir
metriktir. 0 ile 1 arasinda degerler alir. Eger R? degeri 1’e yakinsa, modelin bagimli
degiskeni aciklamada basarili oldugu ve verilere iyi uyum sagladigi, sifira yakinsa,
modelin bagimli degiskeni agiklamada basarisiz oldugu ve verilere uyum saglamada

zay1f oldugu sdylenebilir.
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Burada y, gergek degerlerin ortalamasidir.

Aciklanan Varyans Puani (Explained Variance Score - EVS): Makine 6greniminde

tahminlerin kalitesini degerlendirmek i¢in kullanilan bir 6l¢iittiir. Modelin tahmininin
gercek verilerin varyansini ne kadar iyi acgikladigini test eder. R? degerinde oldugu gibi,

1 miimkiin olan en iyi sonugtur.

Var(y —9)

E ) =1-—
VS, 9) Var®y)

EVS degeri, siirekli degerleri tahmin eden regresyon modellerinde oncelikli olarak
kullanilir, ¢iinkii bir modelin siirekli verilerde bulunan varyansi agiklama yetenegini

niceliksel olarak belirler.

Aciklanan varyans degeri ile belirleme katsayisi olan R? degeri arasindaki fark,
aciklanan varyans degerinin tahmindeki sistematik sapmalar1 hesaba katmamasidir. Bu

nedenle, belirleme katsayisi olan R? degeri genellikle tercih edilmektedir.

Ortalama Poisson Dagilimi (Mean Poisson Deviance — MPD): Veri setlerinde tahmin

edilen ortalama degerlerin yanlishgm verir. Iyi bir model i¢in degerinin sifira yakin

olmasi istenir.

n—1

mep =15 20 Vi) +3
= ;Z( (yilog (vi/9) +3i — ¥))

=0

Ortalama Gama Dagilimi (Mean Gamma Deviance — MGD): Ortalama gama dagilima,

her zaman pozitif degerde olan ve yatik dagilimlara sahip siirekli degiskenleri
modellemek i¢in kullanilir. Degerin sifira yakin olmasi, modelin iyi oldugu anlamina

gelir.

MGD = AN 2(log (¥ y 1
—5; (log (9e/v1) +9i/vi — 1))
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3.6.2. Simiflandirma modelleri i¢in performans degerlendirme 6l¢iitleri

Siniflandirma modelleri, genellikle siniflar arasindaki dogru ve yanlis tahminleri dlgen
metrikler kullanilarak degerlendirilirler. Siniflandirma problemlerinde modelin

performansini degerlendirmek i¢in kullanilan yaygin performans metrikleri sunlardir:

Karisiklik Matrisi: Siniflandirma modelleri igin performans degerlendirme metriklerinin

anlagilabilmesi i¢in karisiklik matrisinin bilinmesi gerekir. Karigiklik matrisi,
siiflandirma problemlerinde bir modelin performansini degerlendirmek icin kullanilan
temel aractir (Sekil 3.17). Siiflandirma modellerinde kullanilan diger tiim performans

Olciitleri karisiklik matrisinden elde edildigi i¢cin bu matrisi iyi anlamak onemlidir.

GERCEK

Pozitif Negatif

Pozitif

TAHMIN

Negatif

Sekil 3.17. Karisiklik matrisi

Karigiklik matrisi dort farkli deger igermektedir. Bunlar:

Dogru Pozitif (True Positive — TP): Gergekte pozitif olan ve modelin de bunu pozitif

olarak dogru tahmin ettigi degerlerin sayisidir.

Yanlis Pozitif (False Positive — FP): Gergekte negatif olan, ancak modelin bunu pozitif

olarak yanlis tahmin ettigi degerlerin sayisidir.

Yanlis Negatif (False Negative — FN): Gergekte pozitif olan, ancak modelin bunu

negatif olarak yanlis tahmin ettigi degerlerin sayisidir.

Dogru Negatif (True Negative — TN): Gergekte negatif olan ve modelin de bunu negatif

olarak dogru tahmin ettigi degerlerin sayisidir.

Karisiklik matrisi scikit-learn gibi birgok makine 6grenme kiitliphanesinde bulunur ve

siniflandirma modellerinin performans degerlendirmesinde yaygin olarak kullanilir.
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Karigiklik matrisindeki bu dort deger kullanilarak siniflandirma problemlerinde
modellerin  performans degerlendirmesini yapmak ic¢in asagidaki metrikler

hesaplanabilir.

Dogruluk (Accuracy): Modelin dogru yaptig1 tahmin sayisinin toplam tahmin sayisina

oranidir. Diger bir ifadeyle toplam tahminler i¢erisinde dogru tahminlerin oranin1 verir.
Ancak dengesiz veri setlerinde dogruluk orami yeterli olmayip diger degerlendirme

metriklerine de bakmak gereklidir.

TP
TP+TN+ FP+FN

Dogruluk =

Kesinlik (Precision): Modelin pozitif olarak tahmin ettigi degerlerin gergekte kag

tanesinin pozitif oldugunu gosterir.

TP

Kesinlik = W

Duyarlilik (Hassasiyet) (Recall/Sensitivity): Modelin pozitif olarak tahmin etmesi

gereken degerlerin ne kadarini pozitif olarak tahmin ettigini gosterir.

TP

Duyarllllk = TP-F—FN

F1 Skoru: Kesinlik ve duyarliligin harmonik ortalamasini alarak bu iki metrigi
dengeleyen bir performans 6l¢iisiidiir. Dengesiz veri setlerinde kullanighdir. En yiiksek

1, en diistik sifir degerini alir.

2x(KesinlikxDuyarlilik)

F1 Sk =
oru (Kesinlik + Duyarlilik)

ROC Egrisi ve AUC Skoru: ROC egrisi (Receiver Operating Characteristic Curve),

smiflandirma modelinin farkli kesme noktalarinda yanlis pozitif oram1 (FPR) ile
duyarlilik arasindaki iliskiyi grafiksel olarak verir (Sekil 3.18). Modelin ne kadar iyi

performans gosterdiginin Ol¢iisii egrinin sol iist koseye yakinlig ile belirlenir.

Duyarlilik (TPR) = TP+ FN
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Ozgiilliik (Yanlis Pozitif Oran — FPR) = FP+TN

True Positive rate (Sensitivity)

(| & e e o e |
0 20 40 60 80 100

False Positive rate (100-Specificity)

Sekil 3.18. ROC-AUC egrisi

AUC Skoru (Area Under the Curve) ROC egrisinin altinda kalan alani dlgerek tek bir

sayisal degerle ifade eder. 0 ile 1 arasinda deger alir.
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4. ARASTIRMA BULGULARI VE TARTISMA

Bu béliimde Gaziantep ileri Biyolojik Atiksu Aritma Tesisi Temel ¢ikis parametrelerini
iceren veriler iizerinde derin Ogrenme mimarileri uygulanmis ve Dbelirlenen
parametrelerin degerlendirilmesinde derin 6grenme mimarilerinin uygulanabilirligi

sorgulanmastir.

Uygulama c¢alismalar1 Intel(R) Core(TM) 17 islemcili 16 GB Ram bellegi ve 512 GB
SSD harddiski bulunan bilgisayar kullanilarak, Anaconda Navigator iizerinde c¢alisan
Jipyter Notebook IDE’si (siirim 6.4.12) ve Python 3 (slirim 3.9.12) programiyla
gerceklestirilmistir.

Atiksu aritma tesisi temel cikis parametrelerinden olan Debi, Sicaklik, BOIs, KOI,
AKM, pH, gibi veriler tizerinde farkli derin 6grenme modelleri uygulanmis ve sonuglar

degerlendirilmistir.

4.1. ileri Biyolojik Atiksu Aritma Tesis Verileri

Calismada kullanilan tesise ait ¢ikis parametresi verileri Sekil 4.1°de grafikler haline

verilmigtir.

Dataset - Debi
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31000

30500

nnnnn

2020-01 2020-05 2020-09 2021-01 2021-05 2021-09 2022-01 2022-05 2022-09
Timestamp

a) Debi

Sekil 4.1. Atiksu aritma tesis verileri
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Dataset - Sicaklik
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Sekil 4.1. Atiksu aritma tesis verileri (devami)
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Dataset - BOIS
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Sekil 4.1. Atiksu aritma tesis verileri (devamai)

Veri seti icerisinde 2020-2022 yillar1 arasini kapsayan 974 giinliik veri bulunmaktadir.
Verilerin %701 egitim, %30’u test verisi olarak ayarlanmistir. Bu sekilde her bir ¢ikis

parametresinde 681 veri egitim igin, 293 veri test i¢in ayrilmistir (Sekil 4.2).

Dataset - Debi

3so0 1 —— Train Data
—— Test Data
31000 {
30500
w
-4}
= 30000 4
=}
=
29500 4
20000 {
28500 o
2020-01 2020-05 202609 2021-01 202105 2021-09 2022.01 2022.05 2022-09

Timestamp

a) Debi

Sekil 4.2. Veri setinin parametrelere gore egitim ve test olarak ayrilmasi
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Sekil 4.2. Veri setinin parametrelere gore egitim ve test olarak ayrilmasi (devami)
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Dataset - KOI
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Sekil 4.2. Veri setinin parametrelere gore egitim ve test olarak ayrilmasi (devami)

Veri seti gilinliik verilerden olugsmaktadir. Modeller, gegmis 15 giinliik verilere bakarak
sonraki 10 giinii tahmin edecek sekilde olusturulmustur. Mevcut atiksu aritma tesis
verilerinin 6l¢ekleri birbirinden farkli olsa da uygulanan yontemlerin sonuglariyla ilgili
c¢ikarimlarda bulunabilmek adina hiper parametreler tiim modeller i¢in ayni tutulmustur.

Boylece uygulanan yontemin hangi tiir veride ne kadar basarili oldugu goriilebilecektir.

4.2. Cikis Parametrelerine Derin Ogrenme Modellerinin Uygulanmasi
4.2.1. RNN modelinin uygulanmasi
RNN modeli, dort adet RNN katmani, her bir katmanda 64 birim, bir adet yogun (dense)

katmani ve asir1 68renmeyi engelleyebilmek adina her RNN katmanindan hemen sonra

50



%50’lik Dropout katmani olacak sekilde tasarlanmistir. Hata metrigi olarak ‘ortalama
karekok hata (mean squared error — mse)’, optimizasyon olarak “Adam” (Adaptif
Momentum) tercih edilmistir. Uygulanan RNN modelinin yapis1 Gorsel 4.1°de
goriilmektedir. Model, 100 epochs ve 16 parti boyutu (batch_size) ile egitilmistir.

tf.keras.backend.clear_session()
model=Sequential()

model.add(SimpleRNN( 64, return_sequences=True, input shape=(time_step,1)))
model. add (Dropout(8.5))

model.add(SimpleRNN(64, return_sequences=True))
model.add (Dropout(@.5))

model.add(SimpleRNN({64, return_sequences=True))
model.add (Dropout(8.5))

model.add(SimpleRNN(64))
model. add (Dropout (8.5))

model.add(Dense(1))

model.compile(loss="mse"',optimizer="adam")
model. summary ()

a) RNN modelinin katman yapisi

Layer (type) Output Shape Param #
simple_rnn (SimpleRNN) (None, 15, &4) 4224
dropout (Dropout) (None, 15, &4) e
simple_rnn_1 (SimpleRNM) (None, 15, &4) 8256
dropout_1 (Dropout) (None, 15, &4) e
simple_rnn_2 (SimpleRNM) (None, 15, &4) 8256
dropout_2 (Dropout) (None, 15, &4) e
simple_rnn_3 (SimpleRNM) (None, 64) 8256
dropout_3 (Dropout) (None, 64) e

dense (Dense) (None, 1) 65

Total params: 29,857
Trainable params: 29,857
Men-trainable params: @

b) RNN modelinin katmanlarinin 6zeti

Gorsel 4.1. RNN mimarisinin parametreleri ve katmanlari

Atiksu aritma tesisinin belirlenen ¢ikis parametreleri lizerine RNN uygulandiginda
alinan sonuclar Tablo 4.1°de verilmistir. Tabloda kalin degerler en iyi sonuglari, alti

cizili degerler ise en kotii sonuglar1 gostermektedir.
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Tablo 4.1. Cikis Parametreleri tizerinde RNN sonuglari

Parametre  MSE RMSE MAE  MAPE MGD MPD  EVS  R?

Debi 1.7051E+05 412.9248 317.8423 0.0106  0.0001 5.7159 0.3243 0.3215
Sicaklik 13.6041 3.6883 3.2221 0.1630  0.0545 0.8318 0.6062  0.5501
pH 0.0274 0.1656 0.1220 0.0154  0.0004 0.0034 0.0732  0.0104
AKM 359.5929 18.9629 12.4655 0.3864  0.1253 5.7323 0.4530 0.3266
BOls 14124466  37.5825 305799 09598  -- - 0.2484 -0.1001
KOI 34993238 59.1550 271420 02589 01144  17.2948 05182 05125

RNN modelinin egitim ve test verileri tizerindeki kayip fonksiyonu grafigi Sekil 4.3°te

verilmistir.

Simple RNN, Loss vs Epoch for Debi

Losses

—— Train Loss
Validation Loss

Epochs

a) Debi

Simple RNN, Loss vs Epoch for pH

Losses

— Train Loss
Validation Loss

E

Epochs

c) pH

Losses

Losses

Simple RNN, Loss vs Epoch for Sicaklik

N

— Train Loss
Validation Loss

R e —

20 40 60 80 100
Epochs

b) Sicaklik

Simple RNN, Loss vs Epoch for AKM

— Train Loss
Validation Loss

Epochs

d) AKM

Sekil 4.3. RNN modelinde egitim ve test kayip fonksiyonu
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Simple RNN, Loss vs Epoch for BOIS Simple RNN, Loss vs Epoch for KOI

10 N
—— Train Loss

Validation Loss

—— Train Loss
Validation Loss 08

Losses
Losses

e) BOIs f) KOI

Sekil 4.3. RNN modelinde egitim ve test kayip fonksiyonu (devami)

RNN modelinin egitim ve test verileri lizerindeki tahmin basaris1 ile gergek verilerin

karsilastirmali grafigi Sekil 4.4’te verilmistir.

Simple RNN model for Debi, Train-Validation-Prediction
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25 1
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=
§ 20 +
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b) Sicaklik

Sekil 4.4. RNN modelinde egitim ve test tahminlerinin gercek verilerle karsilagtirmasi
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Simple RNN model for BOI5, Train-Validation-Prediction
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Sekil 4.4. RNN modelinde egitim ve test tahminlerinin gercek verilerle karsilastirmasi

(devami)
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Simple RNN model for KOI, Train-Validation-Prediction

1000
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o
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f) KOI

Sekil 4.4. RNN modelinde egitim ve test tahminlerinin gercek verilerle karsilastirmasi

(devami)

RNN modelinin 6nceki 15 giinliik verilere bakarak sonraki 10 giin i¢in tahmin

performansi Sekil 4.5°te verilmistir.

Simple RNN model for Debi, Last 15 Days Data and Next 10 Days Prediction Simple RNN model for Sicaklik, Last 15 Days Data and Next 10 Days Prediction
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a) Debi b) Sicaklik

Simple RNN model for pH, Last 15 Days Data and Next 10 Days Prediction Simple RNN model for AKM, Last 15 Days Data and Next 10 Days Prediction
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Sekil 4.5. RNN modelinin 6nceki 15 giinliik verilere bakarak sonraki 10 giin i¢in tahmin

performansi
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Simple RNN model for BOI5, Last 15 Days Data and Next 10 Days Prediction
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Simple RNN model for KOI, Last 15 Days Data and Next 10 Days Prediction
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Sekil 4.5. RNN modelinin 6nceki 15 giinliik verilere bakarak sonraki 10 giin i¢in tahmin

performansi

4.2.2. LSTM modelinin Uygulanmasi

LSTM modeli, dort adet LSTM katmani, her bir katmanda 64 birim, bir adet yogun

(dense) katmani ve asir1 6grenmeyi engelleyebilmek adina her LSTM katmanindan

hemen sonra %50’lik Dropout katmani olacak sekilde tasarlanmistir. Hata metrigi

olarak ‘ortalama karekok hata (mean squared error — mse)’, optimizasyon olarak

“Adam” (Adaptif Momentum) tercih edilmistir. Uygulanan LSTM modelinin yapisi

Gorsel 4.2°de goriilmektedir. Model, 100 epochs ve 16 parti boyutu (batch_size) ile

egitilmistir.

tf.keras.backend.clear_session()

model=Sequential()

model.add(LSTM(64, return_sequences=True, input_shape=(time_step,1)))

model.add(Dropout(8.5))

model.add(LSTM({ 54, return_sequences=True})

model.add(Dropout(8.5))

model.add(LSTM{ 64, return_sequences=True})

model.add(Dropout(8.5))

model.add(LSTM(64))
model.add(Dropout(8.5))

model.add(Dense(1))

model.compile(loss="mean_squared_error',optimizer="adam")

model. summary ()

a) LSTM modelinin katman yapist

Gorsel 4.2. LSTM mimarisinin parametreleri ve katmanlari




Layer (type) Output Shape Param #

Istm (LSTM) (None, 15, 64) 16896
dropout (Dropout) (None, 15, &4) 2]
Istm_ 1 (LSTM) (None, 15, 64) 33024
dropout_1 (Dropout) (Neone, 15, 64) 2]
lstm 2 (LSTM) (None, 15, 64) 33824
dropout_2 (Dropout) (None, 15, &64) 2]
Istm 3 (LSTM) (None, 64) 33024
dropout_3 (Dropout) {None, 64) 2]
dense (Dense) (None, 1) 65

Total params: 116,833
Trainable params: 116,833
Non-trainable params: @

b) LSTM katmanlarinin 6zeti

Gorsel 4.2. LSTM mimarisinin parametreleri ve katmanlar1 (devami)

Cikis parametreleri iizerine LSTM uygulandiginda alinan sonuglar Tablo 4.2°de
verilmistir. Tabloda kalin degerler en iyi sonuglar, alt1 ¢izili degerler ise en koti

sonuglart gostermektedir.

Tablo 4.2. Cikis Parametreleri tizerinde LSTM sonuglari

Parametre  MSE RMSE MAE MAPE  MGD MPD EVS R?

Debi 1270654206  356.4623  280.1344  0.0094 00001 42615 04986 0.4943
Sicaklik 4.4124 2.1005 15912 00922 00136 02423 09066 0.8540
pH 0.0177 0.1330 00861 00109 00002 00022 03746 0.3613
AKM 307.4506 17.5342 147980 05290 0.1785  6.7402  0.7108 0.4242
BOIs 422.4196 20.5528 138619 04546 01580  7.1971 07133 0.6036
KOl 2002.3747 447479 155568  0.1366 0.0859  10.6840  0.7219 0.7210

LSTM modelinin egitim ve test verileri lizerindeki kayip fonksiyonu grafigi Sekil 4.6°te

verilmistir.
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Sekil 4.6. LSTM modelinde egitim ve test kayip fonksiyonu

LSTM modelinin egitim ve test verileri iizerindeki tahmin basarisi ile gercek verilerin

karsilastirmali grafigi Sekil 4.7°te verilmistir.
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Sekil 4.7. LSTM modelinde egitim ve test tahminlerinin gergek verilerle karsilastirmasi

59



LSTM model for AKM, Train-Validation-Prediction
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Sekil 4.7. LSTM modelinde egitim ve test tahminlerinin gercek verilerle karsilastirmasi

(devami)
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LSTM modelinin 6nceki 15 giinlik verilere

performansi Sekil 4.8’de verilmistir.

LSTM model for Debi, Last 15 Days Data and Next 10 Days Prediction

bakarak sonraki 10 giin i¢in tahmin
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Sekil 4.8. LSTM modelinin 6nceki 15 giinliik verilere bakarak sonraki 10 giin i¢in

tahmin performansi

4.2.3. GRU modelinin uygulanmasi

GRU modeli, dort adet GRU katmani, her bir katmanda 64 birim, bir adet yogun (dense)

katmani ve asir1 6grenmeyi engelleyebilmek adina her GRU katmanindan hemen sonra
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%50’lik Dropout katmani olacak sekilde tasarlanmistir. Hata metrigi olarak ‘ortalama
karekok hata (mean squared error — mse)’, optimizasyon olarak “Adam” (Adaptif
Momentum) tercih edilmistir. Uygulanan GRU modelinin yapis1 Gorsel 4.3’te
goriilmektedir. Model, 100 epochs ve 16 parti boyutu (batch_size) ile egitilmistir.

tf.keras.backend.clear_session()
model=Sequential()

model.add (GRU( 64, return_sequences=True, input_shape={time_step,1)))
model . add (Dropout(8.5))

model.add (GRU( 64, return_sequences=True) )
model . add (Dropout(8.5))

model . add (GRU( 84, return_sequences=True))
model . add (Dropout(8.5))

model.add (GRU(64))
model . add (Dropout(8.5))

model . add (Dense(1)})
model.compile(loss="mean_squared_error’,optimizer="adam")

model.summary ()

a) GRU modelinin katman yapis1

Layer (type) Output Shape Param #
;::T;::T::::::::: (None, 15, &4) 12864
dropout (Dropout) (Mone, 15, 64) 2]

gru_1 (GRU) (Mone, 15, 64) 24960
dropout_1 (Dropout) (Mone, 15, 64) 2]

gru_2 (GRU) (Mone, 15, 64) 24960
dropout_2 (Dropout) (Mone, 15, 64) 2]

gru_3 (GRU) (Mone, &4) 24960
dropout_3 (Dropout) (Mone, &4) 2]

dense (Danse) (Mone, 1) 65

Total params: 87,889
Trainable params: 87,889
Non-trainable params: @

b) GRU katmanlarinin 6zeti

Gorsel 4.3. GRU mimarisinin parametreleri ve katmanlari
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Cikis parametreleri lizerine GRU uygulandiginda alinan sonuglar Tablo 4.3’te

verilmigtir. Tabloda kalin degerler en iyi sonuglari, alt1 ¢izili degerler ise en kotii

sonuglar1 gostermektedir.

Tablo 4.3. Cikis Parametreleri tizerinde GRU sonuglari

Parametre  MSE RMSE MAE MAPE  MGD MPD EVS R?

Debi 1262581531  356.3282 277.4599  0.0093 0.000L 42329 05000 0.4975
Sicaklik 1.6184 1.2721 09164 00450 00044 00824 09587 0.9464
pH 0.0163 0.1280 00842 00106 00002 00020 04374 0.4085
AKM 249.8925 15.8079 132770 04807 04578 57180  0.7500 0.5320
BOIs 372.2586 19.2940 107664 03577 0.1266 59253  0.7118 0.6507
KOI 1969.2935 443767 197002 02188 00817 105530  0.7379  0.7256

GRU modelinin egitim ve test verileri tizerindeki kayip fonksiyonu grafigi Sekil 4.9°da

verilmigtir.
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Sekil 4.9. GRU modelinde egitim ve test kayip fonksiyonu
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GRU, Loss vs Epoch for BOIS GRU, Loss vs Epoch for KOI
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Sekil 4.9. GRU modelinde egitim ve test kayip fonksiyonu (devami)

GRU modelinin egitim ve test verileri lizerindeki tahmin basarist ile gercek verilerin

karsilastirmali grafigi Sekil 4.10°da verilmistir.

GRU model for Debi, Train-Validation-Prediction
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Sekil 4.10. GRU modelinde egitim ve test tahminlerinin gergek verilerle karsilastirmasi
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Sekil 4.10. GRU modelinde egitim ve test tahminlerinin gergek verilerle karsilastirmast

(devami)
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GRU model for KOI, Train-Validation-Prediction
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Sekil 4.10. GRU modelinde egitim ve test tahminlerinin gergek verilerle karsilastirmasi

(devami)

GRU modelinin 6nceki 15 giinlik verilere bakarak sonraki 10 giin i¢in tahmin

performansi Sekil 4.11°de verilmistir.
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Sekil 4.11. GRU modelinin 6nceki 15 giinliik verilere bakarak sonraki 10 giin i¢in

tahmin performansi
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GRU model for BOI5, Last 15 Days Data and Next 10 Days Prediction GRU model for KOI, Last 15 Days Data and Next 10 Days Prediction
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Sekil 4.11. GRU modelinin 6nceki 15 giinliik verilere bakarak sonraki 10 giin i¢in

tahmin performansi

4.2.4. LSTM/GRU modelinin uygulanmasi

Derin 6grenme modelleri igerisindeki GRU mimarisi, LSTM’in daha basitlestirilmis bir
formu oldugundan burada LSTM ile GRU modelleri birlestirilerek bir LSTM/GRU
modeli olusturulmustur. Olusturulan model, iki adet LSTM katmani, iki adet GRU
katmani, her bir katmanda 64 birim, bir adet yogun (dense) katmani ve asir1 6grenmeyi
engelleyebilmek adma her LSTM ve GRU katmanlarindanindan hemen sonra %50°lik
Dropout katmani olacak sekilde tasarlanmistir. Hata metrigi olarak ‘ortalama karekok
hata (mean squared error — mse)’, optimizasyon olarak “Adam” (Adaptif Momentum)
tercih edilmistir. Uygulanan LSTM/GRU modelinin yapis1 Gorsel 4.4°te goriilmektedir.
Model, 100 epochs ve 16 parti boyutu (batch_size) ile egitilmistir.

tf.keras.backend.clear_session()
model=Sequential()

model.add(LSTM(64, return_sequences=True, input_shape=(time_step,1)})
model.add({Dropout(8.5))

model.add(LSTM(64, return_sequences=True))
model.add(Dropout(8.5))

model.add({GRU(64,return_sequences=True))
model.add({Dropout(8.5))

model.add(GRU(64))
model.add(Dropout(8.5))

model.add(Dense(1))
model.compile{loss="mean_squared_serror’,optimizer="adam")

model.summary()

a) LSTM/GRU modelinin katman yapisi

Gorsel 4.4. LSTM/GRU mimarisinin parametreleri ve katmanlari
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Layer (type) Output Shape Param #

Istm (LSTM) (None, 15, &4) 16396
dropout (Dropout) (None, 15, &64) 2]
Istm_1 (LSTM) (None, 15, 64) 33824
dropout_1 (Dropout) (None, 15, 64) ]
gru (GRU) (None, 15, &4) 2496@
dropout_2 (Dropout) (None, 15, 64) ]
gru_1 {GRU) (None, 64) 24568
dropout_3 (Dropout) (None, &4) [:]
dense (Danse) (None, 1) 65

Total params: 29,985
Trainable params: 99,985
Neon-trainable params: @

b) LSTM/GRU katmanlarinin 6zeti

Gorsel 4.4. LSTM/GRU mimarisinin parametreleri ve katmanlari (devami)

Cikis parametreleri tizerine LSTM/GRU uygulandiginda alinan sonuglar Tablo 4.4’te
verilmistir. Tabloda kalin degerler en iyi sonuglari, alt1 ¢izili degerler ise en koti

sonuclar1 gdstermektedir.

Tablo 4.4. Cikis parametreleri tizerinde LSTM/GRU sonuglari

Parametre  MSE RMSE MAE MAPE  MGD MPD EVS R?

Debi 131324.6724  362.3874  283.4440  0.0095 0.0001  4.4015 04850 0.4774
Sicaklik 1.6392 1.2803 08829 00436 00045 00839 09525 0.9457
pH 0.0160 0.1265 00832 00100 00002 00020 04425 0.4219
AKM 256.3692 16.0115 130351 04608 0.1498 55664  0.7181 0.5199
BOIs 384.9964 19.6213 115653 03665 0.1270  6.0965  0.7073  0.6387
KOl 2266.7312  47.6102 259369 02834 00983 124957 07119 0.6842

GRU modelinin egitim ve test verileri iizerindeki kayip fonksiyonu grafigi Sekil 4.12°de

verilmistir.
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Sekil 4.12. LSTM/GRU modelinde egitim ve test kayip fonksiyonu

LSTM/GRU modelinin egitim ve test verileri lizerindeki tahmin basarisi ile gergek

verilerin karsilagtirmali grafigi Sekil 4.13’te verilmistir.
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Sekil 4.13. LSTM/GRU modelinde egitim ve test tahminlerinin gergek verilerle

karsilastirmast
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LSTM/GRU model for AKM, Train-Validation-Prediction
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Sekil 4.13. LSTM/GRU modelinde egitim ve test tahminlerinin gergek verilerle

karsilagtirmasi (devami)
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LSTM/GRU modelinin 6nceki 15 giinliik verilere bakarak sonraki 10 giin i¢in tahmin

performansi Sekil 4.14’°te verilmistir.

LSTM/GRU model for Debi, Last 15 Days Data and Next 10 Days Prediction

LSTM/GRU model for Sicaklik, Last 15 Days Data and Next 10 Days Prediction
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Sekil 4.14. LSTM/GRU modelinin 6nceki 15 giinliik verilere bakarak sonraki 10 giin

icin tahmin performansi
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4.2.5. Performans degerlendirme olciitlerine gore sonuclar

Performans degerlendirme Olgiitleri bazinda, ¢ikis parametrelerinin  uygulanan
modellere gore, sonuglar: Tablo 4.5 ile Tablo 4.12 arasinda verilmistir. Tablolarda kalin

degerler en iyi sonuglar1 gostermektedir.

Tablo 4.5. Cikis parametrelerinin uygulanan modellere gore sonuglart (MSE’ye gore)

Parametre RNN LSTM GRU LSTM/GRU
Debi 170506.9191 127065.4206 126258.1531 131324.6724
Sicaklik 13.6041 4.4124 1.6184 1.6392
pH 0.0274 0.0177 0.0163 0.0160
AKM 359.5929 307.4506 249.8925 256.3692
BOIs 1412.4466 422.4196 372.2586 384.9964
KOl 3499.3238 2002.3747 1969.2935 2266.7312

Tablo 4.6. Cikis parametrelerinin uygulanan modellere gore sonuglari (RMSE’ye gore)

Parametre RNN LSTM GRU LSTM/GRU
Debi 412.9248 356.4623 355.3282 362.3874
Sicaklik 3.6883 2.1005 12721 1.2803
pH 0.1656 0.133 0.128 0.1265
AKM 18.9629 17.5342 15.8079 16.0115
BOIs 37.5825 20.5528 19.2940 19.6213
KOl 59.1550 44.7479 44.3767 47.6102

Tablo 4.7. Cikis parametrelerinin uygulanan modellere gore sonuglari (MAE’ye gore)

Parametre RNN LSTM GRU LSTM/GRU
Debi 317.8423 280.1344 277.4599 283.444
Sicaklik 3.2221 1.5912 0.9164 0.8829
pH 0.122 0.0861 0.0842 0.0832
AKM 12.4655 14.798 13.277 13.0351
BOIs 30.5799 13.8619 10.7664 11.5653
KOl 27.14196 15.5568 19.7002 25.9369
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Tablo 4.8. Cikis parametrelerinin uygulanan modellere gore sonuglar1 (MAPE’ye gore)

Parametre RNN LSTM GRU LSTM/GRU
Debi 0.0106 0.0094 0.0093 0.0095
Sicaklik 0.163 0.0922 0.045 0.0436
pH 0.0154 0.0109 0.0106 0.0100
AKM 0.3864 0.529 0.4807 0.4608
BOIs 0.9598 0.4546 0.3577 0.3665
KOl 0.2589 0.1366 0.2188 0.2834

Tablo 4.9. Cikisg parametrelerinin uygulanan modellere gore sonuglart (MGD’ye gore)

Parametre RNN LSTM GRU LSTM/GRU
Debi 0.0001 0.0001 0.0001 0.0001
Sicaklik 0.0545 0.0136 0.0044 0.0045
pH 0.0004 0.0002 0.0002 0.0002
AKM 0.1253 0.1785 0.1578 0.1498
BOIs - 0.158 0.1266 0.127
KOl 0.1144 0.0859 0.0817 0.0983

Tablo 4.10. Cikis parametrelerinin uygulanan modellere gore sonuglari (MPD’ye gore)

Parametre RNN LSTM GRU LSTM/GRU
Debi 5.7159 4.2615 4.2329 4.4015
Sicaklik 0.8318 0.2423 0.0824 0.0839
pH 0.0034 0.0022 0.002 0.002
AKM 5.7323 6.7402 5.718 5.5664
BOIs - 7.1971 5.9253 6.0965
KOl 17.2948 10.684 10.553 12.4957
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Tablo 4.11. Cikis parametrelerinin uygulanan modellere gore sonuglart (EVS’ye gore)

Parametre RNN LSTM GRU LSTM/GRU
Debi 0.3243 0.4986 0.5 0.485
Sicaklik 0.4986 0.9066 0.9587 0.9525
pH 0.5 0.3746 0.4374 0.4425
AKM 0.485 0.7108 0.7500 0.7181
BOIs 0.2484 0.7133 0.7118 0.7073
KOl 05182 0.7219 0.7379 0.7119

Tablo 4.12. Cikis parametrelerinin uygulanan modellere gére sonuglar1 (R?’ye gore)

Parametre RNN LSTM GRU LSTM/GRU
Debi 0.3215 0.4943 0.4975 0.4774
Sicaklik 0.5501 0.854 0.9464 0.9457
pH 0.0104 0.3613 0.4085 0.4219
AKM 0.3266 0.4242 0532 0.5199
BOIs -0.1001 0.6036 0.6507 0.6387
KOl 0.5125 0.7210 0.7256 0.6842

Performans degerlendirme Olgiitleri bazinda, uygulanan derin 6grenme modellerinin
cikis parametrelerine gore sonuglari Tablo 4.13 ile Tablo 4.20 arasinda verilmistir.

Tablolarda kalin degerler en i1yi sonuglar1 gostermektedir.

Tablo 4.13. Uygulanan modellerin ¢ikis parametrelerine gore sonuglart (MSE’ye gore)

Parametre Debi Sicakhik pH AKM BOIs KOl
RNN 170506.92 13.6041 0.0274 359.5929  1412.4466  3499.3238
LSTM 127065.42 4.4124 0.0177 307.4506  422.4196  2002.3747
GRU 126258.15 1.6184 0.0163 249.8925  372.2586  1969.2935
LSTM/GRU 131324.67 1.6392 0.016 256.3692  384.9964  2266.7312
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Tablo 4.14. Uygulanan modellerin ¢ikis parametrelerine gore sonuglari (RMSE’ye

gore)

Parametre Debi Sicakhik pH AKM BOls KOl
RNN 412.9248 3.6883 0.1656 18.9629 37.5825 59.1550
LSTM 356.4623 2.1005 0.1330 17.5342 20.5528 44,7479
GRU 355.3282 1.2721 0.1280 15.8079 19.294 44,3767
LSTM/GRU 362.3874 1.2803 0.1265 16.0115 19.6213 47.6102

Tablo 4.15. Uygulanan modellerin ¢ikis parametrelerine gore sonuglari (MAE’ye gore)

Parametre Debi Sicakhik pH AKM BOIs KOl
RNN 317.8423 3.2221 0.122 12.4655 30.5799 27.14196
LSTM 280.1344 1.5912 0.0861 14.798 13.8619 15.5568
GRU 277.4599 0.9164 0.0842 13.277 10.7664 19.7002
LSTM/GRU 283.444 0.8829 0.0832 13.0351 11.5653 25.9369

Tablo 4.16. Uygulanan modellerin ¢ikis parametrelerine goére sonuglart (MAPE’ye

gore)

Parametre Debi Sicakhik pH AKM BOIs KOl
RNN 0.0106 0.1630 0.0154 0.3864 0.9598 0.2589
LSTM 0.0094 0.0922 0.0109 0.5290 0.4546 0.1366
GRU 0.0093 0.0450 0.0106 0.4807 0.3577 0.2188
LSTM/GRU 0.0095 0.0436 0.0100 0.4608 0.3665 0.2834

Tablo 4.17. Uygulanan modellerin ¢ikis parametrelerine gore sonuglart (MGD’ye gore)

Parametre Debi Sicaklhik pH AKM BOIs KOl
RNN 0.0001 0.0545 0.0004 0.1253 -- 0.1144
LSTM 0.0001 0.0136 0.0002 0.1785 0.158 0.0859
GRU 0.0001 0.0044 0.0002 0.1578 0.1266 0.0817
LSTM/GRU 0.0001 0.0045 0.0002 0.1498 0.127 0.0983
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Tablo 4.18. Uygulanan modellerin ¢ikis parametrelerine gore sonuglart (MPD’ye gore)

Parametre Debi Sicakhik pH AKM BOls KOl
RNN 5.7159 0.8318 0.0034 5.7323 - 17.2948
LSTM 4.2615 0.2423 0.0022 6.7402 7.1971 10.684
GRU 4.2329 0.0824 0.002 5.718 5.9253 10.553
LSTM/GRU 4.4015 0.0839 0.002 5.5664 6.0965 12.4957

Tablo 4.19. Uygulanan modellerin ¢ikis parametrelerine gore sonuglari (EVS’ye gore)

Parametre Debi Sicakhik pH AKM BOls KOl
RNN 0.3243 0.6062 0.0732 0.453 0.2484 0.5182
LSTM 0.4986 0.9066 0.3746 0.7108 0.7133 0.7219
GRU 0.5 0.9587 0.4374 0.75 0.7118 0.7379
LSTM/GRU 0.485 0.9525 0.4425 0.7181 0.7073 0.7119

Tablo 4.20. Uygulanan modellerin ¢ikis parametrelerine gore sonuglart (R¥’ye gore)

Parametre Debi Sicakhik pH AKM BOIs KOl
RNN 0.3215 0.5501 0.0104 0.3266 -0.1001 0.5125
LSTM 0.4943 0.8540 0.3613 0.4242 0.6036 0.721
GRU 0.4975 0.9464 0.4085 0.532 0.6507 0.7256
LSTM/GRU 0.4774 0.9457 0.4219 0.5199 0.6387 0.6842

4.3.Arastirma Bulgular:

Derin 6grenme yontemlerinden RNN, LSTM, GRU ve GRULSTM modelleri, ileri

atiksu aritma tesisi ¢ikis parametreleri lizerinde uygulamistir. Cikis parametrelerine gore

degerlendirildiginde modeller en iyi sonucu pH parametresinde, en kotii sonucu ise debi

parametresinde elde etmislerdir. Tesis verilerine bakildiginda debi parametresinin

diizgiin bir dagilima sahip olmadigr goriilmektedir. Sonuglarin kot ¢iktigr diger

parametrelerde de durum yine aynidir.

Uygulanan modellere gore GRU, LSTM ve LSTM/GRU modelleri basarili sonuglar

verirken, en kotii sonug veren model RNN olmustur.

Performans ol¢iitlerine gore degerlendirildiginde;
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MSE, RMSE, MAE ve MPD olgiitlerine gore sonucun en iyi oldugu parametre pH
olurken, en basarili model LSTM/GRU olmustur.

MAPE 6lg¢iitiine gore en iyi sonu¢ LSTM modeliyle debi parametresinde elde edilmistir.

EVS ve R? olgiitlerine gore, uygulanan tiim modellerde sicaklik parametresi en iyi
sonucu vermistir. En bagarili model ise yine sicaklik parametresinde GRU modeli

olmustur.
Cikis parametreleri 6zelinde degerlendirildiginde;

Debi parametresi i¢in, performans kriterlerine gore en basarili modelin GRU oldugu

gOriilmiistiir.

Sicaklik parametresi i¢cin; MAE ve MAPE olgiitlerine gore en iyi degerler LSTM/GRU

modelinde, diger tiim Slgiitler icin GRU modelinde en iyi degerler elde edilmistir.

pH parametresi igin tiim degerlendirme olgtitlerinde LSTM/GRU diger modellere gore

daha iyi sonuglar ¢ikarmstir.

AKM parametresi icin; degerlendirme Olciitlerine gore farkli derin 6grenme
modellerinin 6ne ¢iktig1 goriilmiistir. MSE, RMSE ve EVS olgiitlerine gére GRU
modeli 6ne ¢ikarken, MAE, MAPE ve MGD o6l¢eklerine gore RNN modeli, R? ve MPD
Olgeklerine gore LSTM/GRU modeli diger modellere gore daha basarili sonug elde

etmislerdir.

BOls parametresi igcin; MSE, RMSE, MAE, MGD ve R? 6lciitlerine gére GRU modeli
daha iyi sonu verirken MAPE o6l¢iitinde LSTM/GRU, MGD ve EVS’ye gore LSTM

modeli daha basarili olmustur

KOI parametresi i¢cin; MAE VE MAPE olgiitlerine gore LSTM, diger tiim ol¢iitlerde

GRU modeli daha iyi sonug vermistir.
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5. SONUC VE ONERILER

Yapilan bu tez ¢aligmasinda, farkli derin 6grenme modelleri, ileri biyolojik atiksu
aritma tesisi ¢ikis parametreleri iizerine uygulanmis, debi, sicaklik, pH, AKM, BOIs ve
KOI parametreleri iizerinde derin 6grenme modellerinin uygulanabilirligi arastirilmastir.
Cikis parametrelerine ait gergek veriler iizerine RNN, LSTM, GRU ve LSTM/GRU

tahmin modelleri tasarlanmistir.

Elde edilen sonuglar degerlendirildiginde, yeterli ve diizenli verilere sahip
parametrelerde uygulanan modellerin basarili sonug verdigi gézlenmistir. Mevcut veri
setindeki parametrelerden debi parametresine ait veriler yapisal olarak diizensiz
oldugundan tiim derin 6grenme modelleri bu parametre iizerinde basarisiz olmustur. En

basarili sonuglar pH ve sicaklik parametresinde elde edilmistir.

Yapilan ¢aligmada zaman serisi analizinde yaygin kullanilan derin Ogrenme
modellerinin atiksu aritma tesisi verileri tlizerindeki basaris1 degerlendirilmistir.
Tekrarlayan Sinir Aglart (RNN)’lerin, yapisi geregi her ne kadar belirli dl¢ekte hafiza
birimine sahip olsa da, ¢ok gecmis bilgileri hatirlayamadigi, ayrica kaybolan gradyan
problemlerine sahip oldugu tezin ilgili boliimiinde agiklanmisti. Deneysel calismalarda
da, RNN modelinin olumsuz olabilecek bu 6zelligi sonuca yansimis ve diger modeller

arasinda en kotii sonuglar RNN modelinden elde edilmistir.

LSTM modeli, RNN mimarisindeki bahsedilen olumsuz durumlarin iistesinden gelmek
icin tasarlanmis bir mimaridir. Uzun donem gec¢mis bilgileri hatirlayabilme kabiliyeti bu
caligmada kendini gostermis, elde edilen degerler, LSTM’in zaman serisi tahmin

problemlerinde basarili bir sekilde uygulanabilecegini gostermistir.

GRU modeli, LSTM modelinin yapisal olarak degistirilip basitlestirilmesiyle
olusturulmustur. Tim c¢alismalar sirasinda GRU modelinden elde edilen sonuglar,

LSTM modeline ¢ok yakin olmakla birlikte daha iyi sonuglar vermistir.

LSTM ve GRU modelleri birbirine ¢cok benzer yapilar oldugundan bu caligmada farkli
bir model olarak LSTM ve GRU modellerinin birlesiminden olusan bir LSTM/GRU
modeli denenmistir. Tasarlanan modelle, LSTM ve GRU modellerine ¢ok yakin

sonuglar elde edilmistir.
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Atiksu aritma tesisi ¢ikis parametrelerinin tahminine yonelik uygulanan derin 6grenme
modellerinin  birbirleriyle kiyaslanabilmesi i¢in tim modeller aym1 yapida
tasarlanmiglardir. Yapilan deneysel uygulamalarda bu sekilde genel bir tasarimda bile
modeller iistiin performans gostermislerdir. Modellerin parametrelere uygulanmasi
sonucunda, 6zellikle pH ve sicaklik parametrelerinde 0.97 ile 0.99 arasinda regresyon
degerleri hesaplanmistir. Elde edilen sonuglara gore, her bir parametre icin ayri ayri
optimum model tasarimlar1 yapildiginda, bu tez ¢aligmasinda diisiik regresyon degeri

elde edilen parametrelerde bile ¢ok iyi sonuglarin alinabilecegi diisiiniilmektedir.

Yapilan bu tez calismasiyla, atiksu aritma tesislerinde ¢ikis parametrelerinin ileriye
yonelik tahmin degerlendirmelerinde, derin 6grenme yontemlerinden LSTM, GRU ve
bunlarin kendi aralarindaki kombinasyonlarindan olusturulacak modellerle basarili

sonugclar elde edilebilecegi goriilmiistiir.
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