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ZEKIi SINIFLANDIRMA VE KUMELEME YONTEMLERININ TIBBI TANI
VE TEDAVIDE KULLANIMI

OZET

Bu tez ¢calismasinda, hastaliklarin teshis ve tedavisinde doktorlarin kararlarina destek
olmak amaci ile makine 6grenmesi igeren siiflandirma ve kiimeleme algoritmalari
kullanilmistir. Once, makine dgrenmesinin tibbi tam ve tedavideki yeri ve dnemi
hakkinda bilgi verilmistir. Siiflandirma ve kiimeleme asamalarinda kullanilan zeki
algoritmalar anlatilmigtir. Bu kapsamda yapilmis bilimsel ¢aligmalar 6zetlenmistir.
Karar destek sistemleri, tibbi karar destek sistemleri, tibbi karar destek sistemlerinin
Ozellikleri ve tibbi karar destek sistemlerinin etkileri incelenmistir. Sonra, diinyada en
cok gergeklestirilen cerrahi islemlerden biri olan sezaryen ya da normal dogum karari
i¢in énemli siniflandirma algoritmalar1 Ogrenmeli Vektoér Niceleme Sinir Aglari
(Learning Vector Quantization Neural Networks — LVQNN), Olasiliksal Sinir Aglari
(Probabilistic Neural Networks — PNN) ve Oriintii Tanima Sinir Aglar1 (Pattern
Recognation Neural Networks — PRNN) kullanilmistir. Bu ii¢ yontem karsilastirilmas,
sonuclar basar1 yoniinden degerlendirilmistir. Kanser glinlimiiziin en sik goriilen
oliimciil hastaliklarindan biridir. Timorlerin iyi huylu ya da kétii huylu oldugunun
tespiti i¢in kiimeleme yapay sinir ag1 algoritmasi Kendi Kendini Diizenleyen Haritalar
(Self-Organizing Maps — SOM) ile veri seti kiimelere ayrildiktan sonra, siniflandirma
yapay sinir aglart LVQNN, PNN ve PRNN uygulanmustir. Ayrica, yine 6nemli yapay
zeka kiimeleme algoritmalarindan Bulanik C-Ortalamalar (Fuzzy C-Means — FCM) ile
de veri seti kiimelere ayrildiktan sonra, siniflandirma yapay sinir agilart LVQNN, PNN
ve PRNN kullanilmistir. SOM ve FCM degerlerinin girdi olarak ilave edildigi bir
model daha uygulanmistir. Bu kiimeleme algoritmalarinin sayesinde, nispeten daha
diisiik basarida olan kanser siniflandirmasinin performansi artmistir. Diyabet ve tiroid
hastaliklar1 bir¢cok organda hasara yol agabilen giiniimiiziin en yaygin goriilen kronik
hastaliklarindandir. Erken tespiti nemlidir. Bu islem igin de LVQNN, PNN ve PRNN
yontemleri kullanilmis, oldukca basarili sonuglar elde edilmistir.

Mevcut arastirma, farkli makine 6grenmesi siniflandirma yontemleri kullanarak en
uygun yontem sayesinde tahminlerdeki dogrulugu iyilestirmeyi amaglamaktadir. Bu
calisma tibbi tan1 ve tedavinin smiflandirmasinda LVQNN, PNN ve PRNN
algoritmalarinin etkinligini ortaya koymaktadir. Her birinin farkli hastalikta daha
basarili oldugu goriilmektedir. Ayrica, bu calisma SOM ve FCM kiimeleme
algoritmalarinin siniflandirma iglemlerine déhil edilmesinin olumlu katki sagladigini
gostermektedir.
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THE USAGE OF INTELLIGENT CLASSIFICATION AND CLUSTERING
METHODS IN MEDICAL DIAGNOSIS AND TREATMENT

SUMMARY

In this thesis, classification and clustering algorithms including machine learning are
used to assist the decisions of doctors in the diagnosis and treatment of diseases. First,
information about the position and importance of machine learning techniques in
medical diagnosis and treatment is given. The intelligent algorithms which are used
for classification and clustering are explained. The scientific papers conducted in this
area are summarized. Decision support systems, medical decision support systems,
their features and effects are explained. Then, important classification algorithms,
namely Learning Vector Quantization Neural Networks (LVQNN), Probabilistic
Neural Networks (PNN) and Pattern Recognition Neural Networks (PRNN), are used
for deciding on vaginal delivery or cesarean section, which is one of the most
commonly performed surgical operations in the world. The results of these three
algorithms are compared and evaluated in terms of success. Nowadays, cancer is one
of the most common fatal diseases. To determine whether the tumors are benign or
malignant, the data set is divided into clusters with the clustering neural network
algorithm Self-Organizing Maps (SOM), then the classification neural networks
LVQNN, PNN and PRNN are applied. In addition, the data set is divided into clusters
with Fuzzy C-Means (FCM), which is one of the significant intelligent clustering
algorithms, then the classification neural networks LVQNN, PNN and PRNN are again
used. Another model is applied in which SOM and FCM values are added as input to
the classification neural networks. Thanks to these clustering algorithms, the accuracy
of cancer classification has increased. Diabetes and thyroid diseases are among the
most common chronic diseases of today which can cause damage to many organs.
Their early detection is important. LVQNN, PNN and PRNN algorithms are used for
these diseases and very successful results are obtained.

During pregnancy and childbirth period, the baby and mother may face many risks,
and the type of delivery method should be decided after regular monitoring processes.
Cesarean section is preferred in cases where vaginal delivery poses a risk of morbidity
or mortality for the baby or mother. Cesarean section is one of the most commonly
performed surgical operations across worldwide. Early and correct caesarean section
decision would help reduce the problems which may occur for the mother and the
baby. The appropriate delivery method can be determined by using some intelligent
methods. For this purpose, in this thesis, 3 different classification neural network
techniques are used, namely LVQNN, PNN and PRNN. Each neural network
technique is first trained and then tested with the Tabriz Health Center data set, which
includes the childbirth results of 80 pregnant women and information about their age,
delivery number, delivery time, blood pressure and heart status. These neural networks
classify data into two categories: vaginal delivery or cesarean section. Figures and
tables show that all of the neural networks provide successful results in classifying the
delivery method. LVQNN model has classified the delivery method with only 2 errors

XiX



in 20 test data and 10 errors in 60 training data. On the other hand, PNN and PRNN
have produced the same results: a total of 66 (82.5%) delivery method results are
classified correctly, 3 errors are made in the test set and 11 errors are made in the
training set. Therefore, the LVQNN model gives better accuracy rates compared to the
PNN and PRNN models. The results show that LVQNN is a better delivery classifier,
reaching 83.33% and 90% accuracy rates in the training and testing phases,
respectively. PNN and PRNN are capable of achieving 81.67% and 85% delivery
classification accuracy for the training and testing data, respectively.

Cancer, one of the important diseases of our age, is the uncontrolled and continuous
proliferation of some cells in the body due to damage of cell DNA under the influence
of environmental and genetic factors. Cancer is the second disease that causes death
after the cardiovascular diseases. In recent years, early diagnosis can be achieved
through cancer screenings. Thanks to advances in surgical and medical treatments,
cancer has become more treatable disease and survival rates have increased. In this
thesis, a prediction system for the diagnosis of breast cancer, which is the most
common type of cancer for women, is applied with the artificial neural networks.
"Mammaography Mass Breast Cancer" dataset obtained from the UCI machine learning
database is used, which consists of patient records of the Erlangen—Nuremberg
University Hospital. Different neural network models have been developed, trained
and tested. During training, 2/3 of the 961 samples, that is 641, are used. The remaining
320 samples are used for testing. 355 of the samples used in training are benign, 286
are malignant, and 161 of the samples used in the test are benign and 159 belong to
the malignant class. In Model-I, the tumor is classified as benign or malignant using
LVQNN, PNN and PRNN. PNN with a spreading factor of 0.17 produced the best
results. The accuracy rate of this network is 525/641 = 81.9% for the training data and
274/320 = 85.63% for the test data. In Model-11 and Model-I1l, first the SOM and FCM
networks and the breast cancer data set are divided into 2 clusters (clusters A and B),
since the optimum number of clusters is determined as 2 according to the Davies—
Bouldin and Silhouette methods, and then each set is trained and tested with LVQNN,
PNN and PRNN. In Model-I1, PRNN and LVQNN have produced the most successful
results for in cluster A and B, respectively. For cluster A, the best results are obtained
with a PRNN which has 46 neurons in its hidden layer and trained by the Levenberg—
Marquardt learning algorithm. For cluster B, the best results are obtained with a
LVQNN which has 34 neurons in its hidden layer and trained by the learnlv2 learning
function. The total accuracy rate of these two networks is calculated as 526/641 =
82.06% for the training data and 279/320 = 87.19% for the test data. In Model-IlI,
where FCM is used, PRNN and LVQNN have produced again the most successful
results for in cluster A and B, respectively. The total accuracy rate of these networks
is calculated as 543/641 = 84.71% for the training data and 279/320 = 87.19% for the
test data. In Model-1V, where SOM and FCM values are added as input, an accuracy
rate of 275/320 = 85.94% is obtained for the test data of both LVQNN, and PNN, and
PRNN. Model-1V-C (both SOM and FCM values are input) gives the most successful
result for the training data with 523/641 = 81.59% accuracy. As a result, the proposed
and applied Model-I11 is the best model which has increased the accuracy rate of tumor
classification as benign-malignant.

Diabetes is one of the serious chronic diseases of our age, whose prevalence is
increasing all over the world, can be seen at all ages, although it is more common in
adults, and can cause organ and function losses and even death as a result of
complications in different systems. It is known that approximately 400 million people
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in the world have diabetes, this number is increasing rapidly every year, and it is
estimated that millions of people are in the risk group for becoming diabetes. By
identifying people in the diabetes risk group and starting treatment early, damage to
different organs can be reduced. In this thesis, the Sylhet, Bangladesh early diabetes
risk dataset obtained from the UCI machine learning database is used. This data set
contains a total of 17 attributes of 520 patients. 320 people has got diabetes and 200
has not got. 2/3 of the data is used during training and the remaining 1/3 is used for
testing. Classification for early diabetes risk diagnosis is made with LVQNN, PNN
and PRNN. The PRNN, which has 49 neurons in its hidden layer and trained by the
Levenberg—Marquardt learning algorithm, has produced the most successful test
results. The accuracy rate of this network is calculated as 344/347 = 99.14% for
training data and 169/173 = 97.69% for test data. LVQNN and PNN have performed
the classification of test data with accuracy rates of 167/173 = 96.53% and 166/173 =
95.95%, respectively.

Thyroid hormones secreted from the thyroid gland regulate the metabolic rate. It has
effects on heart rate, blood pressure, blood lipids, appetite, digestive system,
musculoskeletal system and nervous system. Thyroid hormone should be at normal
levels for a healthy life. It is undesirable for the thyroid gland to work more or less.
Due to the dysfunction of the thyroid gland, the functioning of many tissues and
systems is negatively affected, and if left untreated, it may cause serious health
problems. In this thesis, the thyroid function dataset consisting of 22 features of 7200
people from the Garavan Institute, Sydney, Australia, obtained from the UCI machine
learning database, is used. 166 samples in this data set belong to the normal class, 368
to the hyperthyroidism class and 6666 to the hypothyroidism class. 2/3 of the data is
used during training and the remaining 1/3 is used for testing. Classification for the
diagnosis of thyroid function is made with LVQNN, PNN and PRNN. The PRNN,
which has 3 neurons in the hidden layer and trained by the Bayesian learning
algorithm, has produced the most successful test results. The accuracy rate of this
network is calculated as 4780/4800 = 99.58% for training data and 2377/2400 =
99.04% for test data. LVQNN and PNN have performed the classification of test data
with accuracy rates of 2228/2400 = 92.83% and 2203/2400 = 91.79%, respectively.

This research aims to improve the accuracy of predictions using different machine
learning classification algorithms. This study shows the effectiveness of LVQNN,
PNN and PRNN algorithms in the classification of medical diagnosis and treatment.
Each of them appears to be more successful in different diseases. Furthermore, this
study shows that including SOM and FCM clustering algorithms to classification
processes make positive contribution.
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1. GIRIS

Saglik, Diinya Saglik Orgiitii’niin (DSO) tanimimna gore bedenen, ruhen ve sosyal
yonden tam bir iyilik halidir. Saglik, Maslow’un ihtiyaglar hiyerarsisinin bir basamagi
olan giivenlik ihtiyact basamaginda bulunmaktadir. Saglik hizmetleri, bireylerin ve
toplumlarin  sagliklarim1 ~ stirdiirebilmeleri i¢in  oncelikle toplumu egitmeyi,
bilinglendirmeyi, hastaliklarin olugmasini ve ilerlemesini dnlemeyi hedefler. Saglik
hizmetleri sagligin korunmasi, olusan hastaliklarin erken dénemde teshis edilip,
ilerlemeden tedavi edilmesi, tedavi sonrasinda da rehabilitasyonunu igeren genis

kapsamli hizmetler biitiintidiir.

Teknolojide yasanan gelismeler, her alan1 pozitif yonde etkilemektedir. T1p sektoriinde
bilgisayarlar ve yapay zeka, karmasik verilerin analizi ve verilerden anlamli sonuglarin
ortaya ¢ikarilmasi amaciyla kullanilmaktadir. Bir veri setindeki anlamli iligkileri
bulma potansiyelleri sayesinde, bir¢ok klinik vakada tan1 koymayi, tedavi yontemini
belirlemeyi ve olasi sonuglari tahmin etmeyi saglamaktadir. Tip alanindaki yapay zeka
uygulamalari, daha etkin hastalik teshisi, siniflandirilmasi, 6ngoriilmesi, risk
derecelerinin tayini, tibbi goriintiilerin islenmesi gibi faydalari sayesinde, maliyeti

diisiirmekte, hastalarin refahin1 yiikseltmektedir.

1.1. Tibbi Tanm ve Tedavi

Hastalik, viicudun tamami veya bir kismini yapisal ve islevsel olarak olumsuz
etkileyen degisiklikler sonucu ortaya ¢ikan patolojik durum olarak tanimlanabilir.
Hastaneler; hastane binalari, gelismis tibbi cihazlar, doktor, hemsire ve yardimci saglik
personelleri ile hastalarin kabul edildigi, teshis ve tedavilerinin yapildigir saglik
kurumlanidir. Hastaneler yarali ve hastalarin muayene, tetkik ve tedavileri yaninda
sagliklt bireylerin de sagliklarin1 koruyabilmeleri i¢in tarama ve kontrollerinin

yapildigi, ayaktan veya yatarak hizmet veren kuruluslardir.

Hastaliklarin tanilar1 hastanin semptom ve belirtileri, muayene bulgulari, laboratuvar
sonuglar1 ve goriintilleme yontemlerinden faydalanilarak konulur. Hastaliklarin

olusmasini ve ilerlemesini 6nlemek tedavi etmeye gore daha kolay ve ucuz oldugu i¢in



koruyucu saglik hizmetleri biiyilk 6nem tagimaktadir. Tedavi bedenen veya ruhen
hastalanan, sagligimi kaybetmis kisilerin tekrar sagligima kavusup iyilesmesi igin
uygulanan saglik hizmetlerinin tamamidir. Tim hastaliklar1 tamamen tedavi
edebilmek her zaman miimkiin olmamaktadir. Rehabilitasyon ile hastaliklardan sonra

olusan kalic1 hasarlar1 en aza indirgeme amagclanir.

Saglik bilisimi; matematik, biyoistatistik, miihendislik, bilgisayar ve bilisim
teknolojilerini saglik bilimleri ile birlestirerek saglik alaninda veri toplama, isleme,
analiz, karar verme, bilimsel ¢6ziimleme ile saglik uygulamalarinda bilgi yonetimine
olanak saglayan bir bilim dalhidir. Bilgi sistemleri ve iletisim teknolojilerindeki
gelismeler ile saglik alanindaki birgok bilgi ve veri bilgisayar ortamina sayisal olarak

aktarilmakta, saklanilmakta ve kolaylikla tekrar erisilebilmektedir.

1.2. Tibbi Tan1 ve Tedavide Klasik Yontemler
1.2.1. Tamsal laboratuvar testleri

Biyokimya laboratuvari: Hastane ve diger saglik kuruluslarinda viicuttan alinan
orneklerin (kan, idrar, beyin omurilik sivisi, mide sivisi, tiikiiriik vb.) biyolojik

analizlerinin yapildig1 ve yapilan testlerin yorumlandig: birimdir.

Biyokimya laboratuvarinda uygulanan testler; tam kan sayimi, biyokimyasal testler,
kan sekeri, kan gazi, pihtilagma testleri, tiimor belirtecleri, hormon testleri, idrar
testleri, karaciger ve bobrek fonksiyon testleri, ilag diizeyleri vb. testler olarak
siralanabilir. Birgok hastalifin tani, teshis ve tedavi asamalarinda biyokimya

laboratuvarlar1 gorev almaktadir.

Mikrobiyoloji laboratuvari: Mikrobiyoloji bakteri, viriis, mantar, maya, kiif gibi
mikroorganizmalar1 ve bu mikroorganizmalarin neden oldugu hastaliklar1 inceleyen

bilim dalidir. Mikroorganizmalarin birgogu insanlarda farkli hastaliklara yol acar.

Insanlarda hastaliga neden olan bakterilerin tespit edilip ¢cogaltilmasi, bu bakterilere
kars1 duyarli antibiyotiklerin belirlenmesi bakteriyoloji, viriislerin tani testleri ile tespit
edilmesi viroloji, yine ¢esitli hastaliklara neden olan mantarlarin ve bunlara kars1 etkili
olan antifungal ilaclarin etkinliklerinin belirlenmesi mikoloji, ¢esitli viicut sivilarinda
parazitlerin arastirilmasi parazitoloji, antijen veya anjenlere karsi olusan antikorlarin
tespit edilmesi ile hastaliga neden olan etkenin belirlenmesine yardimci olan yontem

seroloji olarak tanimlanir.



Mikrobiyoloji laboratuvarinda hastalardan alinan kan, idrar, balgam, gaita, doku
ornekleri gibi numuneler gelismis mikroskoplar ve 6zel soliisyonlar kullanilarak
degerlendirilir. Yapilan tetkikler mikroorganizma kaynakli hastaliklarin tanisi,
tedavisi ve takibinde faydali olmaktadir. Mikrobiyoloji laboratuvarlarinda kullanilan
testler, direkt mikroskobik inceleme, boyali mikroskobik inceleme, kiiltiir testleri,
antibiyogram, antifungal duyarlilik testleri, antijen ve antikor testleri, parazitoloji

testleri olarak siralanabilir.

1.2.2. Tamsal goriintiileme yontemleri

Radyoloji teknolojinin gelisimi ile birlikte hizla gelismekte ve daha net goriintii
kalitesine sahip sonuglar1 daha hizli elde etmek miimkiin olmaktadir. Elde edilen
gorlintiiler  dijital formatta  degerlendirilebilmekte, gdnderilebilmekte ve

saklanabilmektedir.
Gorilintiileme yontemleri 3 grupta degerlendirilebilir:

1. Transmisyon: X-isin1 tiipiinden ¢ikan 1gin demetinin hastay1 gegerek 1ginlarin filme
diismesi ile goriintii olusur. Konvansiyonel radyografi, bilgisayarli tomografi,

anjiografi ve floroskopi, transmisyon goriintiileme yontemleridir.

2. Refleksiyon: Yansima prensibini kullanir. Ultrason refleksiyon goriintiileme

yontemidir, dokulardan yansiyan yiiksek frekansli ses dalgalari ile goriintii elde edilir.

3. Emisyon: Yayilim, salinim prensiplerini kullanir. Manyetik rezonans ve niikleer tip
yontemleri emisyon prensibine dayali goriintiileme yontemleridir. Goriintii
olusturmada manyetik rezonans goriintiilemede hastadan kaynaklanan radyofrekans

sinyalleri, niikleer tipta ise gama 1sinlar1 ve pozitron salinimi kullanilir.

Tanisal goriintiilemelerde  goriintli  olusturmak i¢in  farkli enerji tlirleri
kullanilmaktadir. Tanisal goriintileme amaciyla kullanilan X-ismnlart iyonizan
radyasyondur. [yonizan radyasyon kimyasal ve elektronik baglarin kirilmasina yetecek

derecede enerjiye sahiptir ve atomu iyon haline getirmektedir.

Hasta i¢in dogru goriintiileme yontemi se¢mek ve radyolojik goriintiilerin
yorumlanabilmesi i¢in yeterli klinik bilgiye sahip olmak onemlidir. Hastanin yas,
cinsiyeti, sikayeti, muayene bulgulari, gecirdigi hastaliklar, uygulanan tedaviler gibi
bilgiler radyolojik istem formunda belirtilmelidir. Patolojik goriintiiyii anlayabilmek

icin incelenen bdlgenin normal radyolojik goriintiisiinii iyi bilmek gereklidir.



Ekstremiteler degerlendirilirken normal tarafi da igeren karsilagtirmali goriintiileme
yapmak patolojik bulgularin daha kolay taninmasina olanak saglar. Radyolojik
degerlendirmede goriintii kalitesi, hasta pozisyonunun dogrulugu, alinan kesitlerin

yonii, sayist dogru tani i¢in 6nemlidir.

Yaygin kullanilan tanisal goriintiileme yontemleri sunlardir (Beyazova ve Gokge-

Kutsal, 2000):

Direkt grafi: Ucuz, hizli, kolay uygulanabilir, giivenilir ve zorunlu hallerde tasinabilir
oldugu icin kas iskelet sistem patolojilerinde ilk tercih edilen ve en ¢ok kullanilan
gorlintiileme  yontemidir. Kemik, kas ve diger yumusak dokularin
goriintiilenebilmesini saglayan, farkli boyutlardaki alanlar1 tek bir goriintiiye
sigdirabilen bu yontemde iyonizan radyasyon kullanilmaktadir. Uzun kemik kiriklar
ve baz1 kemik tliimoérlerinin tanisinda bagka tetkike gerek kalmadan tek basina
yeterlidir. Dezavantaji goriintiilenen yapilarin {ist liste gelmesi yani siliperpoze

olmasidir.

Bilgisayarhh Tomografi (BT): 1970’11 yillarin basinda Godfrey Hounsfield ve Allan
Cormack tarafindan kesfedilmis bir goriintiileme yontemidir. Kesitsel bir goriintiileme
yontemidir. Konvansiyonel radyografilerde incelenmek istenen bolgenin film lizerinde
basit geometrik projeksiyonlar1 olusturulurken, tomografi ile birden fazla planda
projeksiyonlar elde edilip, bilgisayar araciligi ile matematiksel olarak birlestirilip
Kesitsel goriintiilere dontstiiriiliir. Helikal, kesitler alabilen, biiyiik bir anatomik
bolgeyi birka¢ saniye gibi ¢ok kisa silirede tarayabilen gelismis cihazlardir. Direkt
grafilerin dezavantaji olan siiperpoze sorununu ortadan kaldirir. Standart X-1sinindan
cok daha yiiksek kontrast rezoliisyonuna sahiptir. Azalmis sagilim, foton saptama
efektivitesinde artma ile yumusak dokularn birbirinden ayrimina olanak verir.
Bilgisayarli tomografinin istiinliikleri kesitsel goriintii alabilmesi, yiiksek kontrast
rezoliisyonu, geometrik dogruluk ve yumusak doku farkliliklarini belirleyebilmesi
olarak siralanabilir. Yumusak doku ve kemik kitlelerinin degerlendirilmesi, kanama
yeri ve biiyilikliigiiniin tespiti, akciger nodiilleri, karaciger kitlelerinin tanisi, kanser
tedavilerin etkinliklerinin degerlendirilmesi gibi bircok alanda kullanilir. Travma
hastalarinda ¢ok kisa silire icinde bircok sistemin ayrintili degerlendirilmesi

gerektiginden ¢ogu kez ilk goriintiileme yontemi olarak BT tercih edilmektedir.



Manyetik Rezonans (MR): Manyetik rezonans goriintiileme giiclii bir manyetik alan
icerinde bulunan atomlardaki salinim prensibine dayanir. Igerdigi proton ve ndtronlar
nedeni ile atom kiigiik bir miknatis gibi davranir, niikleuslarin ¢cogu ¢ift sayida nétron
ve proton icerdigi i¢in manyetizasyon olugsmazken tek sayida ndtron ya da protona
sahip niikleuslarda bir manyetizasyon olusur. Hidrojen atom ¢ekirdeklerinde bulunan
proton manyetik alanla uyarilir, hidrojen atom hareketlerine ve yogunluklarina gore
dokudaki goriintii olusur. Dokularin farkli 6zelliklerini vurgulamak igin ¢oklu
manyetik degisken pulse sekanslara sahiptir. Elde edilen veriler bilgisayar
algoritmalar1 ile kesitsel goriintiilere dontstiiriilir. Yumusak doku c¢oziiniirligi
yiiksek goriintiiler elde edilir. Beyin, karaciger, omurilik, kas ve kalp gibi yumusak

dokular diger goriintiileme yontemlerine gore daha ayrintili sekilde goriintiilenebilir.

Konvansiyonel radyografi ve bilgisayarli tomografi gibi iyonizan radyasyon icermez.
Harekete tomografiye gore daha duyarlidir, ¢ekim sirasinda hasta uyumu 6nemlidir.
Hastalarda kalp pili veya MR ile uyumlu olmayan metalik implantlar varsa, MR
uygulanmamalidir. Norolojik rahatsizliklarda; bas agrisi, beyin tiimori siliphesi,
migren ve epilepsi hastalarinda, kas iskelet sistemi hastaliklarinda; omurga
yaralanmalari, spor yaralanmalari, boyun, sirt, bel bolgesi patolojileri, eklem, tendon
ve ligaman hasarlarinin  tespiti, kemik ve yumusak doku kitlelerinin
degerlendirilmesinde kullanilir. Ayrica akciger, kalp, damar, karm i¢i organlardaki

patolojilerin tespitinde biiylik dnem tagir.

Ultrasonografi: Ultrasonografi hizli, iyonizan radyasyon i¢ermeyen, yumusak doku
¢Oziinlirligl yiiksek, giivenilir bir goriintileme yontemidir. Yiizeysel dokularda
duyarlilig1 yiiksek, derin dokularda daha diisiiktiir. Ger¢cek zamanli bir goriintiileme
yontemi olmasi dinamik incelemeler yapilmasina olanak saglar. Dogru sonug igin

ultrasonografi, deneyimli bir radyolog tarafindan gerceklestirilmelidir.

Yiiksek titresimli ses dalgasi liretebilen, bunlar1 dokulara ileten ve dokulardan geri
gelen dalgalari algilayabilme 6zelligine sahip problar kullanilir. Probda piezo-elektrik
kristalleri bulunur, bu kristaller elektrik akimim1 mekanik basing dalgalarina
doniistiiriir, olusan ses dalgalar1 dokulara gonderilir, her dokunun ses dalgalarina farkli
direngleri vardir, dokulara gonderildikten sonra yansiyip tekrar geri donen ses
dalgalar piezo-elektrik kristalleri ile elektrik akimina gevrilip goriintii olusturulur.
Akustik empedanslar1 farkli dokular arasi gegislerde ses dalgasi yansima ve

kirilmalara ugrar. Dokularin ses dalgasina kars1 farkli direnglerinin olmasi dokularin
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farkli tonlarda goriintiilenmesi ile sonuglanir. Fazla yansitict oldugu igin kemik,
bobrek ve safra taglar1 goriintiide beyaza yakin gri, ses dalgalarini iyi gegirdigi az
yansittig1 i¢in mesane ve damarlar goriintiide siyaha yakin gri, karaciger gibi organlar

ise orta diizey gri renkte goriintiilenir.

Ultrasonografi bircok hastaligin tanisinda ve giivenilirligi nedeniyle hamilelerde
gebelik takibinde kullanilir. Kalp ve ana damarlarin yapist, kalp kapake¢iklariin iglevi,
kalp yetmezligi, safra kesesi, karaciger, bobrek, dalak, mesane gibi i¢ organ
hastaliklari, tiroid, paratiroid, meme, testis ve overlerdeki kitleler, bebeklerde kalga ve

beyin ultrasonografi ile degerlendirilebilir.

Niikleer tip (Sintigrafik yontemler): Niikleer tip kisilere radyoaktif madde verilerek
organ fonksiyonlarimi ve metabolik aktivitelerini goriintiillemeyi saglayan bir
gortintiileme ve tedavi uygulama yontemidir. Goriintiileme amaci ile elektromanyetik
karakterde gama 1ginimi yapan radyoniiklidler, tedavi amaciyla ise daha agir ve
iyonizasyon giicii yiiksek, partikiiler karakterdeki alfa ve beta 1sinlar1 sagarak bozunan
radyoizotoplar kullanilmaktadir. Verilen radyofarmasdtiklerden yayilan gama 1sinlari,
gama kameralar ile tespit edilerek goriintii olusturulur. Kemik, beyin, bobrek ve kalp

sintigrafisi ile ilgili organlarin fonksiyonlar1 degerlendirilir.

1.3. Tedavi Yontemleri

Baslica tedavi yontemleri koruyucu, tedavi edici (medikal, cerrahi) ve rehabilitatif

tedavidir:

Koruyucu tedavi: Birey ve toplum sagliginin korunmasi, hastaliklarin, sakatliklarin
engellenmesi, hastalik bulgulari ortaya ¢ikmadan erken tan1 konmasi ve tani1 konulan
hastaliklarin en kisa siirede tedavisine baslanmasi koruyucu saglik hizmetlerinin
hedefleridir. Saglik egitimi, bulasic1 hastaliklardan korunmak i¢in asilama, erken tani
icin tarama testleri, aile planlamasi, beslenme ve hijyen egitimleri, temiz su
kaynaklarinin saglanmasi, hava kirliliginin 6nlenmesi, atik kontrolii ile hastaliklar:

olugsmadan 6nlemek, kisileri ve toplumu hastaliklara kars1 gii¢lii kilmak miimkiin olur.

Tedavi edici: Saglik durumu bozulup hastaliklarin olusmasi sonrasinda tedavi amagli

yapilan medikal (ilag) ve cerrahi miidahale gibi uygulamalar igerir.

Rehabilitatif tedavi: Hastalik veya kaza sonucu olusan kalic1 sakatliklarin sonuglarini

en aza indirmek, kisinin fiziksel, ruhsal ve mesleki potansiyellerini en iist seviyeye



cikarmak, rezidiiel sakatliga karsin optimal fonksiyonu saglamak, bagkalarina
bagimlilig1 azaltmak amaciyla uygulanan tedavileri kapsar. Rehabilitasyonda temel
amag kisinin giinliik yasamda olabildigince bagimsiz olarak islev gérme yeteneginin

gelistirilmesidir.

Bedensel engellerin miimkiin olabildigi kadar diizeltilmesi ve kisinin kendi kendine
yetebilecek diizeye gelmesi igin uygulanan rehabilitasyon tibbi rehabilitasyon; kaza
veya hastaliklar nedeniyle ¢alisma hayatindan uzaklasan kisinin isine en kisa zaman
icinde donmesini saglamay1 hedefleyen ya da engeli nedeniyle isine donemeyecek
kisilerde mevcut durumuna uygun is bulma, isi 6gretme amaciyla uygulanan

rehabilitasyon mesleki rehabilitasyon olarak isimlendirilir.

1.4. Karar Destek Sistemleri

Karar verme islemi, farkli segenekler, yollar, imkanlar arasindan kisinin kendi
amaglart ve hedefleri i¢in en iyi ve en uygun olani se¢ebilmesi olarak tanimlanabilir.
Karar verme siirecini kararin 6nemi, karar verme siiresi, segeneklerin sayisi, potansiyel
sonuclari gibi bir¢cok degisken etkileyebilmektedir. Farkli duygu, diisiince, muhakeme,
zihinsel ve ruhsal fonksiyonlarin beraber ¢alismasi ile sonuca varilabilir. Bu siiregte
giivenilir bilgi ve dogru kaynaklara ihtiyag¢ duyulur, en dogru karara ulasabilmek igin
farkli seceneklerin degerlendirilmesi ve sonuglarinin analizi gerekmektedir. Dogru ve
hizli kararlar verebilmek i¢in, sorunlara ait verilerin uygun bir siirede karar vericilere

aktarilmasi onemlidir.

Karar Destek Sistemleri (KDS), farkli kaynaklardan elde edilen verileri entegre ederek
kurumsal ve uzmanlik gerektiren alanlarda hizli ve dogru kararlar verebilmesi i¢in
kullanilir. Saglik sektoriinde hastalik belirti ve bulgularmin, laboratuvar ve
goriintiileme yontemlerinin hizli analizi, dogru tani, erken teshis, etkili ve verimli bir
tedavi i¢in biiylik 6nem tasir. Tam1 koyma siireci birgok hastalikta benzer belirti ve
bulgularin olmasi, ayirict tanida ¢ok sayida hastaliin olmasi nedeniyle karmasik
olabilmektedir. Klinik karar destek sistemleri, hastaya 6zgii bilgilerin yaninda giincel
bilimsel bilgileri kullanarak, hekimlerin hastay1 en iyi bigimde degerlendirmesine
olanak saglar (Omiirbek ve ark., 2013).



1.4.1. Tibbi karar destek sistemleri

KDS 1950’lerin ortalarindan itibaren saglik sektoriinde kullanilmaya baglanmis, Tibbi
Karar Destek Sistemleri (TKDS) olarak isimlendirilmistir. TKDS saglik
personellerinin tibbi alanda karar vermelerinde destek saglayan bilgisayar
programlaridir. Sistemin gelisimi i¢in saglik ¢alisanlart ve bilgi teknolojileri uzmanlari
birlikte calismaktadirlar. Bu sistemler hastaya ait verileri analiz ederek teshis ve tedavi
ile ilgili kararlarda saglik uzmanlarina yardimci olurlar. Tibbi verilere ihtiyag
duyuldugunda farkli yerlerden erisilmesine de olanak saglarlar. TKDS saglik hizmeti
ve egitimi veren kurumlarda tip, dis hekimligi, eczacilik gibi farkli disiplinler

tarafindan kullanilmaktadir.

Elektronik saglik kaydi sistemleri ile kisiye ait bilgiler (boy, kilo, yas, vb.), teshisler,
kronik hastaliklar, yapilan tetkikler, radyolojik goriintiilemeler, recete edilen ilaglar,
bireysel uyarilar (alerji vb.), gegirilen operasyonlar, ailedeki genetik ge¢isli hastaliklar,
gebelik takibi, cocuklarda as1 takibi gibi birgok bilgi elektronik ortamda depolanir.
Depolanan bu bilgiler bir sonraki hastane bagvurusunda hasta ve hekime kolaylik

saglamaktadir.

Bilisim sistemlerinden saglik kuruluslari, verilerin hizlica islenmesi, bilgilerin
depolanmasi, hastalik teshisleri, alternatif tedavi yontemleri, laboratuvar hizmetleri
gibi bircok alanda faydalanmaktadir. TKDS, sisteme girilen verileri kullanarak
kullanicilarina alternatif 6neriler olustururlar. Destek sistemleri yoneticiler tarafindan

hastane yonetimini desteklemek i¢in idari ve mali islerde de kullanilmaktadir.

Yayginlasan ve gelisen teknolojiler sayesinde daha fazla dijital veriye sahip
olunabilmektedir. TKDS farkli kaynaklardan elde ettigi verileri isleyerek ve
degerlendirerek daha dogru kararlar verilmesine olanak saglarlar. Makine 6grenimi,
derin 6grenme algoritmalar1 ve yapay zeka teknolojilerinin kullanilmasi ile insan

hatasini en aza indiren, daha dogru karar veren destek sistemleri gelistirilebilecektir.

TKDS’nin gelistirilmesinde genellikle kural tabanli yaklasimlar, yapay sinir aglart,
bulanik mantik ve zeki etmenler gibi yontemlerden faydalanilmaktadir. Bu tiir TKDS,
bilgi tabanli sistemler olarak da nitelendirilir. Bilgi tabanli sistemler, yapay zeka teknik
ve yontemlerinin bir tirlintidiir. Analitik araglari, matematiksel model ve algoritmalari,
sezgisel yaklasimlari ve makine 6grenmesi algoritmalarini kullanarak olusturdugu

kararlarin kanitlanabilirligi ve glivenilirligi yiiksektir. Yapay zeka, algilama, 6grenme,



kavramlari birlestirme, diisiinme, akil yliriitme, problem ¢6zme, dogal dil anlama,
iletisim kurma ve karar verme gibi insan zekasina 6zgii gelismis biligsel etmenleri ve
otonom davranislari gergeklestirmesi i¢in tasarlanmig yapay sistemlerdir. Yapay zeka
teknolojilerini kullanilan TKDS, hastanelerde doktorlarin ve saglik personelinin var

olan datay1 daha dogru ve hizli anlamasini ve kullanmasini saglamaktadir.

1.4.2. Tibbi karar destek sistemlerinin 6zellikleri

TKDS, Sekil 1.1’de gosterildigi gibi, genel olarak veritabani, ¢ikarim motoru,
kullanict arayiizii, agiklama modiilii ve ¢alisma bellegi olarak lizere 5 temel 6geden

olusmaktadir:

Veritabami: Baslangigta tip alanindaki uzmanlar ile bilisim uzmanlar1 yardimi ile
hastaya ait veriler girilir, saklanir, daha sonraki siirecte kitap, makale, bilgisayar

uygulamalari gibi kaynaklardan hastaliklarla ilgili veriler toplanir.

Cikarim motoru: Sistemin ana parcasidir. Veritabani modiiliinden alinan bilgiler
¢ikarim motoru tarafindan kullanilir. Hasta ile ilgili bilgileri ve sistemdeki bilgileri
kullanarak belirli durumlar ile ilgili sonuglar ¢ikarir. Cikarim motorunun gorevi sistem

tarafindan yapilmasi gereken tiim islemleri denetlemektir.

Calisma bellegi: Hastalarin yas, cinsiyet, gecirilmis hastaliklari, alerjisi olup
olmadigi, kullandig: ilaglar, gecirdigi operasyonlar gibi bilgiler toplanir ve bunlar
hasta kayitlar1 veritabanina kaydedilebilir veya uyar1 mesaji olarak saklanabilir. Hasta

ile ilgili toplanan bilgiler ve kayitlar ¢alisma bellegi olarak adlandirilir.

Kullamiel arayiizii: Sistemi kullanan saglik personeli ile ¢gikarim motoru ile arasindaki
etkilesimi saglayan, bu islemi gerceklestirirken agiklama modiiliinii de kullanan
kisimdir. Hastaya ait gerekli bilgilerin sisteme girildigi ve sonucun sistemde
goriintiilendigi ekrandir. Kullanici arayiiz tasarimlarinin amacina hizmet ederken
kullanic1 dostu da olmasi, saglik sektoriinde kiymetli olan zamanin daha etkin

kullanilmasin1 saglar.

Aciklama modiilii: Bu modiil ¢calisma bellegindeki hasta verileri ile ¢ikarim motoru
tarafindan elde edilen sonuglarin gerekgelerinin olusturmasindan sorumludur. Klinik
karar verme siirecinde farkli asamalarda belirsizlikler olusabilir. Bu asamadaki
belirsizlikler eksik bilgi, hatali laboratuvar sonuglari, beklenmeyen ilag yan etkisi,

hastalarin farkl fizyolojik 6zellikleri vb. nedenlerden kaynaklanabilir.
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Sekil 1.1. Tibbi karar destek sistemleri (TKDS) bilesenleri.

Tibbi klinik KDS es zamanli (senkron) veya es zamanli olmayan (asenkron) sekilde
calisabilir. Es zamanli calisan destek sistemleri, sistemden ¢ikis bekleyen kullanici ile
dogrudan iletisim kurarlar. Ornegin hastaya ilag yazarken yazilan ilaglarin birbiri ile
etkilesimi varsa ya da hastada daha 6nce alerjik reaksiyona neden olan bir ilagsa sistem
bunun denetlenmesini saglar ve kullaniciya uyarici bilgi verir. Es zamanl olmayan
(asenkron) modda ise sistemden ¢ikis bekleyen herhangi bir kullanicidan bagimsiz
olarak kararlar gergeklestirilir. Asenkron TKDS’ne 6rnek olarak yillik check-up

ziyaretinin hatirlatilmas verilebilir (Pala, 2013).

1.4.3. Tibbi karar destek sistemlerinin etkileri

TKDS hastaya ait bilgileri ve veritabanindaki tiim bilgileri dogru ve hizli sekilde analiz
edip filtreleyerek klinisyenler tarafindan verilen saglik hizmetlerinin gelismesine ve
kolaylagmasina yardimci olurlar. Gerekli tibbi bilgilere kolayca ulagilmasi, 6nlenebilir
hastaliklarin zamaninda taranmasi, hastaliklara dogru teshis konmasi, tedavi takibi
TKDS ile etkili sekilde yapilabilmektedir. Karar vermedeki olumlu etkisi disinda,
hastanin daha Once yapilan laboratuvar ve radyolojik tetkiklerine ulasilabilmesi,
tekrarlanan testlere karsi klinisyeni uyarmasi maliyeti diisiirmekte hasta ve lilke
ekonomisine yarar saglamaktadir. Klinisyenler kendi bilgi birikimleri, mesleki
tecriibeleri yaninda TKDS nin 6nerilerini gdzden gecirerek, hasta i¢in en dogru karari

rahatlikla verebilirler (Pala, 2013).
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2. METOT VE YONTEMLER

Bu tez ¢alismasinda, dogum yonteminin belirlemesi (sezaryen ya da normal dogum),
timoriin iyi-kotii huylu teshisi, erken diyabet riski tanisi ve tiroid fonksiyon
hastaliklar1 i¢in makine 6grenmesi algoritmalarindan faydalanilmasi hedeflenmistir.
Bu amag¢ dogrultusunda, bu bolimde, kullanilan zeki siniflandirma ve kiimeleme
teknikleri agiklanmistir. Sonraki boliimlerde ise, bu hastaliklar ve veri setleri hakkinda

bilgi verilmis, uygulanan siniflandirma adimlar1 anlatilmistir.

2.1. Yapay Sinir Aglar1 (YSA)

Bir YSA, bilinen gercek diinya verilerini iterasyonlarla kendi islemesiyle 6grenir.
YSA, katmanlardan, baglantili diiglimlerden ve agirliklardan olusur. Bir YSA nin ¢ikt1
degeri, girdilerin, agirliklarin ve bias degerlerinin toplama, carpma ve bolme
islemleriyle hesaplanir. Egitilen veriler agin agirliklarinda kodlanir. YSA, egitimleri
esnasinda onceki agdan gelen hata degerlerini geri besleme yetenegine sahiptir; burada
bu hata degerleri, bir sonraki yinelemede agin agirliklarini ayarlamak i¢in kullanilir.
YSA, fonksiyonel yaklagim, zaman serisi tahmini, siniflandirma, 6riintii tanima, veri
isleme, kiimeleme, dogrusal olmayan sistemleri tanima ve kontrol gibi farkli alanlarda
kullanilmaktadir. Algilayici, ¢cok katmanli, ileri beslemeli, kademeli ileri beslemel,
Hopfield, zaman gecikmeli, NARX, radyal tabanli, genellestirilmis regresyon ve kendi
kendini diizenleyen haritalar (SOM) sinir aglar1 gibi ¢esitli YSA modelleri vardir.
Ayrica, LVQNN, PNN ve PRNN simniflandirma islemi i¢in ozellestirilmis YSA

modelleridir.

2.1.1. Ogrenmeli vektor niceleme sinir aglar1 (learning vector quantization neural
networks — LVQNN)

Tuevo Kohonen tarafindan 1984 yilinda siniflandirma probleminin ¢ézimi igin
gelistirilen LVQ (Learning Vector Quantization) sinir agi, hizli sonug iiretmesi ve
performansinin yiiksek olmasi nedenleri ile smiflandirma islemlerinde yaygin
kullanilan YSA’lardan biridir. LVQNN’nin diger aglardan farki, yine Kohonen’in

daha 6nce gelistirmis oldugu SOM modelindeki Kohonen katmanina sahip olmasidir.



Bu ag girdi ve c¢iktilar1 vektor olarak almakta, 6grenirken bunlari haritalamaktadir.
LVQNN egitimi, girdi vektdriiniin hangi ¢ikti vektor seti tarafindan temsil edilmesi
gerektigini  ayarlamaktir. Cikt1  vektor seti, referans vektorii olarak da
isimlendirilmektedir. Amag, makine 6grenmesi ile girdi vektorleri i¢in bu referans
vektorlerinin dogrulugunu saglamaktir. Sekil 2.1’de, LVQNN aginin mimari yapisi

gosterilmektedir. Bu ag 3 katmandan olusmaktadir ve ileri beslemeli bir YSA dur.

Girdi Rekabetci Katman Lineer Katman
r N7 N A\
TWi1
ax=y
SIXR l —
P . ni al n2
Rx1 [ ndist | Six1 » C S1x1 P{LW: 52x1 ’74
S2x St 1
R Sl Sz
\_/ | AN J
nt=-|| IWL-pf az = purelin(LWz.1a1)

al = compet(n?)
Sekil 2.1. LVQNN mimarisi (Beale ve ark., 2011).

Sekil 2.1°de, R, p, St ve 2 sirastyla giris vektoriindeki eleman sayisi, girdi matrisi,
rekabetci (competitive) katmandaki ndron sayisi ve ¢ikis vektoriindeki sinif sayisidir.
IW11 ve LWa,;1 rekabet ve dogrusal ¢ikti katmanlarindaki agirlik matrislerini temsil
etmektedir. Ik katmandaki kiimelerin sayisi, ni ile ifade edilen gizli noronlarin

sayisina gore belirlenir.

LVQNN’in i¢ yapisinda kullandigi compet(nz) ve purelin(nz) aktivasyon fonksiyonlari
Sekil 2.2°de verilmistir.

Girdi n Gktta ’V
| '

(@) (b)

Sekil 2.2. LVQNN aktivasyon fonksiyonlari (a) compet(n), (b) purelin(n) (Beale ve
ark., 2011).
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LVQNN’de, girdi ile Kohonen katmanlar1 arasindaki baglant1 tam, Kohonen ile ¢ikis
katmanlar1 arasindaki ise kismidir. Giris katmanindaki her bir néron Kohonen
katmanindaki tiim noronlar ile baglantiya sahiptir. Kohonen katmanindaki ndronlar ise
cikis katmanindaki bir ndérona baglidir. Kohonen ile ¢ikis katmanlar1 arasindaki
agirliklar 1 degerine sahiptir, bu deger sabittir, degismez. Sadece giris ile Kohonen
katmanlar1 arasindaki agirliklar degisir. Agin egitimi, bu agirhik degerlerinin

giincellenmesi ile gerceklesir (Bayir, 2006).

LVQNN, 6grenme kurali olarak niceleme (quantization) algoritmasini kullanmaktadir.
LVQNN, danismansiz 6grenmenin bir alt tiirii olan rekabetci 6grenmeyi (competitive
learning) kullanan yontemlerden birisidir. Egitim esnasinda, once, girdi ve referans
vektorleri arasindaki en kisa mesafe aranir. Girdi vektoriinlin en yakin mesafede
bulunan vektdr smifinin iiyesi oldugu varsayilir. Agin agirliklar1 degistirilerek,
girdileri dogru smiflara yonlendirecek referans vektorler saptanmaktadir. Cikti
degerlerinin belirlenmesinde ‘kazanan herseyi alir (winner takes all)” stratejisi
kullanilir. Yani, LVQNN egitilirken her iterasyonda agin iirettigi ¢iktinin sayisal
degeri yerine sadece dogru olup olmadigina bakilir. Sadece girdi vektoriine en yakin

olan vektoriin (kazanan vektoriin) degerleri (bu vektore ait agirliklar) degistirilir
(Tuskan, 2012).

LVQNN’de, hem Kohonen hem de ¢ikis katmanlarindaki her bir néronun ¢iktilar ikili
deger (0 ya da 1) almaktadir. Sadece bir ndronun ¢ikt1 degeri 1 (bir) olmakta, digerleri
ise 0 (sifir) olmaktadir. Cikt1 degerinin 1 olmasit girdinin, ilgili ¢iktinin temsil ettigi

sinifin liyesi oldugu anlamina gelmektedir (Koltan Yilmaz, 2014).

Ogrenme kurali, Kohonen katmanindaki ndronlarin birbirleriyle yarismasi ilkesine
dayanmaktadir. Rekabet 6lgiitii olarak, girdi ve referans vektorleri arasindaki Oklid
(Euclid) mesafesi alinir. Girdi vektorii X, referans vektorii W ve aralarindaki mesafe d

ile gosterilirse; i. ndronun mesafesi asagidaki denklem ile hesaplanir (Gauri, 2010):

d, =W, - X|= Z,—(Wu—xu)z, (2.1)

burada wij ve Xij sirastyla agirlik ve girdi vektorlerinin j. degerlerini temsil etmektedir.
Tiim girdi ve referans vektorlerinin aralarindaki mesafe tek tek hesaplanir. Bunlardan,
referans vektorii girdi vektoriine en yakin olani yarismay1 kazanir. Egitim asamasinda,

sadece girdi katmanini bu nérona baglayan agirlik degerleri giincellenir. Agirliklarin
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degistirilmesi denklem 2.2°de verilen formiil ile gerceklestirilir (Gauri, 2010; Koltan
Yilmaz, 2014):

W, =W, (£) + 2% h, () *[X (1) - W, ()} (2.2)

Bu formiildeki 4 6grenme katsayisidir, degeri 0 ile 1 arasinda zamanla degismektedir,
0 (sifir) degerine yakinsayacak bicimde monoton olarak azaltilir. Bunun sebebi, girdi
vektoriiniin referans vektoriine ¢ok yaklagtiginda durmasini saglamak ve ters yonde
ogrenmemeye doniismemesi i¢indir. Smiflandirma dogru ise hi(t) = +1 alinir ve
agirliklar girdi vektoriine yaklastirilir; siniflandirma yanlis ise hi(t) = —1 alinir ve

agirhiklar girdi vektdriinden uzaklastirilir (Gauri, 2010; Oztemel, 2012).

Daha once belirtildigi tizere, Kohonen ve ¢ikis katmanlar1 arasindaki agirliklar («)
sabit ve 1 degerine sahiptir ve bu degerler egitim esnasinda degistirilmez. Cikt1 yj¥ ise,
yaris1 kazanirsa 1 (bir), aksi durumlarda O (sifir) degerini almaktadir. Bu islem igin,

denklem 2.3’teki formiil ile agin ¢iktilar1 hesaplanir (Oztemel, 2012; Tuskan, 2012):

yi :ijlj(akl' (23)

LVQ agmin ¢iktilar1 hesaplandiktan sonra ¢iktinin dogru siniflanip siniflanmadig:
sorgulanir. Cikan cevaba gore Kohonen katmanindaki yarigmay1 kazanan néronu girdi
katmanina baglayan agirhiklar degistirilir. Egitim setindeki tiim oOrnekler dogru
siniflandirilincaya kadar ya da maksimum iterasyon sayisina erisilinceye kadar bu

islemler tekrarlanir. Anlatilan bu metot standart LVQ modelidir (Bayir, 2006).

LVQNN modeli baz1 dezavantajlar igermektedir. Bunlardan ilki, 6grenme katsayisi
A’nin zamaninda 0 (sifir) degerine yakinsamamis olmasi durumunda, LVQ aginin
dogru agirlik degerlerinden uzaklasabilmesidir. Ayrica bazi veri setlerinde aymi
referans vektorii yarigmay1 ¢ok sik kazanmaktadir, bu da agin 6grenme performansini
diisiirmektedir. Diger dezavantaji ise, tam ortada veya orta sinira ¢ok yakin bulunan
vektorlerin hangi sinifta yer aldiklarinin dogru belirlenememesidir (Bayir, 2006). Bu
sorunlara ¢oziim {iiretmek i¢in farkli LVQNN modelleri onerilmistir. LVQ2 ag,
ozellikle sinir degerlerindeki yanlis siniflandirmay1 azaltmak amaciyla, yine Kohonen
tarafindan gelistirilmistir. LVQ2 ag1, standart LVQ’dan farkli olarak, egitim esnasinda
2 kosula bagli olarak ayni anda 2 referans vektoriiniin agirliklarii degistirmektedir.

Bu iki vektor W1 ve W» olarak adlandirilsa, bu kosullar sunlardir (Tuskan, 2012):
14



1. Girdi vektoriine en yakin agirlik vektorii W1, ondan sonraki en yakin agirlik vektorii

W> olmak iizere Wi yanlis, W> ise dogru siiftandir.
2. Girdi vektorleri Wi ve Wo, belirlenmis bir mesafe aralig1 igerisinde bulunmaktadir.

Bu iki kosulun birlikte saglanmas1 durumunda W1 ve W» vektorlerinin agirliklarinin

yeni degerleri su sekilde degistirilir:

W, =W, — A(X —W,),

W, =W, —A(X -W,), 24)

burada 1 6grenme katsayisini, W1 ve W» agirlik vektorlerinin degerlerini (esitligin solu
yeni degeri, esitligin sag1 degismeden Onceki hali) temsil etmektedir (Tuskan, 2012).

Boylece, LVQ?2 ile siniflar arasinda kalan 6rnekler daha iyi siniflandirilabilmektedir.

2.1.2. Olasiliksal sinir aglari (probabilistic neural networks — PNN)

Donald Specht tarafindan 1988 yilinda gelistirilen PNN, siniflandirma, haritalama,
oriintli tanima, benzerlik orani tahminleme gibi islemlerde kullanilan bir YSA
modelidir. Denetimli 6grenme kullanan statik bir agdir. PNN, Bayes kuralin1 kullanan
bir siniflandiricidir. Bayes kurali ise, olasiliksal yogunluk fonksiyonlarini ve Parzen
pencerelerini kullanir. Olasilik, bir seyin gerg¢eklesmesinin ne kadar olasi oldugunun
matematiksel degeridir, ylizdesidir. PNN, bilinmeyen olasilik yogunluklarini tahmin
etmekte ve smiflar1 n-boyutlu bir Gauss fonksiyonu c¢evresinde merkezlemektir
(Kogak, 2010). PNN, radyal tabanli bir ag ¢esididir.

PNN’in giris katmaninda girdi vektoriiniin egitim vektorlerine yakinlik mesafesi
hesaplanir. Her smif icin hesaplanan degerler gizli radyal katmaninda toplanir ve
olasilik belirten bir vektor elde edilir. Radyal katmandaki agirliklar, dogrudan egitim
kiimesindeki vektorler sayesinde belirlenir. Gizli katmandaki diigiimlerin her biri, bir
simifi gosterecek bigimde kiimelere ayrilmiglardir. Son olarak, ¢ikista yarismaci bir
yapi kullanilarak hesaplanan olasilik degerlerinden en biiyiik olani segilir, segilen sinif
igin 1 (bir) degeri diger smiflara ise O (sifir) degeri atanir. Yani, girdi vektoriiniin ait
olabilecegi sinif, her sinif i¢in bir olasilik degerinin hesaplanmasi ve en olasi sinifin
secilmesi ile bulunur (Cekli ve Uzunoglu, 2011). PNN aginin mimari yapist Sekil
2.3’te gosterildigi gibidir.
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Girdi Radyal Tabanl Katman Rekabetci Katman

r N N\ N\
OxR | IW11
p v 0x1 vy
= dist|\o . . 5 K x1 >
x1 B n A a n:
j . Qxl’l 0 x1 P LW K x1 P C
1—p| b KX0
R 0 x1 K
AN RN J
al = radbas (|| iIWI-l -pl bil) az = competr( LWz21ar1)

Sekil 2.3. PNN mimarisi (Beale ve ark., 2011).

Sekil 2.3’te R, Q ve K sirastyla girdi vektoriindeki nitelik, girdi/hedef giftlerindeki
eleman ve ¢ikt1 veri siiflarindaki nitelik sayisidir. Bu ag, girdi vektoriinii, dogru olma
olasilig1 en yiiksek olan bir K sinifina siniflandirir. PNN’in gizli katmaninda kullanilan

radyal tabanli aktivasyon fonksiyonu Sekil 2.4’te verilmistir.

0.0

0.833 | +0.833
a = radbas(n)

Sekil 2.4. PNN aktivasyon fonksiyonu radbas(n) (Beale ve ark., 2011).

Radyal tabanl aktivasyon fonksiyonu denklem 2.5’te verilen formiil ile ifade edilir:
radbas(n) =e ™", (2.5)

burada e = 2,7182... Euler sayisidir.

Herhangi bir x giris vektorii igin j. smifin i. Oznitelik vektorii ile ilgili Gauss

denklemlerinin ¢ikis1 asagidaki formiile gore hesaplanir:

Q,(x) = (1/\/ 2762 j Aol ) (2.6)

burada m vektor boyutu, ¢ Gauss fonksiyonunun hassasiyetini diizenleyen yayilma

faktorii (spread factor), 7 = 3,1415... Pi sayisi, e = 2,7182... ise Euler sayisidir.
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Sonrasinda, j. siifinin drnekleme katmanindan gelen degerleri denklem 2.7°de verilen

formiil ile toplanir. Buna, Parzen penceresi denilmektedir.

P (x) = (I/WJ%ZI e(‘HX—XE

o) 2.7)

Herhangi bir giris vektorii X, ¢ikis katmanindaki her bir Gauss toplam islevine
uygulanir ve en biiyiik degere sahip olan segilerek giris vektoriintin sinifi belirlenir
(Bunjaku, 2014). Sadece en biiyiik degere sahip olan diigiime 1 degeri atanir, digerleri
0 degerini alir. Cikis diigtimleri denklem 2.8°de verilen esitsizlikteki gibi karsilastirilir:

(i 1e?)) (i le)) 28
>e >) e (2.8)
Bu denklemden goriildiigii tizere x girdi vektoriiniin i. sinifa ait olma olasiligi p’den

daha biiyiiktiir.

Yayilma derecesi o, 6znitelik vektorlerinin birbirlerine ne kadar yakinlastiklarinin,
birbirinden ne kadar uzaklastiklarinin bir dl¢iitiidiir. Bu deger sifira yakin alindiginda,
Oznitelik vektoriiniin sinifi olarak en yakinindaki vektoriin sinifi atanir ve PNN en
yakin komsu siniflandiricist gibi ¢alisir. Biiylik alindiginda ise, girig vektoriinden
sapma biiylir ve daha uzaktaki vektorlere de bakilir, hassasiyet azalir. Radyal tabanli
fonksiyonlarin 6nemli bir parametresidir. Fakat yayilma faktorii tek basmna agin

basarimini asir1 miktarda degistiren bir parametre degildir.

Ayrica, egitim seti olusturulurken birbirine yakin 6zniteliktekiler elimine edilirse,
basarim agisindan ozellikle ¢ok sinifli problemlerde faydali olmaktadir. Ciinkdi, yakin
deger saglayan Oznitelikler ¢ok sayida Gauss islevi ile daha ¢ok hata
olusturabilmektedir (Cekli ve Uzunoglu, 2011).

PNN’in egitiminin hizli olmast onu avantajli kilar. Siniflandirmay1 ¢ogu zaman ¢ok
katmanli algilayict YSA’dan daha dogru yapar. PNN, aykir1 degerlere nispeten
duyarsizdir. Dezavantaji ise yapisinin veri sayisina bagli olmasidir; egitim kiimesinin
tamamini diiglim olarak i¢ereceginden dolay1 boyutu biiytlir, modeli depolamak ig¢in

daha fazla bellek alan1 gerekir ve ag yavaslar.
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2.1.3. Oriintii tamima sinir aglar (pattern recognition neural networks — PRNN)

Oriintii tanima sinir aglar1 (PRNN), girdileri hedef smiflara gére siniflandirmak iizere
egitilebilen ileri beslemeli YSA’lardir. Oriintii tanima, verilerdeki oriintiilerin ve
diizenliliklerin algoritma, yapay zeka, makine Ogrenimi gibi birtakim islemlerle
taninmas1 anlamma gelmektedir. Oriintii tanima, ¢ikt1 degerini kategorize etmek igin
kullanilan bir prosediirdiir. PRNN, oriintii tanima ve Siniflandirma problemlerinin

¢Ozlimiinde yaygin olarak kullanilmaktadir.

Sekil 2.5’te gosterildigi gibi PRNN yapisinda giris, ara katman veya ara katmanlar ve
cikis katmani bulunmaktadir. Aga sunulacak ya da girilecek bilgi sayisi, giris
katmanindaki néron sayisini belirler. Cikis katmani da agdan siniflandirilmasi istenen
smif sayist kadar nérondan olusur. Bu hedef veriler vektor olarak ifade edilir, yani,

tiyesi olunan sinif 6gesindeki 1 harig, tiimii O (sifir) degerine sahip vektdrlerden olusur.

Girdi Gizli Katman Rekabetgi Katman
C N N 7 A\

P al a=vy

'IT ITWu1 \ —P L. W21 —>

Six1 — \ 2 §2x1
SIXR j@%’f §EXS jl || ndist || %} C
1 b 19 b2

R Six1 <l S2x1 2
/U AN J
a1 = tansig(IW11p+b1) n2=-| LWziai+b2-p ||

a2z = compet(n2)
Sekil 2.5. PRNN mimarisi.

Matlab™ programinda, patternnet fonksiyonu ile, Sekil 2.5°teki bir gizli katmana, bir

egitim fonksiyonuna ve bir performans fonksiyonuna sahip PRNN olusturulabilir.

PRNN’de ara katman ndron sayist ve katman sayist belirlenirken, kesin bir kural
yoktur. Coziilmesi istenen problemdeki parametreler arasi iliskinin karmasiklig1 géz
onlinde bulundurulur. Agin istenildigi kadar 6grenememesi durumunda yapilacak
islem ara katmandaki noronlarin sayisini arttirmaktir. Noron sayisinin ¢ok artirilmasi
ise egitim setine daha iyi, test setine daha kotii sonug tiretmesinden dolayr optimum

noron sayisinin belirlenmesi YSA’da 6nemlidir.

PRNN’de, ara katmanlardaki ¢ikt1 degerleri denklem 2.9°daki esitlik ile hesaplanir:
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HD) = £ IX O *wG, D]+, 2.9)

burada X girdi vektoriinii, H gizli katmani, i giris katmani1 eleman numarasini, j ara
katman elaman numarasini, f aktivasyon fonksiyonunu, n veri sayisini, w agirligi ve b

bias degerini temsil etmektedir.

PRNN gizli katmaninda tansig(ni) ve ¢ikis katmaninda compet(n2) aktivasyon

fonksiyonlarini kullanmaktadir, bunlar Sekil 2.6’da verilmistir:

a

Girdi n Ciktr a

S ES | | | S
2 1 4 3 0 0 1 0
(b)
Sekil 2.6. PRNN aktivasyon fonksiyonlari (a) tansig(n), (b) compet(n) (Beale ve ark.,
2011).
Netice olarak, ¢ikt1 degerleri ise asagidaki formiil kullanilarak hesaplanir:
Y(k)=f,(w,* f,(w,*X +b)+b,), (2.10)

burada X girdi vektoriinii, Y ¢ikis vektoriini, K smif numarasini, f aktivasyon
fonksiyonlarini, w agirliklari ve b bias degerlerini temsil etmektedir (Dieste-Velasco,
2021).

PRNN denetimli 6grenme stratejisine gore ¢alisir. Yani, agin egitilmesi siirecinde hem
girdiler, hem de ¢ikt1 olan siniflar aga verilir. Denklem 2.10 ile elde edilen sonug ile
olmasi1 beklenen hedef sinif degeri arasindaki fark hatayr olusturur. PRNN’de hata
miktar1 genellikle ¢apraz-entropi (cross-entropy) fonksiyonu ile hesaplanir, bu

denklem asagida verilmistir (Gao ve ark., 2022):
CE =) [Y;In(T,) + 1-Y;) InL-T,)] (2.11)
i=1

buradaki T hedef (gercek) cikti degerlerini temsil etmektedir. Hesaplanan bu hata,
geriye dogru kendisini olusturan agirliklara yansitilir. Levenberg—Marquardt (trainlm),

Bayesian Regularization (trainbr), Scaled Conjugate Gradient (trainscg) gibi hizli
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egitim algoritmalari tercih edilir. Egitim islemine, tim ornekler i¢in elde edilen
ortalama hata degeri 6nceden belirlenmis kabul edilebilir bir hata degerinden diisiik

oluncaya kadar ya da maksimum iterasyon sayisina erisilinceye kadar devam edilir.

2.1.4. Kendi kendini diizenleyen haritalar (self-organizing maps — SOM)

Teuvo Kohonen tarafindan 1981 yilinda gelistirilen SOM algoritmasinin amaci bir
girdi vektorii icerisindeki onemli egilimleri bir 6gretmen olmadan kesfetmektir
(Kohonen, 1981). Bunu, giris verilerini haritalandiran yerel bir takim kurallara sahip
olmasi ile yapmaktadir (Haykin, 1994). Bir veri analizi metodudur. SOM aglari,
kiimeleme isleminin yanisira boyut indirgeme ve gorsellestirme araci olarak da
kullanilmaktadir. Denetimsiz 6grenme yontemi olan bu aglar bazi kaynaklarda

Kohonen aglar1 olarak da isimlendirilmektedir.

Siniflama isleminde, verilerin gruplar1 bilinmekte ve sonradan gelen verinin hangi
gruptan olabilecegi tahmin edilmektedir. Kiimeleme isleminde ise, verilerin gruplari
bilinmemekte ve veri kiimesi benzerliklerine ve farkliliklarina gore alt kiimelere
ayrilmaktadir. Diger bir deyisle, kiimeleme, verileri gruplara ayirmaktir. Ozellikle,
ayni kiimede yer alan nesnelerin benzerligi nispeten yiiksekken, farkli kiimelerde

bulunan nesneler ¢ok diisiik benzerlikler gosterirler.

SOM aglari, girdi uzayindaki ¢ok boyutlu verilerin, ¢ikti uzayinda 1 ya da 2 boyutlu
haritalar ile gorsellestirilmesine olanak taniyan, girdi verileri arasindaki topolojik
iligskileri koruyan bir YSA modelidir. Bu agda bir giris, bir de ¢ikis katmani
bulunmaktadir. Diger YSA cesitlerinde olan gizli katman, SOM aginda yoktur. Cikis
katmanina Kohonen katmani da denilmektedir. Girdi degerlerinin aga sunuldugu giris
katmani ile haritanin olusturuldugu ¢ikis katmanindaki ndronlar birbirlerine referans
vektorleri olarak da adlandirilan agirlik vektorleri ile baglidir. Kohonen katmanindaki
noronlar genellikle 2 boyutlu olacak bigimde diizenlenirler. Diger YSA’lardan farkli
olarak, noronlarin ¢ikis katmanindaki dizilimi olduk¢a onemlidir. Farkli sekil ve
boyuttaki dizilimler, degisik topolojilere sahip haritalar olusturur. Dogrusal,
dikdortgensel, altigen, kiibik gibi yapilarda olabilen dizilimlerden en sik tercih edileni
ve genelde daha basarili sonuglar {ireteni altigen dizilimdir (Sahin, 2016). Buradaki
dizilim 6nemlidir ¢iinkii topolojik komsulugu etkiler. Bu topolojik komsuluk, SOM

sinir aginin egitim sirasinda, yarismay1 kazanan referans vektoriiyle birlikte komsu
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vektorlerin agirliklarinin da giincellenmesine etki eder. Yani, komsuluk alan1 i¢indeki

tiim elemanlar, kazanan néron ile birlikte diisiintilmektedir.

Sekil 2.7°de goriildiigii tizere SOM aglar1 sadece giris ve ¢ikis néronlarindan olusan
aglardir; verilerin aga sunuldugu bir giris katmani ile Kohonen katmani olarak da
bilinen bir ¢ikis katmanindan olusmaktadir. Giris katmanindaki noronlarinin sayisi
veri setindeki niteliklerin sayis1 kadardir. Her bir giris néronu tiim ¢ikis néronlarina
(referans vektorlerine) birer agirlik katsayisi ile baglidir. Cikis katmanindaki diigiim
sayisin1 belirlemek i¢in net bir kural bulunmamaktadir, istege bagli olarak belirlenir.
Agin ¢ikis katmani genelde 2 boyutlu bir diizlem olarak alinir. Girig katmani ise
dagitim katmani gorevi goriir. Cikt1 degerinin belirlenmesinde “kazanan herseyi alir
(winner takes all)” stratejisi kullanilir. Cikis katmanindaki néronlar birbirleri ile
yarismakta, yarismay1 kazanan noron 1 (bir) diger néronlar 0 (sifir) degerini almakta
ve kazanan noron giris vektoriiniin kiimesini gostermektedir. SOM aglarinin girdi
vektorlerinin dagilimini 6grenme basarimi ¢ok yiiksektir. Egitimden sonra néronlar

degerlendirilerek, goriintiilerinin harita {izerindeki dagilimlarina gore etiketlenirler.

Kazanan Noron

@0 0000

©® 0000

QO OO OO /ishmentatmany
000000
000000

Agirliklar

Giris Katmani

(Vg Wy sy Vi

Giris Vektor

Sekil 2.7. SOM sinir agi.

SOM aglari, danismansiz 6grenme algoritmasini kullanan ileri beslemeli YSA’lardir.
Danismansiz 6grenme algoritmalari, agin giris ile ¢ikis1 arasindaki iligkileri
ogrenebilmek i¢in, danigmali 6grenme algoritmalarindan farkli olarak, aga giris-gikis

vektor ¢iftlerinin sunulmasina ihtiyag duymaz. SOM agimi egitmek i¢in sadece giris
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vektorii yeterlidir. Agin egitilmesi, ¢ikis ndronlarina ait referans vektorlerinin giris
vektoriine olan mesafelerine gore yaristirilmasina, yani rekabet¢i 0grenme esasina
dayanmaktadir. Once, her bir ¢ikis elemani i¢in mesafeler hesaplanir ve mesafe miktari
en disiik degere sahip eleman “kazanan néron” olur. Sonra, bu néronun komsulari
topoloji ile belirlenir. Yarismayi kazanan noéron ile birlikte komsu néronlarin da agirlik
degerleri giincellenir. Boylece, agirlik vektorleri kiime merkezlerine dogru hareket
eder ve egitim sonunda kiimeleri temsil eden referans vektorler elde edilir. Benzer
desenlerin uzaysal kiimelenmesi, hem kazanan néronun hem de bu nérona komsu olan
diger noronlarin agirliklarmin degistirilmesiyle elde edilmektedir. Bu sayede, n
boyutlu giris uzayinda birbirlerine benzeyen kiimeler, 2 boyutlu ¢ikis uzayinda da

birbirleri ile komsu olurlar.

SOM modelleri ile basarili kiimeleme g¢alismalari yapmak i¢in birtakim faktorlere
dikkat edilmesi gerekmektedir. Bunlar sadece bir ¢er¢eve ¢izmek amaciyla verilmistir,
baglayict kural degildirler. En uygun SOM, genellikle deneme-yanilma yontemi ile
bulunur. Giris vektori ile referans vektorii arasindaki fark hata olarak kabul edilirse,
en kiiciik mutlak hata ortalamasina sahip modelin en iyi model oldugu sdylenebilir.

Kiimelemeyi etkileyen bu faktorler sunlardir (Zontul, 2004):

Cikis katmanmindaki noron sayisi: Bu faktor, kiime sayisini belirlemektedir. Kiime
sayisinin ¢ok fazla olmasi bazi kiimelerde yogunlugunun sifira yaklasmasina, kiime
sayisinin az olmasi ise i¢ ice gegmis ve aykirt degerler iceren kiimelere neden

olmaktadir. Bunlar, kiimeleme algoritmasimin performansini diisiirmektedir. Veri
kiimesindeki 6ge sayisinin %10’u ya da yarisinin karekokii (v/n/2 ) civarinda g¢ikis

noronu tercih edilmektedir.

Verilerin normallestirilmesi: Genellikle, tiim degiskenler ayn1 6lgme diizeyinde
Olgtilmezler. Veri setindeki bazi degiskenlerin boylamsal olarak farkli diizeylerde
olmasindan dolay1r, bu degerler normalize edilmektedir. Kazanan ndronun
belirlenmesinde ve kazanan néronla beraber komsu néronlarin agirliklarinin
giincellenmesinde uzaklik 6lciilmektedir. Uzaklik mesafesi Olgtiliirken, farkli deger
araliklarinda bulunan degiskenlerin ayni deger araliginda temsil edilmesi ile biitiin
degiskenlere esit sans verilir ve sonuglarin biiyiik degerli degiskenler tarafindan
carpitilmasi Onlenir. Siitun bazinda yapilan normallestirme islemi degisik sekillerde

tercih edilmektedir (Zontul, 2004):
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a) Her bir degisken degeri, siitunun standart sapmasina boliiniir.

b) Her bir degisken degeri, siitunun ortalamasi ¢ikartilarak siitunun standart sapmasina

boliiniir. Boylelikle, ortalamasi 0 ve standart sapmasi 1 olan bir dagilim elde edilir.
¢) Her bir degisken degeri, stitunun vektoér uzunluguna boliiniir.

Referans vektorlerine ilk deger atanmasi: SOM algoritmasinda, baslangi¢ agirlik
vektorlerinin belirlenmesi de, kritik 6neme sahip olabilmektedir. Farkli yontemler
kullanilmaktadir. Bunlardan en ¢ok tercih edileni, egitimin rastgele degerlerde atanmis
agirhik vektorleri ile baslatilmasidir. Ikinci yéntem, biitiin referans vektérlerine 0°dan
¢ok az biiyiik degerler atanmasi ve 6grenme katsayisinin 1’e yakin bir degerden
baglatilarak azaltilmasidir. Diger bir yontem ise, dogrusal siralanmig agirliklar ile

baslanarak egitimin yapilmasidir.

Uzakhk olgiisii: SOM algoritmasinda, uzakhik 6l¢iisii agin egitilmesi esnasinda
kullanilan 6nemli bir faktordiir. Giris vektorleri ile referans vektorleri arasindaki
uzakligin karelerinin toplaminin karekdkii olarak hesaplanan Oklid uzaklig1, en yaygin
kullanilan uzaklik 6l¢iisiidiir. City-block (Manhattan), Minkowski, Mahalanobis gibi

farkli uzaklik fonksiyonlarinin da literatiirde kullanildig1 goriilmektedir.

Oklid (Euclid) uzaklig1 denklem 2.12°de verilen formiil ile hesaplanur:

d; = Zk(xik _Xjk)Z’ (2.12)

burada, dj i. ve j. birimlerin birbirlerine olan uzakligini, Xik i. birimin k. degiskeni

degerini, Xjk J. birimin k. degiskeni degerini temsil etmektedir.

City-block (Manhattan) uzakligi, birimler arasindaki mutlak uzaklik degerlerinin

toplami olarak hesaplanan uzaklik 6l¢iistidiir:
dy =D, [Xe = X;) (2.13)

Minkowski uzakligi ise denklem 2.14’te verilmistir:

d; = [Zk (Xik - Xjk)q ]Uq' (2.14)

Bu uzaklik 6l¢iisii daha genel bir uzaklik 6l¢ii birimidir: g = 1 oldugunda City-block

uzaklik dlgiisiine, g = 2 olarak almirsa Oklid uzaklik dlciisiine déniisiir.
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Mahalanobis uzaklik 0Olgiisii 2 degisken arasindaki varyans ve kovaryanslar
toplayarak korelasyonu ayarlayan uzaklik 6lgii birimidir. Formiilii, denklem 2.15’te

verilmistir:
d; = (Xik — X )' s (Xik ~Xik ), (2.15)

burada S 6rneklem kovaryans matrisini temsil etmektedir (Esmen, 2020).

Ogrenme katsayis1 ve komsuluk degiskeni: Ogrenme katsayis1 0 ile 1 arasinda bir
degerle baslatilmaktadir. Komsuluk degiskeni, genellikle 1, 5 ya da 10 gibi bir degerle
baslatilmaktadir. Bunlar, dongii boyunca genellikle lineer olarak azaltilmaktadir. Bu
islem, denklem 2.16°da verilen fonksiyon ile yapilabilir:
A
at)=alt)-—-, (2.16)
t+B

burada a 6grenme katsayist veya komsuluk degiskeni, t dongii sayisi, A ve B ise

fonksiyon degerini ayarlamada kullanilan diger katsayilardir (Zontul, 2004).

2.2. Bulanik Mantik

Lotfi A. Zadeh tarafindan 1965 yilinda yayinlanan “bulanik kiimeler” isimli makale
ile kiime sinirlarinin yumusatilmasi onerilmis ve sonrasinda bulanik mantik kavrami
ortaya ¢ikmistir. Bulanik mantik, klasik kiimeler yerine bulanik kiimeler kullanir.
Bulanik mantik, klasik manti§in genisletilmis belirsizlikler de igeren halidir. Insanlarin
ifade etme ve akil yiirlitme bi¢cimini modelleyebilen bir yapay zeka yontemidir.
Bulaniklik, kesin olmayan belirsizlik igceren bilgiyi ifade etmektedir. Bulanik mantik
ise, kesin dilsel niteleyiciler kullanmak yerine belirsizliklerle ¢alisir. Bulanik mantikta
az, normal veya ¢ok; soguk, 1lik veya sicak; ¢ok diisiik, diisiik, orta, yiiksek veya ¢ok
yiiksek; karanlik, biraz karanlik, biraz aydinlik veya aydmlik gibi dilsel niteleyici
kelimeler ile degerler ifade edilirler. Boylece, karmasgik bir sistem s6zel degiskenlerle
tanimlanip yonetilebilir. Bulanik mantik klasik mantiktan daha avantajlidir, ¢linkii
sistemin kesin bir modeline ihtiya¢ duymaz, belirsizlikleri isleyebilir, her seyin dogru
ya da yanlis oldugunu varsaymaz ve karmasik problemleri genel bir gergevede alip

¢Ozebilir.
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Aristo mantig1 olarak da bilinen klasik mantikta, 6nermeler yanlis ya da dogru, 0 ya
da 1 degerlerine sahip olurlar. Bulanik mantik ve bulanik kiime teorisi, klasik mantik
ve klasik kiime teorisinin genisletilmis matematiksel versiyonudur. Dogru/yanlis,
evet/hayir gibi gelencksel degerlendirmeleri esnetir. Klasik kiimelerde her bir eleman
ya o kiimenin {iyesidir ya da degildir, degeri 1 ya da 0’dir. Bulanik kiimelerde ise her
bir eleman 0 ile 1 arasinda degisen bir liyelik degerine sahip olur. Yani, bulanik mantik
kismi iiyelik olanak adlandirilan, bir kiimeye tam iiye olma ile o kiimeye iiye olmama

durumlar1 arasinda dereceli gegis imkani sunar.

2.2.1. Bulanik kiimeleme

Kiimeleme, arastirmada incelenen birimlerin benzerliklerine gore gruplandirilmasini,
birimlerin ortak 06zelliklerinin gdsterilmesini ve bu gruplar hakkinda genel
tanimlamalar yapilmasini saglama islemidir. Amag, veriler arasindaki benzerlikleri
dikkate alarak, benzer verileri ayni1 kiimede toplamaktir. Verilerdeki benzerlikleri
belirlemek i¢in uzaklik olciileri, korelasyon veya katsayir karsilastirma olgiitleri

kullanilmaktadir (Erilli ve Karakdy, 2015).

Kiimeleme algoritmalari, verileri benzerliklerine gore siniflandirmak icin kullanilan
denetimsiz 6grenme yontemleridir. Dunn (1973) tarafindan tanmitilan ve sonrasinda
Bezdek (1981) tarafindan gelistirilen Bulanik C-Ortalamalar (Fuzzy C-Means — FCM)
algoritmasi, bulanik mantiga dayali denetimsiz bir kiimeleme yontemidir. Bulanik
kiime teorisi ile kiimelemenin birlesimidir. GOriintii analizi, hedef tanima, miihendislik
gibi alanlarda basar1 uygulamalar1 bulunan bu algoritma, 6nemli ve popiiler kiimeleme

tekniklerinden biri olarak kabul edilmektedir (Ghosh ve Dubey, 2013).

FCM algoritmasi, birimlerin aitlik diizeylerine gore farkli kiimelerin iyesi
olabilmesine olanak tanir. Amag, birimleri liyelik derecelerini kullanarak en uygun
kiimeye ayirmaktir. Bu yaklasim, kiimelerin birbirinden agik¢a ayrilmadigi veya bazi
birimlerin kiime {iyeliginden emin olunamadigi durumlara da uygun, esnek mimariye
sahip bir yontemdir. Sira dis1 verilerin etkisi, liyelik derecelerinin diisiik olmasi
nedeniyle azdir. Ortiisen kiimeleri belirleme performanst yiiksektir. FCM yéntemi ile
kiimeleme, tanimlanmis bir ama¢ fonksiyonunun minimize edilmesiyle gergeklesir

(Zeybekoglu, 2018).

FCM kiimeleme algoritmasi, X = {xi, 1 =1, 2, ..., n | Xi € R7} veri noktalar1 kiimesi

olmak iizere, X veri noktalar1 kiimesini U iiyelik matrisi yardimiyla ¢ sayida Ortiisen
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kiimeye ayirmaktadir. Her bir x; eleman1 birden fazla alt kiimeye belli derecelerde iiye
olabilmektedir. U iiyelik matrisi, esitlik 2.17°de verilen, her bir k (k =1, 2, ..., )
kiimesindeki Xi veri noktas1 vektoriiniin liyelik derecelerinden olusan ¢ X n boyutunda

bir matris ile ifade edilmektedir:

Mo o Hg
U= : . | (2.17)
ﬂln tt ﬂcn

ik , U matrisindeki i. veri noktasi vektoriiniin k. kiimedeki tiyelik derecesi olmak

lizere, Vik icin i € [0, 1]°dir. Uyelik matrisinde her bir x; elemanimin iiyelik dereceleri
toplami1 1°e esittir: V icin Z; =1 olur. Ayrica, Vi=1 ... nicin 0< z::l My <N

kosulunu saglar. ¢ kiimesi ve n veri noktalarini igeren kiimeleme i¢in bulanik tiyelik

dereceleri matris ailesi Mt asagidaki esitlikte verilmistir:
My = {U e R |y €[0,1], Vi Z/uik =1,v,; 0< Z'uik <n, vi} (2.18)
i=1 k=1

FCM kiimeleme algoritmasinda maliyet fonksiyonu Jm(U, v) denklem 2.19°da verilen

formiil ile hesaplanir. Amag, minimum maliyet fonksiyonu degerini elde etmektir.

n C

‘]m(U’V)ZZZ/’Iikmdikz’ (2.19)

k=L i=L
burada v parametresi kiime merkezini, m parametresi bulaniklastiriciy1, dix uzaklik
oOlglisiinii ifade etmektedir. V = {vi, i =1, 2, ..., ¢ | vi € R¢} olmak {izere, i. kiime
merkezi olan vij, ¢ boyutlu bir vektore denk gelmektedir. Bulaniklastiric1 (fuzzifier)
katsayis1 1 < m < o kiimelerin ortiisme derecesini belirlemektedir. Veri noktas1 xx ve

I. alt kiime merkezi v arasindaki uzaklik dik = || Xk — Vi || metrigi ile belirtilir. Genellikle,

Oklid uzaklik él¢iisii kullanilmaktadir, denklemi asagidaki esitlikte verilmistir:

dy =d(x, —Vv;) :”Xk -V ” :\/ZL(XM —Vi) - (2.20)

FCM bir yinelemeli optimizasyon yontemidir. Bu algoritma asagida verilen

adimlardan olusmaktadir (Ross, 2010; Izakian ve Abraham, 2011):
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Adim 1. m (m > 1) bulaniklastirici ve ¢ (2 < ¢ < n) kiime say1lar1 belirlenir. U@ € Mg

olmak iizere, U matrisi rastgele degerler ile baslatilir.
Adim 2. {vi"}, (r=0, 1, ...) kiime merkezi asagida verilen denklem ile bulunur:

Zn: ()" Xy

(r) _ k=1
Vij =

Zn: (2.21)
(,Uik)m

Admm 3. { di}, (r=0, 1, ...) Oklid uzakliklar1 hesaplanir.

Adim 4. UD matrisi i degerleri r. adim igin denklem 2.22 kullanilarak giincellenir:

Z dy (2.22)
. dj(l:)

Adim 5. Eger Ut*D — UW < ¢ ise algoritma durdurulur, degilse Adim 2’ye doniiliir
(Caligkan ve ark., 2021).

FCM modelinde kiimelemeyi etkileyen faktorler sunlardir (Kaya, 2018):

Kiime sayisimin secimi: FCM algoritmasinin performansini etkileyen en énemlisi ¢
parametresi kiime sayisidir. Cogu durumda kiime sayisi onceden bilinememektedir.
Kiime sayis1 olmasi gereken gergek kiime sayisindan az ya da ¢ok olmamalidir. Eger
degeri biiyiik alinirsa, bir ya da daha fazla kompakt kiime fazladan boliiniir, kiime
sayisi diigiik belirlendiginde ise ayri1 olmasi gereken bazi kiimeler birlesir. Dolayisiyla,

dogru kiime sayisinin belirlenmesi 6nemlidir. Veri kiimesindeki eleman sayisinin

%10’u ya da yarisinin karekokii (1/n/2 ) civarinda kiime tercih edilmektedir.

Bulaniklastiric1 katsayisi: Bulaniklastirici parametresi m, verilerin kag adet kiimeye
ayni anda {iye olabilecegini belirler. Degeri 1’e yaklasirsa, kiime katilasir ve FCM,
“Sert C-Ortalamalar” algoritmasina doniigiir. Degeri ¢ok biiyiik alinirsa, tyelik
dereceleri 1/c degerine yaklasacaktir ve elemanlarin kiimelere etkisi azalacaktir.

Bulaniklastiric1 katsayisinin degeri genellikle 2 olarak tercih edilmektedir.

Durdurma kriteri: FCM egitilirken, eger bir dnceki U liyelik matrisi ile sonraki
arasindaki fark, durdurma kriteri &’den kii¢iikk ise algoritma durdurulur. Bu

parametrenin degeri ¢ogu zaman 0,01 ya da 0,001 olarak alinmaktadir.
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Baslangi¢ iiyelik matrisi: Uyelik matrisindeki her bir g iiyelik derecesine basta
rastgele degerler atanir. Bu sayede, vi kiime merkezleri de rastgele degerler ile
baslatilmis olur. Egitim siirecinde bu degerler degisir. Kiime merkezi baglangic
degerleri, FCM algoritmasinin performansini oldukga etkilemektedir. Daha basarili
sonuglara ulasmak i¢in, FCM algoritmasi farkli baslangi¢ degerleri ile denenmektedir

(Avct, 2006). Boylece, lokal minimum noktalarina olasi takilmalarin 6niine gegilir.

FCM c¢ok iyi bir kiimeleme algoritmasi olmasina ragmen, gergek diinya verilerinin
tiyeliklerin ait oldugu derecelere her zaman iyi uymamasindan ve aykir1 degerlerin de

tiyelik degerleri hesaplamasinda kullanilmasindan dolayr yanlis sonuglar iiretebilir

(Kaya, 2018).
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3. DOGUM YONTEMLERI SINIFLANDIRMASI

Gebelik ve dogum yasamin dogal siirecinin bir pargasidir, viicudun saglikli ve normal
bir fonksiyonudur. Iki temel dogum yontemi vardir: normal dofum ve sezaryen

dogum.

3.1. Normal Dogum

Normal dogum, memelilerde dogum kanali yoluyla yavrularin dogmasidir
(wikipedia.org, 2021). Dogal dogum yontemi oldugu i¢in en yaygin yol normal
dogumdur. Normal dogum, gebeligin 37-42. haftalar1 arasinda uterusta baslayan
kasilmalarda birlikte rahim agzinda agilma, sonrasinda bebegin dogum kanalindan
gecerek diinyaya gelmesi olarak tanimlanabilir. Bebek ve anne gebelik, dogum ve
dogum sonras1 donemde birgok riskle karsi karsiya kalabilmektedir. Bu nedenle bu
sireglerde bebek ve anne diizenli sekilde takip edilerek dogum sekline karar
verilmelidir. Normal dogum sonrasi sezaryen doguma goére annenin iyilesme ve
hastanede kalma stiresi daha kisadir. Normal dogum yapan annelerde oksitosin
hormonunun hizli ve etkin salgilanmasi annenin bebegini kisa siirede emzirmeye
baslamasini saglamaktadir. Dogum kanalindan gecerken bebegin bagisiklik sisteminin
giiclenmesini saglayan faydali bakterilerle karsilasmasi ve akcigerdeki amniyon
stvisinin kolaylikla atilmasi, solunum sikintisinin az olmasi normal dogumun diger

avantajlandir.

3.2. Sezaryen Dogum

Sezaryen dogum, dogal yolla dogumun anne veya bebek i¢in risk olusturdugu sartlarda
karm ve uterus duvarina yapilan insizyonlarla dogumun gergeklestirilmesidir. Normal
dogumun giivenli sekilde tamamlanamayacagi, bebek veya anne i¢in morbidite ve
mortalite riskinin arttig1 durumlarda sezaryen dogum tercih edilmelidir. Sezaryen en
sik uygulanan cerrahi operasyonlardan biridir. Bas pelvis uyumsuzlugu, bebekte durus
bozuklugu, iri bebek, fetal distres, daha dnceki dogumun sezaryen olmasi, ¢oklu

gebelik, distosi gibi durumlar sezaryen endikasyonlaridir. Ulkemize ve diinyada



normal dogum orani azalmakta, sezaryen dogum orami artmaktadir. DSO sezaryen

oraninin %15°den fazla olmamasini dnermektedir.

DSO’niin tanimlarina gére erken dogum, 37 tamamlanmis gebelik haftasindan dnce
herhangi bir dogum; zamaninda dogum, 37 tamamlanmis haftadan 41 tamamlanmis
gebelik haftasina kadar olan dogum; ge¢ dogum ise 41 tamamlanmis gebelik
haftasindan sonraki herhangi bir dogumdur (Liu ve ark., 2012). Erken ve ge¢ dogum,
artan fetal ve neonatal mortalite ve morbidite riskinin yanisira artan maternal morbidite
ile iliskilidir. Erken ve ge¢ dogumlarda normal dogum veya sezaryen dogum karari

genellikle fetal ve maternal riskler degerlendirilerek verilir.

Dogumun farkli asamalarinda ortaya ¢ikan problemler nedeniyle dogumun normal
seyrinde ilerlemedigi durumlar distosi (zor dogum eylemi) olarak tanimlanir. Distosi
dogum kanali ile ilgili kemik ve yumusak doku kaynakli sorunlar, bebekte
prezentasyon bozuklugu (makat gelis, omuz gelig), uterus kasilmalart ilgili
sorunlardan (hipertonik uterus, hipotonik uterus) kaynaklanabilir. Dogum eylemi
sirasinda fetal kalp hizi anormallikleri, hipertansiyon, umbilikal kord, plasenta
anormallikleri, cogul gebelik gibi problemlere bagli farkli sorunlar da gelisebilir. Fetal
distres, dogumdan 6nce ve dogum sirasinda fetiisiin 1yi olmadigin1 gésteren isaretlerin
varhigim ifade eder. Tipik olarak fetiis yeterli oksijen almadiginda ortaya ¢ikar
(americanpregnancy.org, 2014). Kalp atis hizi anormallikleri, fetal sikinti belirtileridir.
Bunlar tasikardi (anormal derecede hizli bir kalp hiz1), bradikardi (anormal derecede
yavag bir kalp hiz1), degisken yavaslamalar (kalp hizinda ani disiisler) ve gec
yavaglamalardir (kasilma sonrasi temel kalp hizina ge¢ doniis). Fetal kalp hiz1 gebelik

ve dogum boyunca izlenmelidir.

Hamilelik sirasinda anormal kan basinci, anne ve bebek i¢in sorunlara neden olabilir.
Amerikan Kardiyoloji Koleji/Amerikan Kalp Dernegi’ne gore, gebelik sirasindaki
hipertansiyon, iki ayr1 durumda 6lgiilen Sistolik Kan Basincinin (SBP) > 140 mmHg
ve/veya Diyastolik Kan Basincinin (DBP) > 90 mmHg degerlerinde saptanmasidir
(Whelton ve ark., 2018). Maternal, fetal ve neonatal sorunlara neden olan hipertansif
bozukluklar gebeliklerin yaklasik %5-10"unu etkiler. Anneye yonelik rahatsizliklar
arasinda preeklampsi (kan basincinda ani yiikselme) ve eklampsi (daha siddetli ve
nobet veya koma olabilir) bulunur. Bu bozukluklar gebeligin sonlandirilmasinm

gerektirebilir. Hizli dogum gerektiren obstetrik veya klinik durumlar varsa sezaryen
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dogum gerekli olabilir. Gebelikte yasami tehdit eden komplikasyonlardan kaginmak

icin kan basinci yakindan izlenmelidir.

Anne ve bebek acisindan bir diger risk faktorii ileri anne yasidir. ileri anne yas1; anne
yasinin 35 yas ve {istii olmas1 olarak tanimlanir. ileri anne yasinda gebelige baglh
hipertansiyon, gestasyonel diyabet, sezaryen dogum riski belirgin sekilde artis

gosterir.

Cogul gebelik, erken dogum, diisiik, hipertansiyon ve diyabet gibi farkh
komplikasyonlar igin riskleri arttirir. ikiz dogumlarda, her iki fetiis de verteks
pozisyonundaysa ve bagka bir komplikasyon yoksa normal dogum miimkiindiir.
Normal dogumla iliskili ana risk, ikinci ikizin anoksi olasilig1 ile baglantilidir. Dogum
sekline karar vermede en onemli faktorler fetiisiin pozisyonu, gebelik yas1 ve fetiisler
arasindaki agirhk veya agirhk farkidir. Planli normal dogum siklikla
gerceklestirilebilse de, sezaryen gerektirebilecek onemli risklere karsi hazirlikli

olunmalidir (Taylor, 2006).

3.3. Yapay Zeka Yontemleri ile Dogum Yontemini Belirleme Calismalar:

YSA, iyi bilinen 6zellikli bir makine 6grenmesi teknigidir. Biyolojik sinir aglarinin
islevleri ve baglantilarindan gelistirilmis bir matematiksel modeldir. Giris-¢ikis
ciftlerinden 6grenme yetenegine sahiptir. YSA tahmin, optimizasyon, siniflandirma ve
kiimeleme amaglar1 i¢in kullanilmaktadir. Baz1 makalelerde, YSA’nin biiyiik tibbi

veritabanlariyla sonuglar1 tahmin etmek i¢in ideal araglar oldugu gosterilmistir.

Saglik hizmetlerinde yapay zeka metodolojileri giderek daha talep edilir ve daha
gerekli hale gelmektedir. Son yillarda dogum ydnteminin belirlenmesi i¢in baz1 zeki
uygulamalar yapilmistir. Van Dyne ve ark. (1994) hamile kadinlarda erken dogumu
tahmin etmek i¢in istatistiksel analizi, makine Ogrenmesini ve uzman sistemleri
kullanmiglardir. Frize ve ark. (2004) smiflandiric1 olarak ileri beslemeli YSA ve
bulanik mantik siniflandiricist algoritmalarini kullanarak dogumlar igin klinik
sonuglar1 ongdrmiislerdir. Gharehchopogh ve ark. (2012) sezaryen veri setlerinde veri
madenciligi yapmak i¢in karar agaci algoritmasini kullanmiglardir. Sodsee (2014) yeni
bir k-en yakin komsular algoritmasi gelistirerek Tayland’daki sezaryen dogumlari
tahmin etmistir. Robu ve Holban (2015), Bayes algoritmalar1 araciligiyla dogum
verilerinin analizini ve smiflandirmasimi gergeklestirmislerdir. Amin ve Ali (2017),

dogum yonteminin belirlenmesi igin rastgele orman, lojistik regresyon, Naive Bayes,
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k-en yakin komsular ve destek vektor makinesi algoritmalarini kullanmiglardir. Abbas
ve ark. (2018) dogum yontemi siniflandirmasi yapabilmek i¢in AdaBoost, rastgele
ormanlar, k-en yakin komsular, dogrusal diskriminat analizi, destek vektér makinesi,
Naive Bayes ve ileri beslemeli YSA yontemlerini uygulamislar, rastgele orman
yonteminin digerlerine gore daha iyi sonu¢ verdigini gostermislerdir. Suwarno ve
Santo (2019), uygun dogum yontemini belirlemek i¢in geri yayilimli ¢ok katmanli
Y SA kullanmislardir.

Ayrica, uzun donemdeki sezaryen oranlarmi tahmin etmek i¢in Yyapay zeka
algoritmalarindan yararlanilmigtir. Fergus ve ark. (2017) derin 6grenme, rastgele
orman ve Fisher’in lineer diskriminant analiz algoritmalarii Cekya’nin Brno
sehrindeki Universite Hastanesi ve Prag sehrindeki Cek Teknik Universitesi verileri
ile fetal kalp atis hizi sinyallerini kullanarak sezaryen ve normal dogum sayisini tahmin
etmek i¢in modellemislerdir. Fergus ve ark. (2018) Fisher lineer diskriminant analizi,
rastgele orman ve destek vektor makinesi siniflandiricilari ile kardiyotokografi izlerini
kullanarak sezaryen ve normal dogum sayisin1 tahmin etmislerdir. Senyefia ve ark.
(2019) otoregresif entegre hareketli ortalama modeli ile Gana’daki sezaryen
dogumlarin zaman serisi analizini ve tahminini yapmislardir. Nyoni ve Nyoni (2020)
Zimbabve’deki Kwekwe Genel Hastanesi’nde yeni sezaryen vakalarini tahmin etmek

i¢in ileri beslemeli YSA kullanmislardir.

Ogrenmeli Vektor Niceleme Sinir Aglar1 (LVQNN), Olasiliksal Sinir Aglar1 (PNN),
Oriintii Tanima Sinir Aglar1 (PRNN) veri kiimelerini siniflandirmak igin kullanilan
giiclii ti¢ temel Yapay Sinir Ag1 (YSA) teknigidir. Sezaryen tahmininde bu tekniklerin
performansi analiz edilmistir. Dogum yontemi siniflandirmasi igin literatiirde herhangi
bir LVQNN, PNN ya da PRNN uygulamasina rastlaniimamigtir. Bu makine 6grenme

tekniklerinin dogum yontemi siniflandirmasi igin incelenmesi goz ardi edilmemelidir.

3.4. Dogum Yontemi Veri Kiimesi

Sezaryen, en sik yapilan cerrahi operasyonlardan biridir. Diinyada son yillarda
sezaryen oranlari énemli oranda yiikselmistir. ABD’de 1996°dan 2006’ya %60
artmistir (Hamilton ve ark., 2007). 2017 yilinda ABD’de sezaryen dogum orani tiim
dogumlarm %32’siydi (Hamilton ve ark., 2018). Son yillardaki dogum istatistiklerine
gore ABD’de yaklasik her {i¢ gebeden biri sezaryen ile dogum yapmistir. Sezaryen,

komplikasyon riski tagiyan ve anne veya bebegin hayat kurtaricisi olabilecek
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gebeliklerde uygulanmaktadir. DSO %15 sezaryen oranini dnermektedir (BBC News,
2010). Hastanelerde dogumlarla ile ilgili kayitlar tutulabilmektedir.

Bu ¢alismadaki sezaryen veri seti Gharehchopogh ve ark. (2012) tarafindan Tebriz
Saglik Merkezi’nden toplanmistir. Sonrasinda, bu veri seti baska makalelerde de
kullanilmistir (Amin ve Ali, 2017; Suwarno ve Santo, 2019). Veri seti, yas, dogum
sayisi, dogum siiresi, kan basinci ve kalp durumu olmak {izere dogum problemlerinin
en baskin 5 faktorii olan 80 gebenin sezaryen sonuglarindan olusturulmustur. Toplanan
verilerdeki gozlemler, 17 yasindan 40 yasina kadar degisen farkli 6zelliklerdeki hamile
kadinlar1 i¢ermektedir. Toplanan verilerdeki dogum sayilart 1 ile 4 arasindadir.
Dogum siiresi, zamaninda, erken ve ge¢ olarak siniflandirilmaktadir. Kan basinci,
diisiik, normal ve yiiksek olmak {izere ii¢ durumda degerlendirilmektedir. Kalp sorunu
yok ya da var olarak nitelendirilmektedir. Cikt1 olarak iki sinif vardir: normal dogum

veya sezaryen. Bu nitelikler Tablo 3.1’de 6zetlenmistir.

Tablo 3.1. Dogum yo6ntemi siniflandirma nitelikleri.

Degisken Oznitelik Siniflandirma
Girdi 1 Yas 17 <yas <40
Girdi 2 Dogum Sayist 1,2,3,4
Girdi 3 Dogum Siiresi 0 = zamaninda, 1 = erken, 2 = ge¢
Girdi 4 Kan Basinci 0 = diisiik, 1 = normal, 2 = yiiksek
Girdi 5 Kalp Sorunu 0=yok, 1 =var
Cikt Sezaryen 0 = Hayir, 1 = Evet

Veri seti, aralikli se¢im saglanarak egitim ve test verileri olarak ayrilmistir. Veri setinin
%75’1 egitim verisi, kalan %25°1 ise test verisi olarak kullanilmistir. Boylece, egitim

ve test veri setleri sirastyla toplam 60 ve 20 veriye sahip olmustur.

Ayrica, girdi verileri [0,1 — 0,9] araligina normalize edilmistir.
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3.5. Dogum Yontemi Simiflandirmasi

Tezin bu kisminda, Tebriz Saglik Merkezi veri seti {izerinden sezaryen dogumunun
modellenmesi ve smiflandirilmast LVQNN, PNN ve PRNN yontemleri ile
gerceklestirilmistir. Onceki boliimde anlatildig1 iizere, kullanilan veri seti 80 gebe
kadinin dogum sonuglarini igermektedir. Her hamile kadin i¢in 5 giris parametresinden
(yas, dogum sayisi, dogum siiresi, kan basinci ve kalp durumu) ve 2 siniftan (normal
dogum veya sezaryen) olusmaktadir. Bu siiflandirma modeli, doktorlarin dogum
yontemlerinin risklerini degerlendirmesine ve dogru karari vermesine yardimci
olabilir. MATLAB™ programi, LVQNN, PNN ve PRNN modellerinin egitimi ve testi
icin kullanilmistir. Sekil 3.1°de gizli katmandaki néron sayilarina gére LVQNN’nin

egitim ve test performanslari, learnlvl ve learnlv2 LVQ 6grenme fonksiyonlart ile

gosterilmistir.
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Sekil 3.1. Gizli katmandaki néron sayilarma gére LVQNN’nin egitim ve test
performanslari (a) learnlv1, (b) learnlv2 LVQ 6grenme fonksiyonlari ile.

Sekil 3.1 incelendiginde, en iyi test sonucunun 0,1 MSE ile hem gizli katmaninda 10
noron bulunan learnlvl LVQ 6grenme fonksiyonuna sahip LVQNN ag1 ile hem de
gizli katmaninda 17 néron bulunan learnlv2 LVQ 6grenme fonksiyonuna sahip
LVQNN agi ile elde edildigi goriilmektedir. Egitim seti sonucu incelendiginde ise gizli
katmaninda 10 ndron bulunan learnlvl LVQ 6grenme fonksiyonuna sahip LVQNN
aginin 0,1667 MSE ile daha diisiik hata degeri iirettigi goriilmektedir. Bu LVQNN

mimarisi Sekil 3.2’de verilmistir.
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Sekil 3.2. Sezaryen veri seti i¢in kullanilan LVQNN mimarisi.

Sekil 3.3’te yayilma faktoriine (spread factor) gore PNN’nin egitim ve test

performanslar1 gosterilmistir.

Best Test Performance is 0.15 at Spread Factor = 0.24

Train | 4
Test |
Best |

o o oooD
a2 0o ~Nmoa

o
w

o
(&)

Mean Squared Error (MSE)
o

0 0.5 1 15 2 25 3
Spread Factor

Sekil 3.3. Yayilma faktoriine gore PNN’nin egitim ve test performanslari.

Sekil 3.3 incelendiginde, en iyi test sonucunun 0,15 MSE ile 0,24 yayilma faktorlii
PNN agi ile elde edildigi goriilmektedir. Bu PNN mimarisi Sekil 3.4°te verilmistir.
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Sekil 3.4. Sezaryen veri seti i¢in kullanilan PNN mimarisi.

Sekil 3.5’de gizli katmandaki néron sayilarmma gére PRNN’nin egitim ve test
performanslari, Levenberg—Marquardt ve Bayesian Ogrenme algoritmalart ile

gosterilmistir.

Best Test Performance is 0.15 with 3 Neurons in Hidden Layer Best Test Performance is 0.2 with 41 Neurons in Hidden Layer
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Sekil 3.5. Gizli katmandaki noron sayilarina gore PRNN’nin egitim ve test
performanslar1  (a) Levenberg—Marquardt, (b) Bayesian o6grenme
algoritmalart ile.

Sekil 3.5 incelendiginde, en iyi test sonucunun 0,15 MSE ile gizli katmaninda 3 néron
bulunan Levenberg—Marquardt 6grenme algoritmasi ile egitilmis PRNN ag ile elde

edildigi goriilmektedir. Bu PRNN mimarisi Sekil 3.6’da verilmistir.

36



Input

5

T e

3 Hidden
L]
®

| N W7

T o
L]
®

-

Output
2P

Sekil 3.6. Sezaryen veri seti i¢in kullanilan PRNN mimarisi.

Ug farkli YSA yaklasimi dogumlar i¢in sonuglarin tahmin edilmesinde egitilmis, test
edilmis ve karsilastirilmigtir. Sekil 3.7°de YSA egitim ve test performanslari, gizli
katmani 10 noéronlu ve learnlvl 6grenme fonksiyonuna sahip LVQNN, yayilma
faktorii = 0,24 olan PNN, ve gizli katman1 3 néronlu ve Levenberg—Marquardt

ogrenme algoritmasi ile egitilmis PRNN i¢in gosterilmistir.

Her smiflandirma islemi, metotlar kesinlik (yanlis pozitifleri eleme kabiliyeti) ve
hassasiyet (pozitif degerlerin ne kadarinin pozitif olarak siniflandirildigi) arasindaki
dengeyi kurmakla ugragmaktadir. Alici isletim karakteristigi ya da daha ¢ok bilinen
Ingilizce adiyla ROC (Receiver Operating Characteristic) egrisi, kisaca dogru
pozitiflerin sayisinin, yanlis pozitiflere olan kesri olarak ¢izilmesiyle olugsmaktadir. En
basarili LVQNN, PNN ve PRNN aglarinin histogram ve ROC egrisi grafikleri sirasiyla
Sekil 3.8’de ve Sekil 3.9°da verilmistir.
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Sekil 3.9. YSA ROC egrileri (a) LVQNN, (b) PNN, (c) PRNN.

Karsilagtirma matrisi (confusion matrix), uygulanan yontemin yaptigi siniflandirma
sonucunda, tahmin sonucu ve gergek durum arasindaki bilgileri igeren bir tablodur.
Kargilagtirma matrisinde, dogru pozitif, yanhs pozitif, dogru negatif, yanlis negatif
degerleri ve yiizdeleri bulunur. Algoritmalarin performans: degerlendirilirken bu
matristeki degerler dikkate alinir. En bagarili LVQNN, PNN ve PRNN aglarinin

karsilastirma matrisi grafikleri Sekil 3.10°da verilmistir.
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Sekil 3.10. YSA karsilastirma matrisi sonuglari (a) LVQNN, (b) PNN, (c) PRNN.

Kargilagtirma matrisi Sekil 3.10 sonuglarina gore 20 test sezaryen/normal dogum
tahmininde LVQNN modeli 2 hata (%90 dogruluk), PNN ve PRNN modelleri 3 hata
(%85 dogruluk) ile smiflandirma islemini basarmistir. 60 egitim seti verisinde ise,
LVQNN modeli 10 hatal1 (%83,3 dogru), PNN ve PRNN modelleri 11 hatali (%81,7
dogru) sonug iiretmistir. Dolayisiyla, LVQNN modeli, PNN ve PRNN modellerine

kiyasla dogum yontemi siniflandirma islemi i¢in daha iyi dogruluk oranlar1 vermistir.
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Literatiirdeki Tebriz Saglik Merkezi veri seti normal dogum/sezaryen siniflandirma
calismalarinda ve bu doktora tezinde elde edilen dogruluk oranlar1 sonuglar1 Tablo

3.2’de verilmistir.

Tablo 3.2. Dogum yontemi siniflandirma sonuglari.

Calisma Yontem Dogruluk Orani
Gharehchopogh ve ark. (2012) C4.5 Karar Agaci %86,25
Rastgele Orman %95,00
k-En Yakin Komsular %095,00
Amin ve Ali (2017) Lojistik Regresyon %77,50
Naive Bayes %76,25
Destek Vektor Makinesi %76,25
Suwarno ve Santo (2019) Cok Katmanli YSA %77,50
LVONN %90,00
Kocamaz (2024) PNN %85,00
PRNN %85,00

Tablo 3.2’ye bakildiginda, dogum yontemi smiflandirma islemi igin en basarili
dogruluk oraninin %95 ile Amin ve Ali (2017)’nin kullandig1 rastgele orman ve k-en
yakin komsular algoritmalar ile, sonrasinda da %90 orani ile bu doktora tezinde

uygulanan LVQNN modeliyle elde edildigini goriilmektedir.
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4. KANSER SINIFLANDIRMASI

Kanser, ¢cevresel ve genetik faktorlerin etkisiyle hiicre DNA’sinda hasar olusmasi ve
buna bagli olarak hiicrelerin kontrol disi biiylimesi ve ¢ogalmasidir. Genellikle
olustuklar1 dokuya, viicut kismina veya mikroskobik goriiniimiine gore adlandirilirlar.
Erkeklerde goriilen kanserler sikligina gore akciger, prostat, kolorektal, mesane ve
mide kanseri olarak siralanabilir. Kadinlarda en fazla meme kanseri, sonrasinda tiroid,
kolorektal, akciger ve rahim kanserleri goriilmektedir. Degisik kanserlerin biiylime
hizi, yayilimi1 ve tedaviye cevaplari birbirinden farkli oldugu i¢in kanserin tipine gore

uygun tani ve tedavi yontemleri tercih edilmelidir.

Meme kanseri, meme dokusunu olusturan hiicrelerdeki kontrolsiiz ¢ogalmayla ortaya
cikar. Kadinlarda goriilen kanserlerin basinda gelir ve akciger kanserinden sonra

kansere bagli 6liimlerde ikinci sirayi alir.
Meme kanseri noninvaziv ve invaziv grup olarak iki ana gruba ayrilir.

Noninvaziv meme kanserleri; kanser olugsmaya bagladigi bolgededir, bazal membrani
geememis, meme dokusu cevresine yayilim olmamistir. Hiicrelerdeki doniisiim siit
kanallarinda ise Duktal Carsinoma In Situ (DCIS), meme lobiillerinde ise Lobiiler
Carsinoma In Situ (LCIS) olarak adlandirilir. DCIS meme kanserlerinin %12-15’ini
olusturur, tedavi edilmezse Invaziv Duktal Carsinoma (IDC) ilerleyebilir. Memede siit
tireten bezlerde olusan ve lobiiller i¢inde sinirlt kalan LCIS siklikla premenopoz
donemindeki kadinlarda goriliir, yavas ilerler. Genellikle invaziv kansere
dontismedigi icin kanser olarak kabul edilmez. Kisinin meme kanseri agisindan
gelecekte yiiksek riske sahip oldugunu gosterir. Bu risk nedeniyle LCIS hikayesi olan

kisilere 6-12 ayda bir muayene ve yillik mamografi ile kontrol dnerilir.

Invaziv meme kanserleri; invaziv duktal karsinom, invaziv lobiiler karsinom, meme
basinin Paget hastaligi, inflamatuar meme kanseri, filloides tiimor ve nadir meme

kanserleri olarak alt gruplara ayrilir.

IDC meme kanserleri iginde en sik goriilen tilirdiir. Tiimor genellikle sert, diizensiz

kenarli, smirlart meme dokusundan net sekilde ayrilamamaktadir. Cilde, fasya ve



kaslara invazyon yapabilir. Dermal lenfatiklerde etkilenme olursa ciltte karakteristik
tan1 bulgularindan biri olan portakal kabugu goriiniimii olusur. Kanserin evresi
ilerledikce lenf yoluyla bolgesel lenf nodlarina, hematojen yolla kemik, karaciger,

akciger ve overlere metastaz yapabilir.

Invaziv lobiiler kanserler, invaziv meme kanserlerinin %10’unu olusturur, IDC’den
sonra ikinci en sik goriilen meme kanseridir. Kanser yavas sekilde ilerleyerek memede
kalinlagsmaya, sertlesmeye neden olarak kitle olusturmadan normal meme dokusu ile

yer degistirir. Bu nedenle muayene ve mamografi ile tan1 koymak zorlasir.

Meme basinin Paget hastaligi, meme basi ve areolada egzama bulgulari ile kendini

gosteren biyopsi ile tan1 konulan meme kanseri tiirtidir.

Inflamatuar meme kanseri nadir goriiliir ancak agresif seyreder, meme kanserleri
icinde en kotii prognoza sahip olandir. Cilt ve dermal lenfatik kanallarin tutulumu

memede sislik, kizariklik ve portakal kabugu goriiniimiine neden olur.

Filloides timor bag dokusundan kaynaklanan oldukca nadir goriilen bir tiimordiir.

Hizli ilerler, biiyiik kitlelere neden olur. Temel tedavisi cerrahidir.

4.1. Meme Kanseri Risk Faktorleri

Cinsiyet: Kadinlarda meme kanseri orani erkeklere gore oldukca fazladir. Vakalarin

cok az1 yaklasik %1°1 erkeklerde goriiliir.

Yas: Meme kanseri riski yasla beraber artar, gen¢lerde nadir goriiliir, vakalarin ¢ogu

50 yas lizerindedir.

Gecirilmis meme kanseri oykiisii: Meme kanseri tanist almis, tedavi olmus

kadinlarda ikinci kez kanser gelisme riski daha fazladir.

Aile dykiisii: Anne, kiz kardes gibi birinci derece yakinlarinda meme kanseri 6ykiisii,

kisinin meme kanserine yakalanma riskinin daha fazla oldugunu gosterir.

Dogurganlik siiresi: Menarsin erken (12 yasindan once) ve menOpozun ge¢ olmasi
(55 yasindan sonra) daha uzun stireli dstrojen maruziyetine neden oldugu icin kanser

gelisme riski artar.

Dogum dykiisii: Daha once dogum yapmamis olmak veya dogum yapma yasinin

30’dan sonra olmasi riski arttirmaktadir.

Emzirme: Meme kanseri riskini azaltir.
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Sigara ve alkol kullanimi: Sigara icerdigi kanserojen bilesenler nedeniyle meme
kanseri riskini arttirmaktadir. Alinan alkol miktar: ile orantili olarak meme kanseri

riski de artmaktadir.

Obezite: Yag dokusu tarafindan {iiretilen Gstrojen meme kanseri riskini arttirir. Bu
nedenle 6zellikle menopoz sonrasi kilolu olan kisilerde meme kanseri gelisme riski

artar.

Radyasyona maruz kalma: Radyasyon meme kanseri de dahil pek ¢ok kanserde risk

faktorleri arasinda yer alir.

4.2, Meme Kanseri Erken Tan1 ve Tarama Yontemleri

Son yillarda meme kanserinin sikligi artmakta ama meme kanseri nedeniyle 6liim
oranlar1 azalmaktadir. Tarama yontemleri hastaliklarin erken déneminde tespit
edilmesini bdylece tedavi sansinin artmasini saglar. Bu nedenle belirti ve bulgusu

olmayan kisilerde meme taramasi yapilmasi ¢ok énemlidir.

Kendi kendine meme muayenesi, klinik meme muayenesi ve mamografi 6nerilen

tarama yontemlerdir.

Kendi kendine meme muayenesinin her ay diizenli sekilde yapilmasi 6nerilir. Meme
cildinde kizariklik, meme basinda renk ve sekil degisikligi, memede veya koltuk

altinda kitle varlig1 degerlendirilir.

Klinik meme muayenesinin 40 yas tstii kadinlara her yil uzman hekimler tarafindan

yapilmasi 6nerilmektedir.

Mamografi, diisik dozda X-isiniyla memenin yag ve glandiiler yapilarinin
incelenmesini saglayan goriintiileme yontemidir. Tarama amagli kullanim ile heniiz
sikayeti olmayan kisilerde erken evre meme kanseri tanist konulabilmektedir. Meme

kanseri tanisinda 6nerilen altin standart goriintiileme yontemi mamografidir.

Geng yaslarda meme grandiiler doku ile kapli iken, kirkl1 yaslarda grandiiler dokunun
yerini yag dokusu almaya baglar. Bu nedenle postmenopozal donemde mamografi ile
degerlendirme yapmak kolaylasir, mamografinin duyarlilig1 artar. Mamografinin, risk
faktorleri degerlendirilerek 40 yas sonrasi 1 ya da 2 yilda bir, 50 yas sonrasi yilda bir

¢ekilmesi Onerilir.
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Mamografi ile kitle, distorsiyon, kalsifikasyonlar, dansite, aksilladaki lenf nodlari, cilt
ve meme basinda goriilen degisiklikler degerlendirilir. Tespit edilen kitlenin sekli,
kenar yapisi ve dansitesi kitlenin iyi veya kotli huylu olduguna dair ipuglar1 verir.
Kitleler yuvarlak, oval, lobtiler ve irregiiler olabilir. Malign olma riski mikrolobiile ve
irregiiler sekilli olanlarda daha fazladir. Meme dokusu ile kitle arasindaki kenar
keskinse iyi sinirly, kitleden ¢evreye 1sinsal uzanimlar varsa spikiiler olarak tanimlanur.
Dansite kitlenin X-1s1n1 gegirgenligidir. Radyoliisen kitleler iyi huyludur, fibroadenom
ve kistler diisiik dansiteli radyoopak, kotli huylu kitleler yiiksek dansiteli radyoopak
goriintiiler verir. Her iki meme dokusu simetriktir, iki memenin goriintiilerinin birlikte
degerlendirilmesi asimetrik gorlintiiniin tespitini kolaylastirir. Daha 6nce yapilan
mamografilerin yenileri ile kiyaslanmasi saptanmis ve izleme alinmis lezyonlardaki

biiylime ve degisimi degerlendirmek agisindan dnemlidir.

Mamografi ve diger tetkik sonuglarina gore izlenecek yolu gosteren BI-RADS (Breast

Imaging Reporting And Data System) siniflamasi bir raporlama sistemidir.

Tablo 4.1. BI-RADS smiflamasi.

Kategori Izlenecek Yol

Kategori 0 Yetersiz tetkik (ilave goriintiileme yontemlerine ihtiyag var)
Kategori 1 Normal bulgular

Kategori 2 Kesinlikle benign bulgular

Kategori 3 Muhtemelen benign bulgular (kisa araliklarla takip onerilir)
Kategori 4 Malignite siipheli bulgular (biyopsi 6nerilir)

Kategori 5  Yiiksek ihtimalle malignite diigiindiiren bulgular (biyopsi ve tan1 gereklidir)

Kategori 6 Biyopsi ile meme kanseri saptanmig olan hastalar

4.3, Meme Kanseri Tanisi

Muayene ve mamografide memede patoloji saptanan kisilerde tan1 i¢in ilave tetkikler
gerekebilir. Mamografi, tarama i¢in kullanilmasinin yaninda siipheli durumlarda tani

i¢in de kullanilir.
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Ultrasonografi: Meme dokusun ses dalgalari kullanilarak incelenmesidir, kitlenin kati
veya kistik yapida oldugunu gosterir. Radyasyon icermez, yer yasta ve hamilelik
doneminde kullanilabilir. Biyopsi gereken durumlarda rehberlik amaciyla da

kullanilir.

Manyetik Rezonans Goriintilleme (MRG): Radyo dalgalari aracigiyla giiglii bir
manyetik alanda goriintii olusturulur. Muayene, mamografi ve ultrasonografi ile tespit
edilen lezyonlarin incelenmesinde, kanser tanisi almis hastalarda operasyon oncesi
farkli odak olup olmadiginin, kanserin diger meme ya da kars1t memeye yayiliminin

degerlendirilmesinde kullanilir.

Biyopsi: Diger tetkiklerle kanserden siiphelenilen lezyon tespit edildiginde kesin tani
icin biyopsi gereklidir. Farkli yontemlerle siipheli dokudan ornekler alinir ve

mikroskop ile degerlendirilerek patolojik tan1 konulur.

4.4, Meme Kanseri Tedavisi

Meme kanserinde tedavi, hastanin 6zelliklerine, meme kanserinin evresine gore bir
veya birka¢ tedavi yonteminin birlikte kullanilmasi seklinde uygulanabilir. Tedavi
yontemleri cerrahi tedavi, radyoterapi, kemoterapi, hormonoterapi ve hedefe yonelik

tedavidir.

Cerrahi tedavi: Memenin bir kisminin (meme koruyucu) ya da memenin tamaminin
(mastektomi), etkilenen lenf nodlart ile birlikte alindig1 islemdir. Tiimoriin biiyiikligi,
memenin bilyiikligi, timdr sayisi, yerlesim yeri ve hastanin tercihi géz oniine alinarak

uygulanacak cerrahi yonteme karar verilir.

Radyoterapi: Yiiksek enerjili iyonizan 1sinlarin belirli dozlarda tiimériin bulundugu
alana verilmesidir. Timori tedavi etmek, biiylik bir tiimdriin kii¢iilmesini saglayip
opere edilebilir duruma gelmesini saglamak, cerrahi sonrasi mikroskobik diizeyde
kalabilecek olan kanser hiicrelerini yok etmek i¢in kullanilir. Meme koruyucu cerrahi

tedavi yapilan tiim hastalara uygulanir.

Kemoterapi: Kanserli hiicrelerin damar yolu ya da agizdan alinan kuvvetli ilaglar ile
yok edilmesini saglayan tedavi yontemidir. Operasyon dncesi uygulanmasi tiimdrde
kiiciilme saglar, operasyon sonras1 uygulanmasi kanserin niiks etme riskini azaltir. Ileri

evre kanserli hastalarda yasam siiresini ve kalitesini arttirmak igin kullanilir.
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Hormonoterapi: Tiimor hiicrelerinde hormon reseptorii varsa yani timdr Ostrojen
veya progesteron hormonlarina duyarli ise bu hormonlarin olumsuz etkilerini ortadan

kaldirmak i¢in uygulanan tedavidir.

Hedefe Yonelik Tedavi: insan epidermal biiyiime faktorii reseptdrii 2 (Human
Epidermal growth factor Receptor 2 — HER?2) pozitif tespit edilen kanser hiicrelerini

hedef alan akilli ilaglar kullanilarak uygulanan tedavidir.

4.5. Yapay Zeka Yontemleri ile Kanser Teshisi Calismalar:

Makine 0grenimi tip da dahil birgok bilim ve iiretim alaninda kullanilir. Makine
Ogrenimi sayesinde hasta ve hastaliklar1 siniflandirmak, bir hastaligin en belirleyici
bulgularini tespit etmek, hastaligin seyrini ve sonucunu tahmin etmek, yan etki ve
komplikasyonlar1 degerlendirmek ve hasta i¢in en uygun tedaviyi secebilmek
kolaylasmistir. Giinden giine artan veri sayisi, bu verilerin girilmesi, depolanmas1 ve
kontroliiyle ilgili farkli sikintilar1 da beraberinde getirmistir. Gelisen bilgisayar
teknolojileri ile verileri sabit disklerde, veritabanlarinda depolamak miimkiin olmus,
islemlerin daha az hata orani ile daha hizl sekilde ilerlemesi saglanmistir. Bilgisayar
teknolojileri sadece verilerin depolanmasina degil, eldeki verilerin analizi ile farkli

bircok alanda ileriye yonelik gergek¢i tahminler yapabilmesine olanak saglamstir.

Meme kanseri kadinlarda sik goriilen ve 6liime neden olabilen kanserlerden biridir.
Kadinlarda daha sik, erkeklerde ise nadiren goriilmekte, her 8 kadindan birinde tespit
edilmektedir. Meme kanserinin yas, aile dykiisii, sigara, alkol, obezite, radyasyon,
hormon ilaclar1 gibi risk faktorleri bilinmekte, fakat bunlar1 tamamen ortadan
kaldirabilmek miimkiin olamamaktadir. Tedavide yasanan gelismeler ile meme
kanserine bagli 6liim oranlari azalmis bu nedenle tarama ve erken taninin 6nemi

artmigtir. Meme kanseri tarama ve tanisinda en sik kullanilan yontem mamografidir.

Meme kanseri tanisinin YSA kullanilarak tahmin edilmeye ¢alisildig1 pek ¢ok ¢alisma
literatlirde yerini almistir. YSA’nin farkli 6zellikleri kullanilarak meme kanseri ve
farkli kanser tiirleri tanis1 ile ilgili uygulamalar yapilmistir. T1p alaninda sadece kanser
hastaligr degil, genis bir yelpazede bir¢ok konu calisilmaktadir. Calismalarda,
YSA’nin diger sezgisel yontemlerle birlikte kullanimi ile daha basarili sonuglar elde

edildigi goriilmektedir.

48



Fogel ve ark. (1997), meme kanseri tanisi igin YSA ile hasta yas1 ve radyoaktif
ozellikleri kullanmislar, verileri egitmislerdir. Revett ve ark. (2005) ve Gorunescu ve
ark. (2007), meme kanseri i¢in Rough kiimelerini ve PNN i¢eren melez modele dayali
TKDS tasarlamislardir. Hsiao ve ark. (2009), meme tiimorlerinin iyi ya da kotii huylu
oldugunu belirlemek i¢in damarlanma indekslerini (harmonik ve harmonik olmayan
3D gii¢ Doppler goriintiileme) kullanmiglar, siniflandirma islemini ¢ok katmanh
algilayicilar ile gergeklestirmislerdir. Vadivel ve Surendiran (2013), 6nce bulanik
kurallar ile mamografi goriintiilerindeki meme tiimorlerini karakterize etmis, sonra
C5.0 algoritmasi ile siniflandirmiglardir. Mihaylov ve ark. (2019), makine 6grenmesi
yontemlerini kullanarak klinik verilere dayali dogru teshis ile meme kanseri sag kalim
sliresini tahmin eden bir ¢alisma yapmuslardir. Vijayarajeswari ve ark. (2019), 95
mamografi goriintiisii lizerinde Hough doniisiim algoritmasi ve destek vektor makinesi
yontemini kullanarak mamogramlarin 6zelliklerini belirlemislerdir. Alzu’bi ve ark.
(2021) c¢alismalarinda, King Abdullah Universite Hastanesi verileri ve makine
ogrenmesi algoritmalari ile meme kanserinin niiksetme olasiliklarini hesaplamislardir.
Kumari ve Jagadesh (2022), Mamografik Goriintii Analizi Dernegi veri seti iizerinde
meme kanserini siniflandirmak igin gradyan artirma, rastgele orman, k-en yakin
komsular, YSA ve destek vektor makinesi yontemlerini kullanmiglar, en yiiksek
basariy1 gradyan artirma algoritmasi ile elde etmislerdir. Wang ve ark. (2022), 288
adet mamografi goriintiisiinii 6znitelik se¢im algoritmasi ve destek vektor makinesi

yontemini kullanarak 1yi-kotii huylu timor olarak siniflandirmiglardir.

UCI makine 6grenmesi veritabaninda bulunan Madison’daki Wisconsin Universitesi
Hastanesi’nin hasta kayitlarindan olusturulan Wisconsin meme kanseri veri seti yapay
zeka algoritmalarinda sik¢a kullanilmaktadir. Cevik ve Kocger (2013), Karapinar
Sentiirk ve Sentiirk (2016), ve Kiknadze ve Giirhanli (2020), bu veri setini kullanarak
YSA ile meme kanseri tiimoriiniin 1yi-kotii huylu oldugunu tahmin eden ¢alismalar
yapmuglardir. Asri ve ark. (2016), destek vektor makinesi, Naive Bayes, k-en yakin
komsular ve C4.5 algoritmalarin1 kullanmislar, en basarili performans: destek vektor
makinesi ile elde etmislerdir. Nilashi ve ark. (2017), meme kanseri siniflama islemi
i¢in bulanik mantik ile bilgi tabanli bir sistem gelistirmislerdir. Amrane ve ark. (2018),
bu veri seti {izerinde k-en yakin komsular ve Naive Bayes algoritmalarinin dogruluk
yiizdelerini karsilastirmiglardir. Gupta ve Garg (2020), k-en yakin komsular, lojistik

regresyon, karar agaci, rastgele orman, destek vektér makinesi ve derin 6grenme
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yontemlerini meme kanserinin siniflandirilmasinda uygulamiglardir. Al-Azzam ve ark.
(2021), lojistik regresyon, Gaussian Naive Bayes, lineer destek vektor makinesi,
Radyal tabanli destek vektor makinesi, karar agaci, rastgele orman, gradient boosting,
XGBoost ve k-en yakin komsular olmak tizere 9 farkli makine 6grenmesi algoritmasi
sonuclarint karsilagtirmiglardir. Gopal ve ark. (2021), calismalarinda ¢ok katmanl
algilayici, lojistik regresyon ve rastgele orman algoritmalarint kullanmislar, en yiiksek
dogruluk oranimi ¢ok katmanli algilayicilar ile bulmuslardir. Wu ve Hicks (2021),
Naive Bayes ve k-en yakin komsular algoritmalarini kullanmis ve bu iki algoritma
arasinda ¢apraz dogrulama yaparak daha yiiksek verimlilik elde etmislerdir. Aydindag
Bayrak ve ark. (2022), k-en yakin komsular, destek vektor makinesi, Naive Bayes,
karar agac1 ve YSA makine 6grenmesi yontemlerini kullanmislar, en yiiksek dogruluk
degerini YSA ile bulmuslardir. Khan ve ark. (2022), rastgele orman, karar agaci, k-en
yakin komsular ve lojistik regresyon yontemlerini uygulamislar, en iyi sonuca lojistik

regresyon yontemi ile ulagsmislardir.

UCI makine 6grenmesi veritabanindaki Mammography Mass meme kanseri veri seti
de bir¢ok ¢aligmada kullanilmis, timoriin iyi ya da kétii huylu oldugu siniflandirmasi
yapilmistir. Luo ve Cheng (2012) degisik karar agaglari, destek vektor makinesi ve
minimal optimizasyon algoritmalarini 6zellik se¢im algoritmasi ile birlestiren topluluk
Ogrenmesi yontemiyle siniflandirmayr yapmislardir. Giizel ve ark. (2013), eksik
verileri tamamlayan, Naive Bayes ve k-en yakin komsular algoritmalarmi kullanan
modeller gelistirmislerdir. Hassim ve Ghazali (2016), yapay ar1 kolonisi ve atesbdcegi
algoritmalarint YSA ile entegre etmisler, mamografik smiflandirma basarimini
arttirmiglardir. Kaushik ve Kaur (2016), ¢ok katmanli algilayici, rastgele agac ve
rastgele orman algoritmalarini tiimlesik kullanarak daha iyi sonuglar elde etmislerdir.
Yan ve ark. (2017), YSA, ¢oklu-graniilasyon ve bagging (torbalama) yontemlerini
kullanmiglar, en basarili sonucu bagging yontemi ile almiglardir. Zahriah ve ark.
(2017), Naive Bayes, C4.5, karar kiitiigii, rastgele agacg, rastgele orman ve destek
vektor makinesi algoritmalarini karsilastirmis, Naive Bayes ile daha yiiksek dogruluk
oranlari bulmuglardir. Bakirarar ve ark. (2019), ¢ok katmanli algilayicilar ile rastgele
orman algoritmasinin performanslarini incelemislerdir. Pickens ve Sengupta (2021),
k-ortalama ve FCM ile kiimeleme, parcacik Siirii Optimizasyonlu Y SA ile siniflandirma
yapmiglardir. Williamson ve ark. (2022), k-en yakin komsular ve rastgele orman

algoritmalarini birlestiren hibrit bir model gelistirmislerdir.
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Son yillarda, derin 6grenme yontemiyle de dnemli kanser teshisi ve smiflandirma
calismalar1 yapilmistir. Nawaz ve ark. (2018), BreakHis meme kanseri histopatolojik
goriintiisii veri setinin siiflandirmasini konvoliisyonel sinir aglari ile uygulamislardir.
Lopez-Cabrera ve ark. (2020), Mamografik Goriintii Analizi Dernegi mini veri
tabanindaki goriintiileri Inception-v3 ve evrisimli sinir aglart ile siniflandirmislardir.
Elmannai ve ark. (2021), histopatoloji goriintiilerinden olusan bir veri seti iizerinde
meme kanserini benign, in situ, invaziv ya da normal olarak siniflandirabilmek igin
evrisimsel sinir ag1 modeli gelistirmislerdir. Hawrami (2022), meme kanserinin teshisi
icin Wisconsin veri setini kullanarak derin 6grenme algoritmalart ile siniflandirma
yapmustir. Korkmaz (2023), Kaggle platformundaki “Breast Histopathology images”
veri kiimesini kullanmis, meme kanserinin simiflandirilmasini makine 6grenmesi ve

derin 6grenme yontemleri ile gergeklestirmistir.

Yapilan calismalar erken tani konuldugunda kanserin tedavi sansinin arttigini
gostermektedir. Kadinlarda en sik goriilen ve kansere bagl 6liimlerde iist siralarda yer
alan meme kanseri tanisinda bilgisayar destekli karar verme sistemleri uzman

hekimlere yardimci olmaktadir.

4.6, Kanser Veri Seti

Uygulamada UCI makine 6grenmesi veritabanindan edinilen Mammography Mass
Breast Cancer veri seti kullanilmistir. Bu veri seti Erlangen—Nuremberg Universitesi
Hastanesi’ne ait 2003-2006 yillar1 hasta kayitlarindan olusturulmustur (Elter ve ark.,
2007). Veritabaninda 961 6rnege ait veriler ve bunlarin dahil oldugu 2 sinif mevcuttur.
Veri setinde toplamda 6 nitelik vardir. Bunlar ve deger araliklart Tablo 4.2°de
gosterilmektedir. BI-RADS da 2, yasta 5, kitle seklinde 31, kitle kenarinda 48, kitle
yogunlugunda 76 olmak {izere baz1 6rneklerde eksikler vardir. Benign (iyi huylu) ve
malignant (kotii huylu) olacak sekilde siniflandirilir. 516 6rnek benign sinifa, 445

ornek malignant sinifa aittir. Veri setindeki benign ve malignant dagilimi1 homojendir.

Meme kanseri teshisi uygulamasi tahmininde kullanilan O6znitelikler yas disinda
genellikle 1 ile 5 arasindaki degerlere sahip 6zniteliklerdir. Eksik verilerde, o niteligin
ortalama degeri kullanilmistir. Veritabaninda hastalik teshisinde kullanilan 5 adet
Oznitelik bulunmaktadir. Giris katmaninda 5, ¢ikis katmaninda 2 néron bulunur. Son
Oznitelik smif bilgisini igermektedir, sonu¢ kisminda goriilmekte, timor benign (iyi

huylu) ise 1, malignant (kotii huylu) ise 2 degerini almaktadir.

o1



Tablo 4.2. Kanser siniflandirma nitelikleri.

Degisken Oznitelik Deger Araligi
Girdi 1 BI-RADS 0-6
Girdi 2 Yas 18 <yas <96
Girdi 3 Kitle Sekli 1 -4 (yuvarlak = 1, oval = 2, lobiiler = 3, irregiiler = 4)

o ] 1 -5 (sturh = 1, mikrolobiile = 2, belirsiz = 3,
Girdi 4 Kitle Kenar1 o
iyi tanimlanamayan = 4, dikenli = 5)

Girdi5  Kitle Yogunlugu 1 -4 (yiiksek =1, izodens = 2, diisiik = 3, yag igerikli = 4)

Cikt1 Smf 1 = Iyi Huyly, 2 = Kétii Huylu

Veri seti, aralikli se¢im saglanarak egitim ve test verileri olarak ayrilmistir. Veri setinin
2/3’1 egitim verisi, kalan 1/3°1 ise test verisi olarak kullanilmistir. Boylece, egitim ve
test veri setleri sirasiyla toplam 641 ve 320 veriye sahip olmustur. Ayrica, girdi verileri

[0,1 —0,9] araligina normalize edilmistir.

4.7. Kanser Simiflandirmasi

Bu boliimde yapilan galismanin amaci, meme kanseri teshisi ile ilgili bir analiz
yaparak teshis slirecini hizlandirmak, zaman kaybini azaltmak, tedaviye bir an once
baglanmasini saglayabilmektir. Bu doktora ¢alismasinda, Elter ve ark. (2007) veri seti
kullanilarak YSA ile meme kanseri tiimoriintin iyi huylu ya da ko6t huylu oldugu
tahmin edilmistir. SOM, FCM, LVQNN ve PNN yontemlerinden yararlanilmigtir.
Once, LVQNN, PNN ve PRNN ile tiimériin iyi-kétii huylu oldugu smiflandirmasi
yapilmistir. II. model olarak, SOM aglar ile giris verileri kiimelendirilmis ve bu
kiimeleme sonuglarindan elde edilen veriler kullanilarak LVQNN, PNN ve PRNN ile
siniflandirma yapilmistir. III. modelde SOM yerine FCM ile kiimeleme yapilmis ve
sonrasinda LVQNN, PNN ve PRNN ile siniflandirma yapilmistir. IV. model olarak,
SOM ve FCM aglarinin tirettigi degerler de YSA’lara girdi olarak verilip LVQNN,
PNN ve PRNN ile smiflandirma yapilmistir. Sonuglar karsilastirmali olarak

sunulmustur. Uygulamalar MATLAB™ programi ortaminda gerceklestirilmistir.
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4.7.1. Model-I

Sekil 4.1’de gizli katmandaki noron sayilarina gére LVQNN’nin egitim ve test

performanslari, learnlvl ve learnlv2 LVQ 6grenme fonksiyonlari ile gdsterilmistir.

Best Test Performance is 0.14375 with 23 Neurons in Hidden Layer Best Test Performance is 0.146875 with 24 Neurons in Hidden Layer
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Sekil 4.1. Gizli katmandaki néron sayilarina géore LVQNN’nin egitim ve test

performanslart (Model-1) (a) learnlvl, (b) learnlv2 LVQ 0&grenme
fonksiyonlart ile.

Sekil 4.1 incelendiginde, en iyi test sonucunun gizli katmaninda 23 néron bulunan
learnlvl LVQ o6grenme fonksiyonuna sahip LVQNN agi ile elde edildigi
goriilmektedir. Bu LVQNN mimarisi Sekil 4.2°de verilmistir.

Input

5

( i Layer )

Sekil 4.2. Kanser veri seti i¢in kullanilan LVQNN mimarisi (Model-1).
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Sekil 4.3’te yayilma faktoriine (spread factor) gére PNN’nin egitim ve test

performanslari gosterilmistir.

Best Test Performance is 0.14375 at Spread Factor = 0.17
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Sekil 4.3. Yayilma faktoriine gére PNN’nin egitim ve test performanslar1 (Model-1).

Sekil 4.3 incelendiginde, en iyi test sonucunun 0,17 yayilma faktorlii PNN agi ile elde
edildigi goriilmektedir. Bu PNN mimarisi Sekil 4.4°te verilmistir.

Input

5

L]

( Layer

[1 ]

, OQutput

Sekil 4.4. Kanser veri seti i¢in kullanilan PNN mimarisi (Model-I).

Sekil 4.5’te gizli katmandaki noron sayilarina gére PRNN’nin egitim ve test

performanslari, Levenberg—Marquardt ve Bayesian Ogrenme algoritmalart ile

gosterilmistir.
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Best Test Performance is 0.15625 with 25 Neurons in Hidden Layer
0.95 T T T T T T T T T

Best Test Performance is 0.153125 with 9 Neurons in Hidden Layer
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Sekil 4.5. Gizli katmandaki ndron sayilarima gore PRNN’nin egitim ve test

performanslar1 (Model-1) (a) Levenberg—Marquardt, (b) Bayesian 6grenme
algoritmalart ile.

Sekil 4.5 incelendiginde, en iyi test sonucunun 0,153125 MSE ile gizli katmaninda 9

noron bulunan Bayesian 6grenme algoritmasi ile egitilmis PRNN agi ile elde edildigi
goriilmektedir. Bu PRNN mimarisi Sekil 4.6’da verilmistir.
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Sekil 4.6. Kanser veri seti i¢in kullanilan PRNN mimarisi (Model-I).

Ug farkli YSA yaklasimi tiimériin iyi-kotii huylu oldugunun tespiti icin egitilmis, test
edilmis ve karsilastirilmistir. Sekil 4.7°de YSA egitim ve test performanslari, gizli

katmani 23 ndronlu ve learnlvl 6grenme fonksiyonuna sahip LVQNN, yayilma
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faktorii = 0,17 olan PNN, ve gizli katman1 9 néronlu ve Bayesian 6grenme algoritmasi

ile egitilmis PRNN i¢in gosterilmistir.

Best Train Performance is 0.188768, Best Test Performance is 0.14375 Best Train Performance is 0.180967, Best Test Performance is 0.14375
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Sekil 4.7. YSA egitim ve test performanslart (Model-1) (a) LVQNN, (b) PNN,
(c) PRNN.

En bagarili LVQNN, PNN ve PRNN aglarinin histogram grafikleri Sekil 4.8’de
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Sekil 4.8. YSA histogram grafikleri (Model-1) (a) LVQNN, (b) PNN, (c) PRNN.
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En bagarili LVQNN, PNN ve PRNN aglarinin ROC egrisi grafikleri Sekil 4.9°da ve

karsilastirma matrisi grafikleri Sekil 4.10°da verilmistir.
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Sekil 4.9. YSA ROC egrileri (Model-1) (a) LVQNN, (b) PNN, (c) PRNN.
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Sekil 4.10. YSA karsilastirma matrisi sonuglar1 (Model-I) (a) LVQNN, (b) PNN,
(c) PRNN.

Karsilastirma matrisi Sekil 4.10 sonuglarma gore 320 test iyi-kotii huylu timor
tahmininde LVQNN ve PNN modelleri 46 hata (%85,63 dogruluk), PRNN modeli 49
hata (%84,69 dogruluk) ile simiflandirma islemini basarmistir. 641 egitim seti
verisinde ise, PNN modeli 116 hatali (%81,9 dogru), LVQNN modeli 121 hatali
(%81,12 dogru) sonug iiretmistir. PRNN modeli ise 114 hatali (%82,22 dogru)
smiflandirma yapmistir. Dolayisiyla, PNN modeli, LVQNN ve PRNN modellerine

kiyasla kanser siniflandirma islemi i¢in daha iyi dogruluk oranlar1 vermistir.
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4.7.2. Model-11

Calinski—Harabasz, Davies—Bouldin ve Silhouette katsayilari, kiime elemanlarinin
kendi kiimesine ne kadar benzedigini Olcerek veri kiimelerinin ne kadar iyi
smiflandirildigini ortaya ¢ikaran, kiime tutarliligini yorumlama yontemleridir. Veri

setindeki uygun kiime sayisinin belirlenmesi amaci ile kullanilmaktadirlar.

Calinski—Harabasz endeksi, kiimelenme gegerliligini, kiimeler arasi varyansin, kiime
i¢i varyansa oranina gore degerlendirir. Yiiksek Calinski—Harabasz endeks degeri,
degerlendirilen kiime boliimlemesinde farkli kiimeler arasindaki mesafenin biiyiik,
ayn1 kiime igindeki mesafenin ise kii¢iik oldugunu ifade etmektedir. Dolayisiyla, en
yiiksek endeks degerine sahip kiime, en uygun kiime sayisini verir. Davies—Bouldin
endeksinde, her bir kiime i¢in segilen kiime ve diger tiim kiimeler arasindaki benzerlik
orani hesaplanir ve bu kiime benzerliklerinin ortalamasi endeks degerini verir. Bu
endeks sonucunun kiiciikk olmasi, kiimelemenin daha iyi oldugunu gostermektedir.
Silhouette endeksi ise, kiimelenme performanslarini, kiimelerin birbirleri arasindaki
ve kiime igindeki mesafelerin karsilikli farkina dayanarak dogrular. En yiiksek
Silhouette endeks degeri ile, optimum kiime sayis1 tespit edilir (Eris Hasirci, 2019;
Petrigli, 2020; Y1ldirim, 2022).

Gelistirilen Matlab kodu ile, once, Erlangen—Nuremberg meme kanseri veri seti igin
optimum kiime sayisini belirlemek amaci ile bu yontemler kullanilmis ve sonuglar

Sekil 4.11°de gosterilmistir.

Calinski—Harabasz ve Silhouette yontemlerine gore katsayinin en yiiksek oldugu
deger, Davies—Bouldin yontemine gore ise katsayinin en diisiik oldugu deger optimum
kiime sayisin1 vermektedir. Sekil 4.11°de gosterilen sonuglar incelendiginde, Calinski—
Harabasz yonteminin 2970,86 degeri ile 10 kiime, Davies—Bouldin y6nteminin 0,612
degeri ile 2 kiime ve Silhouette yonteminin 0,722 degeri ile 2 kiime kullanilmasini
daha uygun buldugu goriilmektedir. Dolayisiyla, bu kanser veri seti igin optimum

kiime sayis1 2 olarak alinmistir.
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Sekil 4.11. Kanser veri seti igin optimum kiime sayist (a) Calinski—Harabasz,

(b) Davies—Bouldin, (c) Silhouette katsayilarina gore.

Sonrasinda, yine gelistirilen Matlab kodu ile, SOM ag1 kullanilarak Erlangen—

Nuremberg meme kanseri giris verileri 2 ayr1 kiimeye ayrilmistir ve sonuglar Tablo

4.3’te sunulmustur.

Tablo 4.3. SOM aginin kiimeleme verileri.

SOM
A kiimesi B kiimesi
Iyi Huylu 299 217
Kot Huylu 101 344
Toplam 400 561

SOM sonuglarina gore 2 kiimeye ayrilan veriler Sekil 4.12°de sunulmustur.
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Sekil 4.12. SOM modelinin kiimeleme sonug grafikleri.

Sekil 4.13’te SOM A kiimesine gore en iyi sonug tireten YSA’lar olan; gizli katmani
48 noronlu ve learnlv2 6grenme fonksiyonuna sahip LVQNN, yayilma faktorii = 0,18
olan PNN, ve gizli katman1 46 néronlu ve Levenberg—Marquardt 6grenme algoritmasi

ile egitilmis PRNN aglarinin egitim ve test performanslar1 gosterilmistir.
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Sekil 4.13. YSA egitim ve test performanslari (Model-11-A) (a) LVQNN, (b) PNN,
(c) PRNN.

En basarili LVQNN, PNN ve PRNN karsilagtirma

verilmistir.
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Sekil 4.14. YSA karsilastirma matrisi sonuglar1 (Model-11-A) (a) LVQNN, (b) PNN,
(c) PRNN.

Sekil 4.15°te SOM B kiimesine gore en iyi sonug iireten YSA’lar olan; gizli katmant

34 noronlu ve learnlv2 6grenme fonksiyonuna sahip LVQNN, yayilma faktorii = 0,39

olan PNN, ve gizli katmani 6 néronlu ve Levenberg—Marquardt 6grenme algoritmasi

ile egitilmis PRNN aglarinin egitim ve test performanslar gosterilmistir.
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Sekil 4.15. YSA egitim ve test performanslar1 (Model-11-B) (a) LVQNN, (b) PNN,

En basarili LVQNN, PNN ve PRNN karsilagtirma matrisi grafikleri Sekil 4.16°te

Best Train Performance is 0.221053, Best Test Performance is 0.149171
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Sekil 4.16. YSA karsilagtirma matrisi sonuglari (Model-11-B) (a) LVQNN, (b) PNN,
(c) PRNN.

Sonug olarak, Model-II A kiimesi igin 0,137931 MSE ile gizli katman1 46 néronlu ve
Levenberg—Marquardt 6grenme algoritmasi ile egitilmis PRNN (Sekil 4.13), Model-
II B kiimesi i¢in ise 0,207895 MSE ile gizli katmani 34 noronlu ve learnlv2 6grenme
fonksiyonuna sahip LVQNN (Sekil 4.15) daha az hata yaparak daha basarili test
sonuclar1 vermistir. Sekil 4.14 ve Sekil 4.16’daki karsilastirma matrislerinden bu iki
agm toplam dogruluk orani, yani Model-II’'nin dogruluk orani, egitim seti i¢in

(225+201)/641 = %82,06, test seti i¢in (124+155)/320 = %87,19 olarak bulunmustur.

4.7.3. Model-111

Bir dnceki modelde, Calinski-Harabasz, Davies—Bouldin ve Silhouette yontemlerine
gore Erlangen—Nuremberg meme kanseri veri seti i¢in optimum kiime sayis1 2 olarak
tespit edilmisti. Gelistirilen Matlab kodu ile, tespit edilen bu kiime sayisina gére FCM
ag1 kullanilarak Erlangen—Nuremberg meme kanseri giris verileri 2 ayr1 kiimeye

ayrilmistir ve sonuglar Tablo 4.4’te sunulmustur.

Tablo 4.4. FCM agmin kiimeleme verileri.

FCM
A kiimesi B kiimesi
Iyi Huylu 309 207
Kot Huylu 103 342
Toplam 412 549
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FCM sonuglarina gore 2 kiimeye ayrilan veriler Sekil 4.17°de sunulmustur.

Kitle Sekli
=]
m
Kitle Kenar

Kitle Sekii 10 Yas

4 -

3.5 e ® §
2 T I &
5 3 = Rk ] s
O | M 8
325 ® %% 2 ® 2
> &g 2:0) Bz x
2 2 ® O % @
4 g %

Kitle Kenar 101 Kitle Sekli Kitle Yogunlugu L Kitle Kenari

Yas

2
BI-RADS 0 1 Kitle Yogunlugu

Sekil 4.17. FCM modelinin kiimeleme sonug grafikleri.

Sekil 4.18’de FCM A kiimesine gore en iyi sonug lireten YSA’lar olan; gizli katmani
54 noronlu ve learnlv2 6grenme fonksiyonuna sahip LVQNN, yayilma faktorii = 0,18
olan PNN, ve gizli katman1 5 néronlu ve Levenberg—Marquardt 6grenme algoritmasi

ile egitilmis PRNN aglarinin egitim ve test performanslar1 gosterilmistir.
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Sekil 4.18. YSA egitim ve test performanslari (Model-111-A) (a) LVQNN, (b) PNN,
(c) PRNN.

En basarili LVQNN, PNN ve PRNN Kkarsilastirma matrisi grafikleri Sekil 4.19°da

verilmistir.
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Sekil 4.19. YSA karsilastirma matrisi sonuglari (Model-111-A) (a) LVQNN, (b) PNN,
(c) PRNN.

Sekil 4.20’de FCM B kiimesine gore en iyi sonug iireten YSA’lar olan; gizli katmani

95 noronlu ve learnlvl 6grenme fonksiyonuna sahip LVQNN, yayilma faktorii = 0,39

olan PNN, ve gizli katman1 9 néronlu ve Levenberg—Marquardt 6grenme algoritmasi

ile egitilmis PRNN aglarinin egitim ve test performanslari gosterilmistir.
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Sekil 4.20. YSA egitim ve test performanslar1 (Model-111-B) (a) LVQNN, (b) PNN,
(c) PRNN.

En basarili LVQNN, PNN ve PRNN Kkarsilastirma matrisi grafikleri Sekil 4.21°de

verilmigtir.
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Sekil 4.21. YSA karsilastirma matrisi sonuglari (Model-111-B) (a) LVQNN, (b) PNN,
(c) PRNN.

Sonug olarak, Model-IIT A kiimesi i¢in 0,106383 MSE ile gizli katman1 5 néronlu ve
Levenberg—Marquardt 6grenme algoritmasi ile egitilmis PRNN (Sekil 4.18),
Model-III B kiimesi i¢in ise 0,145251 MSE ile gizli katman1 95 ndronlu ve learnlvl
ogrenme fonksiyonuna sahip LVQNN (Sekil 4.20) daha az hata yaparak daha basarili
test sonuglar1 vermistir. Sekil 4.19 ve Sekil 4.21°deki karsilastirma matrislerinden bu
iki agin toplam dogruluk orani, yani Model-III"in dogruluk orani, egitim seti i¢in

(247+296)/641 = %84,71, test seti i¢in (126+153)/320 = %87,19 olarak bulunmustur.

4.7.4. Model-1V

Bu modelde, SOM ve FCM aglarinin iirettigi degerler de YSA’lara girdi olarak verilip
LVQNN, PNN ve PRNN ile siniflandirma yapilmistir. A modelinde SOM degeri, B
modelinde FCM degeri, C modelinde ise hem SOM hem de FCM degerleri YSA’larin

girdilerine eklenmistir.

Sekil 4.22°de Model-1V-A’ya gore en iyi sonug lireten YSA’lar olan; gizli katmani 73
noronlu ve learnlv2 6grenme fonksiyonuna sahip LVQNN, yayilma faktorii = 0,23
olan PNN, ve gizli katman1 51 néronlu ve Levenberg—Marquardt 6grenme algoritmasi
ile egitilmis PRNN aglarmin egitim ve test performanslari gdosterilmistir. Bu

Y SA’larin karsilastirma matrisleri ise Sekil 4.23°te verilmistir.
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Sekil 4.22. YSA egitim ve test performanslart (Model-1V-A) (a) LVQNN, (b) PNN,
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Sekil 4.22’ye bakildiginda, Model-1V-A i¢in en iyi sonug lireten YSA nin, test verileri
icin 0,140625 MSE degeri hesaplanan yayilma faktorii = 0,23 olan PNN oldugu

goriilmektedir.
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Sekil 4.23. YSA karsilastirma matrisi sonuglart (Model-1V-A) (a) LVQNN, (b) PNN,
(c) PRNN.

Sekil 4.24°te Model-1V-B’ye gore en iyi sonug iireten YSA’lar olan; gizli katmani 98
noronlu ve learnlv2 6grenme fonksiyonuna sahip LVQNN, yayilma faktorii = 0,23
olan PNN, ve gizli katman1 13 néronlu ve Levenberg—Marquardt 6grenme algoritmasi
ile egitilmis PRNN aglarinin egitim ve test performanslari gosterilmistir. Bu

Y SA’larin karsilastirma matrisleri ise Sekil 4.25°te verilmistir.
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Best Train Performance is 0.170047, Best Test Performance is 0.15
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Sekil 4.24. YSA egitim ve test performanslari (Model-1V-B) (a) LVOQNN, (b) PNN,
(c) PRNN.

Sekil 4.24’¢ bakildiginda, Model-IV-B i¢in en iyi sonug iireten YSA’nin, yine test
verileri i¢in 0,140625 MSE degeri hesaplanan yayilma faktorii = 0,23 olan PNN

oldugu goriilmektedir.
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Sekil 4.25. YSA karsilastirma matrisi sonuglari (Model-1V-B) (a) LVQNN, (b) PNN,
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Sekil 4.26°da Model-1V-C’ye gore en iyi sonug lireten YSA’lar olan; gizli katmani 66
noronlu ve learnlv2 §grenme fonksiyonuna sahip LVQNN, yayilma faktorii = 0,23
olan PNN, ve gizli katman1 88 néronlu ve Levenberg—Marquardt 6grenme algoritmasi

ile egitilmis PRNN aglarinin egitim ve test performanslari gosterilmistir. Bu
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Y SA’larin karsilastirma matrisleri ise Sekil 4.27°de verilmistir.
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Sekil 4.26’ya bakildiginda, Model-1V-C i¢in en iyi sonug iireten YSA ’nin, test verileri
icin 0,140625 MSE degeri hesaplanan gizli katman1 66 néronlu ve learnlv2 6grenme

fonksiyonuna sahip LVQNN oldugu goériilmektedir.
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Sekil 4.27. YSA karsilastirma matrisi sonuglart (Model-1V-C) (a) LVQNN, (b) PNN,
(c) PRNN.

Sekil 4.23, Sekil 4.25 ve Sekil 4.27°deki karsilastirma matrislerinden goriildiigii tizere,
hem Model-1V-A’da, hem Model-1V-B’de, hem de Model-IV-C’de test seti i¢in
275/320 = %85,94 dogruluk orani elde edilmistir. Egitim seti igin ise, dogruluk
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oranlart Model-1V-A’da 513/641 = %80,03, Model-1V-B’de 516/641 = %80,5 ve
Model-1V-C’de 523/641 = %81,59’dur. Dolayisiyla, Model-IV’te en basarili sonucu
hem SOM hem de FCM degerlerinin girdi olarak verildigi C modeli vermistir.

Tablo 4.5’de Erlangen—Nuremberg meme kanseri veri seti i¢in bu doktora tezinde

gelistirilen modellerin sonuglari karsilagtirilmali bicimde 6zetlenmistir.

Tablo 4.5. Gelistirilen modellerin (kanser siniflandirma) dogruluk yiizdeleri.

Dogruluk Orani
Model Kullanilan Yontemler
Egitim Test
LVQNN %81,12 %85,63
Model-I PNN %381,90 %85,63
PRNN %82,22 %384,69
Model-II SOM ve LVQNN, PNN, PRNN %382,06 %387,19
Model-111 FCM ve LVQNN, PNN, PRNN %84,71 %87,19
SOM ve LVQNN, PNN, PRNN %380,03 %85,94
Model-1V FCM ve LVQNN, PNN, PRNN %380,50 %85,94

SOM, FCM ve LVQNN, PNN, PRNN %81,59 %85,94

Tablo 4.5’teki sonuglarda, en basarili kanser teshisinin %87,19°1uk test ve %84,71’°lik
egitim dogruluk orani ile 6nce FCM algoritmas: ile kiimeleme yapildigi, sonra her bir
kiime icin LVQNN, PNN ve PRNN algoritmalari ile siniflandirma yapildigi Model-I11
ile elde edildigini goriilmektedir. Kiimeleme algoritmasi kullanilan tiim modeller, test
verilerinde daha basarili sonuglar iiretmislerdir. Bu da, siniflandirma islemlerine,

kiimeleme algoritmalarinin dahil edilmesinin olumlu katki sagladigini gostermektedir.

Tablo 4.6°da bu doktora tezinde yapilan en basarili modelin sonuglari ile literatiirdeki
UCI makine 6grenmesi veritabaninda bulunan Erlangen—Nuremberg Universitesi
Hastanesi’ne ait hasta kayitlarindan olusan “Mammography Mass” meme kanseri veri

seti ile yapilmis ¢alismalarin sonuglari karsilastirmistir.
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Tablo 4.6. Kanser siniflandirma sonuglart.

En Iyi Sonu¢ Veren  Dogruluk
Calisma Kullanilan Yontemler
Y ontem Orani
Karar Agaci, Bagging,
Luo ve Cheng ] ] )
(2012) AdaboostM1, MultiBoosting, Bagging Karar Agaci %83,4
Destek Vektor Makinesi
Giizel ve ark. Naive Bayes, k-En Yakin Naive Bayes & k-En
%82,49
(2013) Komsular Yakin Komsular
) Cok Katmanli Algilayici, YSA, YSA & Yapay An
Hassim ve o ) . )
] Yapay Ari Kolonisi, Atesbocegi  Kolonisi & Atesbocegi %83,45
Ghazali (2016)
Algoritmasi Algoritmast
] Cok Katmanl1 Algilayici
Kaushik ve Cok Katmanli Algilayici,
& Rastgele Agac & %83,5
Kaur (2016) Rastgele Agac, Rastgele Orman
Rastgele Orman
Yan ve ark. YSA, Coklu-Graniilasyon, )
) Bagging %84
(2017) Bagging
) Naive Bayes, C4.5, Karar
Zahriah ve ark. )
(2017) Kiitiigii, Rastgele Agag, Rastgele Naive Bayes %84,4
Orman, Destek Vektor Makinesi
Bakirarar ve Cok Katmanli Algilayici,
Cok Katmanl1 Algilayici %80,9
ark. (2019) Rastgele Orman
) k-Ortalama, Sinirsel Agl
Pickens ve o Sinirsel Agl Pargacik
Parcacik Siirli Optimizasyonu, o %78,83
Sengupta (2021) Siirii Optimizasyonu
FCM
Williamson ve k-En Yakin Komsular ve k-En Yakin Komsular ve %84.7
004,
ark. (2022) Rastgele Orman Rastgele Orman
Kocamaz SOM, FCM, LVONN, PNN, FCM & PRNN &
%87,19
(2024) PRNN LVQNN

Tablo 4.6°daki sonuglar incelendiginde, Erlangen—Nuremberg meme kanseri veri seti
kullanilarak yapilan c¢alismalarin %78 ile %87 arasinda dogruluk ylizdesine sahip
oldugu, ¢ogunun %82-85 araliginda oldugu goriilmektedir. En yiiksek siniflandirma
basarisi ise, %87,19’luk oran ile bu doktora tezindeki Model-I11 ile elde edilmistir.
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5. DIYABET RiSK SINIFLANDIRMASI

Diyabet hem {iilkemizde hem de diinyada artan goriilme siklig1 ve neden oldugu
komplikasyonlar nedeniyle en onemli saglik sorunlarindan biri haline gelmistir.
Yasam kalitesini diisliren, uzun donemde farkli organlarda hasara yol acarak organ,
islev kayb1 ve 6liime neden olabilen, iilke ekonomisine yiik getiren bir toplum sagligi
hastaligidir. Diyabet goriilme siklig1 yas, beslenme alisgkanliklari, kalitim gibi
faktorlere bagl olarak toplumlarda farkliliklar gdsterebilir. Beslenme ve yasam tarzi

degisiklikleri nedeniyle diyabet prevalansi hizla artmistir.

Viicudun enerji ihtiyact besinlerde bulunan yag, karbonhidrat ve proteinlerden
saglanir. Karbonhidratlar sindirildiginde basit bir seker olan glikoz aciga ¢ikar. Glikoz
organizma i¢in en 6nemli enerji kaynagidir. Glikozun enerji saglayabilmesi i¢in
kandan kas, yag, karaciger hiicreleri gibi viicut hiicrelerinin igine girmesi
gerekmektedir. Pankreastan salgilanan insiilin hormonu kandaki glikozun hiicre i¢ine
girmesini saglar. Hiicrelere alinan glikoz glikojen olarak depolanir. Pankreas her gida
alimi1 sonrasi besinlerin enerjiye doniismesi i¢in insiilin {retir. Pankreas tarafindan
yeteri kadar insiilin tretilememesi ya da insiilinin hedef hiicreler tarafindan
kullanilamamasi (insiiline duyarsizlik) durumunda kandaki glikoz hiicrelere gegemez

ve kan sekeri yiikselir.
Diyabet 4 grupta siniflandirilir, bunlar:

Tip 1 diyabet insiilin tiretiminin neredeyse hi¢ olmadigi genellikle ¢ocuklar ve geng
yetigkinlerde goriilen otoimmiin bir hastaliktir. Tip 1 diyabette otoimmiin beta hiicre
yikimina bagl insiilin eksikligi vardir. Etiyolojisinde genetik yatkinlik, cevresel ve
immiinolojik faktorler yer alir. Halsizlik, yorgunluk, ¢cok su i¢me, fazla idrara ¢ikma,

kilo kaybi hastaligin baglica bulgularidir.

Tip 2 diyabet en yaygin diyabet tiiriidiir, diinyadaki tiim diyabetlerin yaklasik
%90’1mnm olusturur. Insiilin sekresyonunda bozukluga bagli yeteri kadar
salgilanamamas1 veya hedef hiicrelerdeki insiilinin etkisine kars1 diren¢ sonucu kan

sekerinde yiikselme yani hiperglisemi ile seyreden kronik bir hastaliktir. Siklikla orta



ve ileri yaslarda goriilmektedir ama 6zellikle obezitenin artisi ile birlikte daha geng
yaslarda da goriilmeye baslamistir. Tip 2 diyabetli hastalarda baslangicta belirtiler
goriilmez, hastalik sinsi ilerler. Yaygin belirtileri halsizlik, yorgunluk, fazla su igme,
cok idrara ¢ikma, yara iyilesmesinde gecikme, el ve ayaklarda uyusma, tekrarlayan
mantar enfeksiyonlar1 olarak sayilabilir. Uzun donemde mikrovaskiiler ve
makrovaskiiler komplikasyonlara bagli kardiyovaskiiler hastaliklar, retinopati,
noropati ortaya ¢ikabilmektedir. Uluslararas1 Diyabet Federasyonu’nun 2021 verileri
degerlendirildiginde diinyada yaklasik 483 milyon tip 2 diyabetli hasta bulundugu

goriilmektedir.

Gestasyonel diyabet genellikle gebeligin 3. trimesterinde ortaya ¢ikan ve dogumla
beraber normale dénen glikoz intoleransidir. Gestasyonel Diyabetus Mellitus (GDM)
olarak da adlandirilmaktadir. Anne ve bebek icin olumsuz etkileri olabilir, annede
preeklamsi, erken dogum riskinde artig, bebekte makrozomi, neonatal hipoglisemi,
solunum sikintilarina neden olabilir. Dogum sonrasi diyabette diizelme goriilse de

sonraki gebeliklerde tekrarlama, ileri yaslarda tip 2 diyabet gelisme riski artmaktadir.

Diger spesifik diyabet tipleri, tip 1 ve tip 2 diyabet ile iligkili olmayan, hormon
bozukluklari, pankreas hastaliklari, ilaclar, genetik sendromlar gibi farkli nedenlere
bagl ortaya ¢ikmaktadir. Genetik bozukluga bagli olarak geng yasta baslayan diyabet,
pankreatit, pankreas kanseri, kortizonlu ilaglar, akromegali, feokromasitoma gibi

endokrin hastaliklar nedeniyle olusan diyabet bu grup i¢inde yer alir.

5.1. Diyabet Tanis1

Diyabet tanisinda aglik kan sekeri 6lgiimii, Oral Glikoz Tolerans Testi (OGTT) ve
HbA1C (HemoglobinA1C) testleri degerlendirilir.

Aglik kan sekeri saglikli insanlarda ortalama 70-100 mg/dl’dir. 126 mg/dl ve daha
yuksek tespit edilen acglik kan sekeri degerleri diyabet tanisini destekler. A¢lik kan
sekeri 100-126 mg/dl arasinda tespit edilen hastalarda OGTT uygulanarak kisinin
tokluk kan sekeri Ol¢iiliir. Yemekten 2 saat dlgiilen kan sekeri 200 mg/dl {izerindeyse
diyabet tanis1 konulur. Tokluk kan sekeri 200 mg/dl’nin altinda 140 mg/dl {izerindeyse
gizli seker (prediyabetik evre) tanist konur. HbA1C son 3 aydaki ortalama kan sekeri
diizeyini gostermektedir. %6,5’in iizerinde olmas1 diyabet tanis1 koydurur. Bu tani

kriterleri Tablo 5.1°’de gosterilmistir.
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Tablo 5.1. Diyabet tani kriterleri.

Kan Sekeri (mg/dl) HbA1C
Aclik Tokluk %
Normal <100 <140 <57

Bozulmus glukoz toleransi
) [100 — 125] [140 — 199] [5,7-6,4]
(prediyabet)

Diyabet > 126 >200 >6,5

5.2. Diyabet Tedavisi

Diyabet tedavisinde amac kan glikoz diizeyini ve insiilin aktivitesini kontrol altinda
tutarak hipoglisemi ve hiperglisemi ile iliskili morbidite ve mortaliteyi en aza
indirmek, uzun vadeli vaskiiler ve néropatik komplikasyonlar1 azaltmaktir. Kan
glikozunun yanisira, kan basinci ve kan lipidlerinin de hedeflenen diizeylerde olmasi
diyabetin komplikasyonlarini 6nlemek i¢in gereklidir. Beslenme, fiziksel aktivite, ilag
tedavisi, kendine kendine izlem (kan sekeri kontrolil) ve diyabet egitimi tedavinin

onemli unsurlardir.

Hastaligin olumsuz etkilerini azaltmak ic¢in kan sekeri normal simirlar iginde
tutulmalidir. Tedavi yontem ve ilaclardaki gelismelere ragmen bazi hastalarda hedef
glikoz degerlerine ulasilamamaktir. Hastanin ilag tedavisine uyum gdstermesi disinda
hastalig1 hakkinda bilgi sahibi olmasi, beslenme ve yasam tarzi degisiklikleri yapmasi,
evde Olglimler yaparak hastaligin takip siirecine dahil olmasi da onemlidir. Diyabet
egitimi, beslenme ve egzersiz programi, tibbi tedavinin bir arada verilmesi diyabetli
hastalarin tedaviye uyumunu, yasam kalitesini arttirir, tedavi maliyetlerini diisiirir.
Diyabetli hastalarda diyet programi hastanin yeme aligkanliklari, 6giin saatleri, kilosu,
eslik eden diger hastaliklar1 dikkate alinarak yapilir. Egzersizin kan sekeri kontroliinde
olumlu katki yaptigi, dokularin insiilin duyarliligmni arttirdigi, hipertansiyonda
iyilesme, kilo vermede kolaylasma sagladigi, yiiksek kan yaglarimi disiirdigii
bilinmektedir. Haftada en az 3 giin tempolu yliriiylis, bisiklet, yiizme gibi aerobik

egzersiz programlari diyabetli hastalara onerilmelidir.
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Diyet ve egzersiz gibi yasam tarzi degisiklikleriyle hedef glisemik degerlere
ulagilamadiginda medikal tedaviye ihtiya¢ duyulur. Oral antidiyabetikler ilk tercih
olarak kullanilir. Bu ilaglar pankreas hiicrelerinden insiilin salinimini, hiicrelerinin
glukoza hassasiyetini arttirir, insiilin direncine karsi koyar ya da bagirsaklardan glikoz
emilimini azaltir. Tekli ilag kullaniminin yeterli olmadigi durumlarda diger oral
antidiyabetiklerle veya insiilinle kombine edilerek kullanilabilirler. Oral
antidiyabetiklerle kontrol saglanamadiginda, alerji veya yan etki gelismesi
durumunda, Tip 1 diyabetli hastalarda, bobrek ve karaciger yetmezligi olanlarda,
ketotik komaya giren, major cerrahi operasyon gegiren hastalarda, gebelik ve emzirme

doneminde insiilin tedavisi kullaniimalidir.

Diyabet iyi tedavi edilmediginde yillar i¢inde ¢esitli komplikasyonlar ortaya ¢ikar,
diyabetin akut ve kronik komplikasyonlar1 vardir. Akut komplikasyonlar; diyabetik
ketoasidoz, hiperglisemik hiperosmolar nonketotik koma, laktik asidoz ve
hipoglisemidir. Hipoglisemi en sik karsilasilan akut komplikasyondur. Kronik
komplikasyonlar mikrovaskiiler ve makrovaskiiler komplikasyonlar olmak tizere ikiye
ayrilirlar. Mikrovaskiiler komplikasyonlar; retinopati, nefropati, ndropati’dir.
Makrovaskiiler komplikasyonlar; kalp damar hastaliklari, serebrovaskiiler hastaliklar

ve periferik damar hastaliklaridir.

5.3. Diyabet Riski

Yapilan tarama ¢aligmalari ile tilkemizde diyabetik ve prediyabetik hastalarin yaklagik
%50’sinin heniiz tan1 almamis oldugu bulunmustur. Tanisal tarama testlerinin riskli
bireyler belirlenerek, bu bireylere belli araliklarla yapilmas: bu nedenle ¢ok onemlidir.
Tip 1 diyabette rutin tarama endikasyonu yoktur. Ancak aile taramalari
yapilabilmektedir. Yani, tip 1 diyabetli hastalarin birinci dereceden yakinlarinda
otoantikorlar bakilabilir. Tip 2 diyabet risk faktorleri ise tiim yetiskinlerde
degerlendirilmelidir. Ailesinde diyabet bulunun kisiler, fazla kilolu veya obez kisiler,
dogum tartis1 4 kg ve lizeri bebek doguran, daha 6nce gestasyonel diyabet tanisi alan,
hipertansiyonu, kolesterol ve trigliserid yiiksekligi olan, koroner arter, periferik ya da
serebrovaskiiler hastaligi olan, fiziksel aktivitesi diisiik olan, uzun stireli kortikosteroid
kullanan kisiler tip 2 diyabet agisindan yiiksek risk grubundadirlar. 35 yasindan biiyiik
tiim bireylerde, viicut Kitle indeksi VKI > 25 kg/m? olan ve diyabet risk faktorii bulanan

kisilerde aclik kan glikoz diizeyleri 6l¢giilmelidir. Ek risk faktorii bulunan kisilerde
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daha erken yaslarda ve daha sik aglik kan sekeri Ol¢imii yapilmalidir. Daha 6nce

prediyabet tanisi olan veya GDM olan kisilerin OGTT ile degerlendirilmesi onerilir.

5.4. Yapay Zeka Yontemleri ile Diyabet Siniflandirma Calismalari

Diyabet tanisi {izerine bir¢ok bilimsel arastirma yapilmistir. Kaggle veritabanindaki
icinde 768 veri bulunan 9 Oznitelige sahip PIMA Yerlileri veri seti en ¢ok
calisilanlardan biridir. Temurtas ve ark. (2009) tarafindan diyabet tanisi iizerine
yapilan karsilastirilmali ¢alismada Levenberg—Marquardt algoritmasi ile egitilen ¢ok
katmanlit YSA ve PNN kullanilmigtir. Yaptiklar1 ¢alismanin daha once yapilmisg
calismalarla kiyaslandiginda daha iyi sonuglar verdigini ve YSA yapilarinin diyabet
tanisina yardimci olmak i¢in etkili sekilde kullanilabilecegini belirtmislerdir. Akyol ve
Sen (2018) ¢alismalarinda 6nce, 6znitelik se¢cimi ve agirliklandirma yontemleri ile en
onemli Oznitelikleri tespit etmis, sonra AdaBoost, gradyan artirnmli karar agaclari ve
rastgele orman algoritmalarini1 kullanmis, en iyi sonuca %73,88 dogruluk orani ile
AdaBoost algoritmasi ile ulagsmislardir. Sisodia ve Sisodia (2018), Gaussian Naive
Bayes, destek vektér makinesi ve karar agaci makine Ogrenmesi algoritmalarini
kullanilmuslar, en iyi tahmin performansini1 %76,30 degeriyle Gaussian Naive Bayes
algoritmasiyla elde etmislerdir. Birjais ve ark. (2019) ii¢ farkli makine 6grenmesi
teknigini kullanmis, gradyan artirma ile %86, lojistik regresyon ile %79, Naive Bayes
ile %77 dogruluk orani elde etmislerdir. Jakka ve Rani (2019), k-en yakin komsular,
karar agaci, Naive Bayes, destek vektor makinesi, lojistik regresyon ve rastgele orman
algoritmalarinin performansini karsilastirmis, en basarili dogru simiflandirma oranin
%77,6 olarak lojistik regresyon yontemiyle bulmuslardir. Naz ve Ahuja (2020), Naive
Bayes, karar agaci, YSA ve derin 6grenme yontemlerinin performansini analiz
etmislerdir. En basarili siniflandirmay1 derin 6grenme yontemi %98,07 ile vermistir.
Kumari ve ark. (2021), lojistik regresyon, Naive Bayes ve rastgele orman
algoritmalarinin birlikte karar vermesini saglayan bir topluluk 6grenmesi yontemi
onermisler, %79,04 dogruluk orani elde etmislerdir. Cihan ve Coskun (2021)
caligmalarinda, lojistik regresyon, k-en yakin komsular, destek vektdr makinesi,
Gaussian Naive Bayes, karar agaci, rastgele orman ve YSA makine 6grenmesi
algoritmalarin1 kullanmislardir. En iyi sonucu lojistik regresyon yontemi vermistir.
Ram ve Vishwakarma (2021) ise, ¢aligmalarinda en iyi 5 6zniteligi segerek, k-en yakin

komsular, destek vektdor makinesi, lojistik regresyon, Gaussian Naive Bayes ve
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rastgele orman algoritmalarini kullanmislar, en basarili dogruluk degerini %85 ile

lojistik regresyon yonteminden elde etmislerdir.

Zou ve ark. (2018) diyabet hastalig1 teshisi i¢in hem Kaggle veritabanindan aldiklari
PIMA Yerlileri veri seti hem de UCI veritabanindan aldiklar1 Sylhet Hastanesi veri
seti ile caligmislardir. Her iki veri seti i¢in de rastgele orman, J48 ve YSA yontemlerini
kullanmiglar, en iyi sonucu rastgele orman algoritmasi ile PIMA Yerlileri veri seti igin

%77,2 ve Sylhet Hastanesi veri seti igin %80,8 olarak elde etmislerdir.

Alehegn ve ark. (2019), diyabet hastaligini siniflandirmak i¢in, PIMA Yerlileri veri
seti ve ABD’deki 130 hastanenin 48 nitelikli 70 bin civarindaki veri seti ile
calismiglardir. Rastgele orman, k-en yakin komsular, Naive Bayes, J48 ve bu 4
yontemi birlestiren bir topluluk Ogrenmesi yontemi kullanmiglardir. En dogru
siniflandirma oranlarmi PIMA Yerlileri veri seti i¢in %93,6, ABD veri seti igin ise

%88,56 olarak kullandiklari topluluk 6grenmesi yontemi vermistir.

Chen ve Pan (2018), diyabet hastaliginin teshisinde Cin’deki bir iiniversitenin
endokrin boliimiindeki 2004-2014 yillari arasindaki 30 6znitelikli 35669 hasta kaydini
iceren veri setini kullanmiglardir. Lojistik regresyon, rastgele orman, AdaBoost.M1 ve
LogitBoost yontemlerini uygulamislardir. LogitBoost algoritmasi %93,93 dogruluk

orani ile en iyi sonucu tiretmistir.

Kowsher ve ark. (2019) c¢alismalarinda tip 2 diyabet hastaligin1i Onceden tespit
edebilmek igin, 9483 diyabetli hasta kaydindan olusan bir veri seti iizerinde lojistik
regresyon, lineer diskriminant analizi, k-en yakin komsular, destek vektdr makinesi,
Naive Bayes, rastgele orman ve YSA algoritmalarini kullanmiglardir. YSA, %94,7

dogruluk orani ile en iyi sonucu vermistir.

Daghistani ve Alshammari (2020), diyabet hastalig1 teshisi i¢in, 2013-2015 yillan
arasindaki 18 6znitelik ve 66325 hasta kaydin1 iceren Suudi Arabistan’daki bir saglik
kurulusundan elde ettikleri veriler iizerinde lojistik regresyon ve rastgele orman
algoritmalarinin performanslarini analiz etmis, en iyi dogruluk degerini rastgele orman

algoritmasi ile %88 olarak bulmusglardir.

Veranyurt ve ark. (2020) diyabet hastaliginin erken teshisi i¢in yaptiklart ¢alismada,
Vanderbilt Universitesi biyoistatistik boliimii tarafindan agik erisime sunulan 15
degiskenden olusan 390 kisiye ait diyabet veri setini AdaBoost, rastgele orman ve

k-en yakin komsular algoritmalarin1 kullanarak siniflandirmiglardir. Diyabet
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hastaliginin teshisinde rastgele orman ve k-en yakin komsular algoritmalari ile

%92,30’lik basar1 oran1 elde etmislerdir.

Alcala-Rmz ve ark. (2021) ¢alismalarinda Medical Research Unit in Biochemistry
tarafindan tahsis edilen yas, cinsiyet, kolesterol, yiiksek kolesterol, diisiik kolesterol,
trigliserit niteliklerinden olusan diyabet veri setinde, lojistik regresyon, YSA, k-en
yakin komsular, rastgele orman ve karar agaci makine 0grenmesi algoritmalarini
kullanmiglardir. En iyi dogruluk oran1 %79,5 ile lojistik regresyon algoritmasindan, en
kotli performans ise %66,9 dogruluk oraniyla k-en yakin komsular algoritmasindan

alinmistir.

Mujawar ve ark. (2021) caligmalarinda Swad Diabetic Care Centre’deki 461 hasta
kaydi lizerinden YSA kullanarak diyabetli hastalarin teshisini %94,2 dogruluk orani

ile bulmuslardir. Diyabet teshisi i¢in, online (¢evrimigi) bir sistem gelistirmislerdir.

Diyabet hastaligmmin daha basarili teshisi tizerine yapilan c¢alismalarda, UCI
veritabaninda bulunan Banglades’teki Sylhet Hastanesi’ne ait her biri 17 nitelige sahip
520 ornek iceren veri seti de yaygmn kullanilmaktadir. Alpan ve Ilgi (2020),
caligmalarinda Bayes ag1, Naive Bayes, J48, rastgele agag, rastgele orman, k-en yakin
komsular ve destek vektor makinesi algoritmalarini kullanmig, bunlardan daha iyi
sonug vereni %98,07 dogru siniflandirma orani ile k-en yakin komsular algoritmasi
olmustur. Islam ve ark. (2020), yaptiklar1 ¢alismada Naive Bayes, lojistik regresyon,
J48 ve rastgele orman siniflandirma algoritmalarini karsilastirmiglar, en basarili
algoritmayr %97,4 dogru siniflandirma orani ile rastgele orman olarak tespit
etmiglerdir. Xue ve ark. (2020) ¢alismalarinda, destek vektor makinesi, Naive Bayes
ve LightGBM makine 6grenmesi algoritmalarini kullanmiglar, en yiiksek dogruluk
oranin1 %98,07 ile destek vektor makinesi ile elde etmislerdir. Chaves ve Marques
(2021), YSA, k-en yakin komsu, Naive Bayes, rastgele orman, destek vektor makinesi
ve AdaBoost makine Ogrenmesi yontemlerinin performansini karsilagtirmis,
onerdikleri YSA modeli %98,1 ile en yiiksek dogru siniflandirma oranini vermistir.
Dogru (2021) ¢alismasinda lojistik regresyon, gradyan arttirma, karar agaci, rastgele
orman algoritmalar1 ve bu algoritmalar1 bir araya getiren bir topluluk makine
Ogrenmesi yontemi ile diyabet hastaliginin erken teshis edilmesini gerceklestirmistir,
en yiiksek dogruluk tahmini %99,4 ile topluluk 6grenme algoritmasiyla elde etmistir.
Sadhu ve Jadli (2021) ¢alismalarinda, lojistik regresyon, Naive Bayes, rastgele orman,

cok katmanli algilayici, karar agaci, k-en yakin komsular ve destek vektor makinesi
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algoritmalarin1 kullanmislar, en iyi performansi %98,07 dogruluk ile rastgele orman
algoritmasi tretmistir. Yurttakal ve Bas (2021) calismalarinda, yiginlanmis derin
ogrenme sinir agimi kKullanmiglar, modelleri %98,71 ve %99,36 dogruluk oranlar
vermistir. Saxena ve ark. (2023) lojistik regresyon, lineer diskriminant analizi, k-en
yakin komsular, karar agaci, Naive Bayes, destek vektér makinesi, AdaBoost, gradyan
arttirma, rastgele orman, ekstra agag¢ siiflandirici ve bunlarin birlesimi bir topluluk

o6grenmesi modeli kullanmislar, %97°1lik dogruluk performansi elde etmislerdir.

5.5. Diyabet Veri Seti

Bu c¢alismada 520 kisinin c¢esitli 6zelliklerini iceren UCI veritabanindan edinilen
Sylhet, Banglades erken diyabet riski veri seti kullanilmistir (Islam ve ark., 2020). Bu
veri setinde toplam 17 Oznitelik bulunmaktadir. Bunlardan ilki yas’tir. Digerleri
cinsiyet, ani agirlik kaybi, bulanik gorme, obezite gibi ikili (binary) bilgilerden
olugsmaktadir. Son 6znitelik ise sonug degeridir: diyabet hastasi olup olmadigini temsil

etmektedir. Diyabetli olan 320, olmayan 200 hasta vardir.

Tablo 5.2. Diyabet riski siniflandirma nitelikleri.

Oznitelik Veri Tipi Deger Araligi
Yas Tamsay1 [16 — 90]
Cinsiyet Ikili sayn ~ {Kadin, Erkek}

Poliiiri (sik idrara ¢ikma), polidipsi (¢ok susama),
ani kilo kaybi, halsizlik, polifaji (istah artist),

genital mantar, bulanik gérme, kasginty, sinirlilik,  Ikili say1 {Evet, Hayir}
yara iyilegsmesinde gecikme, kismi parezi, kas

sertligi, alopesi (sa¢ dokiilmesi), obezite

Siif Ikili sayn ~ {Negatif, Pozitif}

LVQNN, PNN ve PRNN yontemleri kullanilarak siiflandirma islemi yapilmstir.
Erken diyabet riskinin tespiti amag¢lanmaktadir. 520 veriden 2/3’1i, yani 347 tanesi
egitim i¢in girilmistir ve geri kalan 1/3 veri, yani 173 veri test i¢in kullanilmistir. Girdi

verileri [0,1 — 0,9] araligina normalize edilmistir.
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5.6. Diyabet Siniflandirmasi

Uygulamada, diyabet risk grubunun belirlenmesinde LVQNN, PNN ve PRNN
yontemlerinden faydalanilmistir. MATLAB™ programi kullanilmustir. Sekil 5.1°de
gizli katmandaki ndron sayilarina géore LVQNN’nin egitim ve test performanslari,

learnlvl ve learnlv2 LVQ 6grenme fonksiyonlar ile gosterilmistir.

Best Test Performance is 0.034682 with 72 Neurons in Hidden Layer Best Test Performance is 0.052023 with 89 Neurons in Hidden Layer
0.8 : q 0.8 q
Train Train
08 ; —Test | ]| 08 —Test | ]|
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Sekil 5.1. Gizli katmandaki néron sayilarma gére LVQNN’nin egitim ve test
performanslari (a) learnlv1, (b) learnlv2 LVQ 6grenme fonksiyonlari ile.

Sekil 5.1 incelendiginde, en iyi test sonucunun 0,034682 MSE ile gizli katmaninda 72
noron bulunan learnlvl LVQ 6grenme fonksiyonuna sahip LVQNN ag1 ile elde

edildigi goriilmektedir. Bu LVQNN mimarisi Sekil 5.2°de verilmistir.

Input

L]

( ! Layer

5 Qutput

Sekil 5.2. Diyabet veri seti i¢in kullanilan LVQNN mimarisi.
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Sekil 5.3’te yayilma faktoriine (spread factor) gére PNN’nin egitim ve

performanslari gosterilmistir.

Best Test Performance is 0.040462 at Spread Factor = 0.05
1 T T T T T
08| 1

[ Train| |
0.6 —T 0 51
0.4 r Best =

0.2

Mean Squared Error (MSE}

o 0.5 1 15 2 25 3
Spread Factor

Sekil 5.3. Yayilma faktoriine gére PNN’nin egitim ve test performanslari.

test

Sekil 5.3 incelendiginde, en iyi test sonucunun 0,040462 MSE ile 0,05 yayilma
faktorliic PNN ag1 ile elde edildigi goriilmektedir. Bu PNN mimarisi Sekil 5.4°te

verilmistir.

Input

186

VS Ga—-

Y Layer
L]
®

\ 1 267 )

{ Layer

®

| Output

Sekil 5.4. Diyabet veri seti i¢in kullanilan PNN mimarisi.

Sekil 5.5’te gizli katmandaki noron sayilarina gére PRNN’nin egitim ve test

performanslari, Levenberg—Marquardt ve Bayesian Ogrenme algoritmalart ile

gosterilmistir.
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Best Test Performance is 0.023121 with 49 Neurons in Hidden Layer Best Test Performance is 0.063584 with 2 Neurons in Hidden Layer
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Sekil 5.5. Gizli katmandaki néron sayilarina gore PRNN’nin egitim ve test
performanslart (a) Levenberg—Marquardt, (b) Bayesian 06grenme
algoritmalart ile.

Sekil 5.5 incelendiginde, en iyi test sonucunun 0,023121 MSE ile gizli katmaninda 49
noron bulunan Levenberg—Marquardt 6grenme algoritmasi ile egitilmis PRNN agi ile
elde edildigi goriilmektedir. Bu PRNN mimarisi Sekil 5.6’da verilmistir.
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Sekil 5.6. Diyabet veri seti i¢in kullanilan PRNN mimarisi.

Sekil 5.7°de YSA egitim ve test performanslari, gizli katmani 72 noéronlu ve learnlvl
o0grenme fonksiyonuna sahip LVQNN, yayilma faktorii = 0,05 olan PNN, ve gizli
katmani 49 néronlu ve Levenberg—Marquardt 6grenme algoritmasi ile egitilmis PRNN

icin gosterilmistir.
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Best Train Performance is 0.037464, Best Test Performance is 0.034682
1 T T T T T T T T T

Best Train Performance is 0, Best Test Performance is 0.0404624
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Sekil 5.7. YSA egitim ve test performanslari (a) LVQNN, (b) PNN, (c) PRNN.

En basarili LVQNN, PNN ve PRNN aglarinin histogram grafikleri Sekil 5.8’de

verilmistir.
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Error Histogram with 20 Bins

Error Histogram with 20 Bins Error Histogram with 20 Bins

Instances

Instances

Sekil 5.8. YSA histogram grafikleri (a) LVQNN, (b) PNN, (c) PRNN.
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En bagarili LVQNN, PNN ve PRNN aglarinin ROC egrisi grafikleri Sekil 5.9°da ve

karsilastirma matrisi grafikleri Sekil 5.10°da verilmistir.
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Sekil 5.9. YSA ROC egrileri (a) LVQNN, (b) PNN, (c) PRNN.
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Sekil 5.10. YSA karsilastirma matrisi sonuglari (a) LVQNN, (b) PNN, (c) PRNN.

Karsilastirma matrisi Sekil 5.10 sonuglarina gére 173 test diyabet riski tahmininde
PRNN modeli 4 hata (%97,69 dogruluk), LVQNN modeli 6 hata (%96,53 dogruluk)
ve PNN modeli 7 hata (%95,95 dogruluk) ile siniflandirma islemini basarmistir. 347
egitim seti verisinde ise, PRNN modeli 3 hatali (%99,14 dogru), LVQNN modeli 13
hatali (%96,25 dogru), ve PNN modeli O hatali (%100 dogru) sonug iiretmistir.

Dolayisiyla, PNN ve LVQNN modellerine kiyasla diyabet

PRNN modeli,

siniflandirma islemi i¢in daha iyi dogruluk oranlar1 vermistir.
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Tablo 5.3’te literatiirdeki Banglades, Sylhet Hastanesi diyabet veri seti ile yapilmis

caligmalar ile bu tezde yapilan ¢alismalarin sonuglari karsilagtirmali sunulmustur.

Tablo 5.3. Diyabet riski siniflandirma sonuglari.

En lyi Sonu¢  Dogruluk
Calisma Kullanilan Yontemler
Veren Yontem ~ Orant
Zou ve ark.
Rastgele Orman, J48, YSA Rastgele Orman %380,8
(2018)
. Bayes Agi, Naive Bayes, J48, Rastgele
Alpan ve llgi k-En Yakin
Agag, Rastgele Orman, k-En Yakin %98,07
(2020) o Komsular
Komsular, Destek Vektor Makinesi
Islam ve ark. Naive Bayes, Lojistik Regresyon, J48,
Rastgele Orman %97,4
(2020) Rastgele Orman
Xue ve ark. Destek Vektor Makinesi, Naive Bayes, Destek Vektor %98.00
090,
(2020) LightGBM Makinesi
YSA, k-En Yakin Komsu, Naive Bayes,
Chaves ve S
Rastgele Orman, Destek Vektor Makinesi, YSA %98,1
Marques (2021)
Adaboost
Lojistik Regresyon, Gradyan Arttirma,
Topluluk
Dogru (2021) Karar Agaci, Rastgele Orman, Topluluk . . %99,4
. i Ogrenmesi
Ogrenmesi
Lojistik Regresyon, Naive Bayes,
Sadhu ve Jadli Rastgele Orman, Cok Katmanl
Rastgele Orman  %98,07
(2021) Algilayici, Karar Agaci, k-En Yakin
Komgsular, Destek Vektor Makinesi
Yurttakal ve Bag . ..
Yiginlanmis Derin Ogrenme Sinir Ag1 Derin Ogrenme ~ %99,36
(2021)
Lojistik Regresyon, Lineer Diskriminant
Analizi, k-En Yakin Komsular, Karar
Saxena ve ark. Agaci, Naive Bayes, Destek Vektor Topluluk %07
. 0
(2023) Makinesi, Adaboost, Gradyan Arttirma, Ogrenmesi
Rastgele Orman, Ekstra Agag
Siniflandirici, Topluluk Ogrenmesi
Kocamaz (2024) LVONN, PNN, PRNN PRNN %97,69
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Tablo 5.3’te verilen sonuglara gore, UCI veritabaninda bulunan Banglades’teki Sylhet
Hastanesi’ne ait verilerin erken diyabet teshisi agisindan siniflandirma basarisinin
%80,8 ile %99.4 arasinda degistigi goriilmektedir. Mevcut calismada %97,69’luk
PRNN siniflandirma basarisi elde edilmistir. En yiiksek dogruluk oran1 %99,4 olarak,
Dogru’nun (2021) ¢aligmasinda topluluk 6grenmesi yontemi ile elde edilmistir. Cogu
calisma %97 ile %99 arasinda oldukca basarili dogruluk performansina sahiptir. Ayni
veri seti kullanilsa da, ¢alismalarda kullanilan egitim-test veri miktarlar1 ve egitim-test
verileri degiskenlik gostermektedir. Bunun da sonug yiizdelerini etkileyen bir unsur

oldugu goz ardi edilmemelidir.
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6. TIROID FONKSiYON SINIFLANDIRMASI

Tiroid bezi boynun orta hattinda, soluk borusunun 6niinde bulunan kelebek seklinde,
ortalama 20-30 gr agirliginda, folikiillerden olusan, damarsal yapidan zengin, hormon
salgilayan endokrin bir bezdir. Tiroid bezinin istmus denen boliimle birlesen sag ve
sol iki lobu mevcuttur. Salgiladigi hormonlar ile bazal metabolizma hizini, viicut

1s1sin1 dengeler, biiyiime ve gelismede rol oynar.

Tiroid uyarict hormon (Tiroid Stimulan Hormon — TSH) hipofiz bezinden salgilanir,
tiroid bezini trityodotironin (T3) ve tiroksin (T4) liretmesi i¢in uyarir. Tiroid bezinin
yeterli calismadigr T3 ve T4 degerlerinin diisiik oldugu durumlarda TSH yiikselir,
hipofiz bezi daha fazla tiroid hormonunun salgilanmasi i¢in tiroid bezini uyarir. Tiroid
bezinin fazla ¢alistig1 T3 ve T4 degerlerinin yiikseldigi durumlarda ise TSH degeri
diiser (Ofluoglu, 2009).

Tiroid bezinin en Onemli gorevi viicudun metabolizmasii diizenlemek ve
metabolizma hizin1 kontrol etmektir. Tiroid hormonu bir¢ok organ ve dokuyu
etkilemektedir. Kalp hizi, viicut 1s1s1, istah, kan yaglari, kolesterol diizeyi, kilo dengesi,
beyin, sinir sistemi, iskelet sisteminin gelisimi, zeka fonksiyonlarinin gelisimi

uzerinde etkileri mevcuttur.

Tiroid bezi hastaliklar1 hormon salinimini etkileyerek viicudun farkli fonksiyonlarinin
bozulmasina ve buna bagli ciddi saglik sorunlarina neden olabilir. Tiroid bezi normal
calismadiginda kalp hizinda degisimler, yiliksek tansiyon, halsizlik, yorgunluk, uyku
bozuklugu, depresyon, boyun bolgesinde sislik, seste degisiklik, ishal, kabizlik, kilo
kaybi, kilo alma, sa¢ dokiilmesi gibi belirtiler ortaya ¢ikabilir.

6.1. Tiroid Bezi Hastaliklar:

Guatr: Tiroid bezinin anormal ve diizensiz sekilde biiyiimesidir. En sik nedeni iyot
eksikligidir. Tiroid bezinin tiroid hormonu iiretebilmesi igin iyota ihtiyac1 vardir. Iyot
eksikliginde daha fazla tiroid hormunu tiretebilmek i¢in tiroid bezi daha fazla ¢alisir
bu da bezin biiyiimesine neden olur. Iyot eksikligi disinda baz1 enfeksiyonlar, sigara,

radyasyon ve gebelik de guatra neden olabilmektedir. Kadinlarda erkeklere gore daha



fazla goriiliir. Tiroid bezinin biiytimesi genellikle agriya neden olmaz, dksiiriik, yutma

giicliigii ve nefes darligina neden olabilir.

Nodiil: Tiroid bezi i¢inde farkli biiyiikliiklerde olusan kitlelerdir. Cogunlugu iyi
huyludur ama %5-10 oraninda kansere doniisme riski tasirlar. Nodiil sayisi tek ise
uninodiiler, birden fazla ise multinodiiler guatr olarak adlandirilir. Ultrason ile
degerlendirildiginde nodiil kistik, solid veya karisik yapida tespit edilebilir. Sintigrafi
ile degerlendirildiginde ise verilen radyoizotop madde nodiil tarafindan tutulursa
sicak, tutulmazsa soguk nodiil olarak isimlendirilir. Soguk nodiillerde kanserlesme

riski daha fazladir.

Tiroid kanseri: Tiroid bezi hiicrelerinin kontrolsiiz sekilde biiyiimesiyle olusur.
Kontrolsiiz cogalan hiicreler tiroid bezinde kitle olusturur. Papiller, folikiiler, mediiller

ve anaplastik kanser olarak 4 ana gruba ayrilir.

Tiroidit: Tiroid bezinin otoimmiin nedenler veya enfeksiyonlar sonucu olusan

inflamasyonu ve iltihabi ile karakterize bir hastaliktir.

Hipertiroidi: Tiroid bezinin fazla ¢alismasi sonucu tiroid hormonlarinin ¢ok fazla
salgilanmasiyla ortaya c¢ikar. Graves hastaligi, multinodiiler guatr, tiroid kanseri,
hipofiz adenomu, tiroidit ve bazi ilaglar hipertiroidiye neden olabilir. Graves hastaligi
hipertiroidinin en yaygin nedenidir. Graves hastaliginda bagigiklik sistemi kisinin
kendi tiroid bezlerine saldirarak fazla tiroid hormonunun salgilanmasina neden olur.
Belirtileri kalp hizinda artis, ¢arpinti, gerginlik, sinirlilik, uykusuzluk, ellerde titreme,
istahin agilmasi, bagirsak hareketlerinde hizlanma, kilo kaybi, saglarda incelme,

dokiilme, sicaga tahammiilsiizliik, asir1 terleme, adet diizensizligi olarak sayilabilir.

Hipotiroidi: Tiroid bezinin tiroid hormonlarini yeterli diizeyde tiretememesi, T3 ve
T4 hormonlarmin az salgilanmasiyla ortaya ¢ikar. Hipotiroidide viicut
fonksiyonlarmin bir¢ogu yavaslar. Tiroid bezinin otoimmiin hastaligi (Hashimoto
tiroiditi), tiroid operasyonu, radyasyon, bazi ilaglar, gebelik, iyot eksikligi, hipofiz
bezinde bozukluga neden olan kitleler hipotiroidinin nedenlerindendir. Belirtileri kalp
hizinda azalma, nabiz disiikligi, soguga karsi hassasiyet, lisiime, ses kisikligi,
bagirsak hareketlerinde yavaglama, kabizlik, kilo alimi, yorgunluk, halsizlik,
hareketlerde yavaslama, cilt kurulugu, depresyon, adet diizensizligi olarak sayilabilir

(Ofluoglu, 2009).
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6.2. Tiroid Hastaliklar1 Tanisi

Tanmist i¢in hastanin sikayetleri, muayene bulgulari, kan testleri ve radyolojik
goriintiilemeler birlikte degerlendirilmelidir. Tiroid muayenesinde tiroidin biiyiikligii,
kivami, agr1 ve hassasiyet, kitle, yapisiklik degerlendirilir. Tiroid fonksiyonlarinin
degerlendirilmesinde kandaki T3, T4 ve TSH degerlerinin 6l¢iimii yapilir. Otoimmiin
tiroid hastaliklar1 diisiiniildiigiinde tiroid otoantikorlarina 6zellikle anti-TPO’ya (anti-
Tiroid PerOksidaz’a) bakilmalidir. Tiroid ultrasonografisi ile tiroid bezinin boyutlari,
nodiil varligi, varsa nodiiliin 6zellikleri, yeri, sayisi, biiyiikliikleri belirlenir. Kanser
stiphesinde ultrason esliginde ince igne aspirasyon biyopsisi yapilmalidir. Tiroid
sintigrafisi ile tiroid ve varsa tiroid nodiillerinin fonksiyonu degerlendirilir. Viicuda
radyoaktif iyodun verilmesi, tiroidde toplanmasi ve bunun goriintiilenmesi esasina
dayanir. Soguk nodiiller ¢evre dokulardan daha diisiik oranda, sicak nodiiller daha
yiiksek oranda, 1lik nodiiller ¢evre tiroid dokusu ile benzer oranda radyoaktif madde

tutarlar.

6.3. Tiroid Hastaliklar: Tedavisi

Guatrda tiroid boyutu c¢ok biiyiik degilse, hormon diizeyleri normalse tedavi
baslanmayabilir, hasta takibe alinir. Tiroid boyutu biiytikse, hastanin hipotiroidi veya
hipertiroideye bagli semptomlar1 varsa, tiroidi kiiciiltmek, hastanin sikayetlerini
azaltmak, hormon seviyesini normale getirmek amaciyla tedavi baslanir. Iyot
bakimindan zengin gidalar iyot eksikligine bagl hipotiroidide diyete eklenmelidir.
Hipertiroidide hormon iiretimini baskilayan ilaglar, hipotiroidi durumunda ise tiroid
hormonu ilag olarak kullanilir. Tiroid hormonu baglanan hastalarda doz ayarlamasi
icin araliklarla kan testleri yapilmalidir. Hipertiroidide radyoaktif iyot kullanilarak
guatrin kiigiilmesi hedeflenir. Diger tedavi yontemlerine yanit alinamadiginda cerrahi
tedavi tercih edilir, tiroid bezinin bir kism1 veya tamami ameliyatla ¢ikarilir. Nodiiler
guatrda nodiiliin 6zellikleri 6nemlidir, kanser riski olan nodiiller i¢in operasyon

onerilir. Kiiciik ve tek nodiillerde ilagsiz veya ilagli takip yapilabilir (Ofluoglu, 2009).

6.4. Yapay Zeka Yontemleri ile Tiroid Fonksiyon Simiflandirma Cahismalari

Keles ve Keles (2008) yaptiklar1 c¢aligmalarinda UCI makine 6grenmesi
veritabanindan elde ettikleri 215 kisiye ait tiroid verilerini kullanarak NEFCLASS-J
ile %95,33’liik dogruluk orani basaris1 sagladiklarini belirtmislerdir. Bu UCI
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veritabanindaki tiroid verileri baska ¢alismalarda da kullanilmistir: Senol ve Yildirim
(2008, 2009) YSA ile bulantk mantigin bir arada kullanildigi hibrit bir yapi
tasarlayarak yaptiklar1 ¢calismalarda bulanik-YSA karma yapisinin YSA tekniginden
daha basarili oldugunu gostermislerdir. Temurtas (2009) yaptig1 calismada ¢ok
katmanli YSA ile %89,79, PNN ile %94,81 basar1 orani sonuglari elde etmistir.
Dogantekin ve ark. (2011) calismalarinda genellestirilmis diskriminant analizi ve
dalgacik destek vektor makinesi yontemini uygulamislar ve %91,86 dogruluk oraniyla
basar1 saglamiglardir. Liu ve ark. (2012) ¢alismalarinda bilgisayar destekli tiroid tami
sistemi gelistirilmis, bulanik k-en yakin komsu siniflandirict metoduyla %98,82
ortalama ve %99,09 maksimum basar1 oranlarina ulasmislardir. Kousarrizi ve ark.
(2012) calismalarinda smiflandirma yontemlerinden destek vektér makinelerini
kullanmuglardir. Solmaz ve ark. (2013) ¢alismalarinda siniflama yontemi ile %96,57,

kiimeleme yontemi ile %90,68 dogruluk oranlari elde etmislerdir.

Banu (2017) ¢alismasinda UCI makine 6grenmesi veritabanindan aldigi hipotiroidi
veri kiimesini hastaligi teshis etmek amaciyla kullanmistir. Karar agaci ve veri
madenciligi tekniklerinden faydalanmistir. Once, toplam 30 nitelikten olusan veri
setini, siniflandirmak igin 12 nitelige diisiirmiis, sonra, siniflandirma igleminde k-en
yakin komsular ile %96,35, destek vektor makinesi ile %94,44, C4.5 ile %99,47 ve

rastgele orman ile %99,47 dogruluk oranlarina ulagmustir.

Begum ve Parkavi (2019) calismalarinda UCI makine 6grenmesi veritabanindan
¢ekilmis 15 nitelikten olusan tiroid veri setini siniflandirmak ig¢in ID3 ve C4.5 karar

agaci yontemlerini kullanmislardir.

Sidig ve ark. (2019) calismalarinda Kesmir’deki teshis laboratuvarlarinda 553’
normal, 218’1 hipotiroidi, 36’s1 hipertiroidi olan 807 hastadan alinan veri kiimesi
tizerinde destek vektor makinesi, Naive Bayes, en yakin komsular ve Karar agaclari
simiflandirma tekniklerini uygulamis, en yiiksek dogrulugu karar agaclari ile %98,89

orant ile elde etmislerdir.

Bao ve ark. (2019) calismalarinda tiroit nodiillerini siniflandirilmak igin rastgele
orman, k-en yakin komsular, YSA, k-destek vektor makinesi, Naive Bayes ve glmnet

algoritmalarini kullanmiglardir.

Akgtl ve ark. (2020) c¢alismalarinda UCI makine 6grenmesi veritabanindaki toplam

3163 drnekten olusan 151 tanesi hipotiroidi geri kalani hipotiroidi olmayan veri setini
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ve k-en yakin komsu, destek vektor makinesi, lojistik regresyon yontemlerini

kullanarak yeni 6rneklerin hipotiroidi olup olmadigini tahmin etmislerdir.

Asif ve ark. (2020) tiroid hastaliklarinin teshisinde k-en yakin komsular, destek vektor
makinesi, gaussian process siniflandirici, gradient boosting siniflandirici, AdaBoost,
XGBoost, ¢ok katmanli algilayict gibi farkli makine 6grenmesi algoritmalarinin
performanslarin1 karsilastiran kapsamli bir ¢alisma yapmislardir ve %99,70 ile en
yuksek dogrulugu veren ¢ok katmanli algilayicinin kullanimini 6nermislerdir. Ayrica,

tiroid hastaliginin erken teshisinde tip uzmanlarina yardimi olacagini belirtmislerdir.

Hamid ve ark. (2012) ¢alismalarinda UCI makine 6grenmesi veritabaninda bulunan
7200 kisiye ait 21 adet tiroid hastaligini belirleyen 6znitelik igeren, 3 siniftan olusan
veri setini ¢ok Kkatmanli algilayicilar kullanarak siniflandirmis, %95,0 oraninda
dogruluk elde etmislerdir. Margret ve ark. (2012) ¢alismalarinda bu veri setini karar
agaci algoritmasi kullanarak cesitli bolme kurallar: ile analiz etmis ve karsilagtirmistir.
Hayashi ve ark. (2015) tiroid veri setini gelistirdikleri stirekli rekiirsif kural ¢ikarma
algoritmasi lizerine uygulamis, %96,7 smiflandirma basarisi elde etmislerdir.
Gorunescu ve Belciug (2016) ¢ok katmanh algilayicilar ile %95,72 dogruluk oranina
ulagsmiglardir. lonita ve lonita (2016) karar agaci, ¢ok katmanli algilayici, Naive Bayes
ve radyal tabanli sinir aglar1 yontemlerini karsilastirdiklar1 ¢alismalarinda, sirasiyla
%97,35, %95,34, %94,71 ve %94,27 tiroid fonksiyonu siniflandirma basari oranlarini
bulmuslardir. Yine bu veri seti ile Razia ve ark. (2018) tarafindan yapilan ¢alismada
karar agaci, destek vektor makinesi ve ¢oklu lojistik regresyon yontemleri kullanilmis,
sirastyla %99,23, %96,04 ve %91,59 siniflandirma basarisi elde edilmistir. Kolbusz
ve ark. (2019) ise ¢alismalarinda Elman ve ileri beslemeli sinir aglar1 ile %97,8’lik ve
%95,8’1lik dogruluk elde etmislerdir. Hosseinzadeh ve ark. (2021) gelistirdikleri ¢cok
katmanli YSA ile %98,8 oraninda dogruluk ile tiroid hastaligini siniflandirmislardir.

6.5. Tiroid Veri Seti

Bu boliimdeki uygulama, UCI veritabanindan edinilen Garavan Enstitiisii Sidney,
Avustralya’dan alinan 7200 kisiye ait tiroid verilerini igermektedir (Quinlan ve ark.,
1986). Bu veri seti Tablo 6.1’de gosterilen toplam 22 &znitelikten olusmaktadir.
Bunlardan 21 tanesi tiroid hastaligin1 belirleyen niteliklerdir. Son 6znitelik ise, tiroid
bezinin normal calistig1 insanlari gdsteren “normal”, tiroid bezinin fazla ¢alistig

hastalar1 gosteren ‘“hipertiroidi” ve tiroid bezinin az c¢alistigi hastalar1 gdsteren
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“hipotiroidi” olacak sekilde, 3 farkli siniftan biridir. Orneklerin 166’s1 normal, 368’i
hipertiroidi ve 6666°s1 hipotiroidi sinifina aittir.

Tablo 6.1. Tiroid fonksiyonu siniflandirma nitelikleri.

Oznitelik Veri Tipi Deger Araligi

Yas Gergek say1 [0,00 - 0,93]

Cinsiyet, Tiroksin kullanan, Tiroksin

kullandig siiphesi, Antitiroid tedavi,

Hasta, Hamile, Tiroid operasyonu, 1131 Tamsay1 ©1
tedavisi, Hipotiroidi stiphesi, Hipertiroidi (ikili say1) ’
stphesi, Lityum, Guatr, Tiimor,
Hipopitiiitarizm, Psikoloji

TSH Gergek say1 [0,00 - 0,53]
T3 Gergek say1 [0,0005 - 0,18]
TT4 Gergek say1 [0,002 - 0,6]

T4U Gergek say1 [0,017 —0,233]
FTI Gergek say1 [0,002 — 0,642]

Sinif Tamsay1 {1, 2, 3}

LVQNN, PNN ve PRNN yontemleri kullanilarak siniflandirma islemi yapilmistir.
Tiroid hastaliginin tespiti amaglanmaktadir. 7200 veriden 2/3’i, yani 4800 tanesi
egitim i¢in girilmistir ve geri kalan 1/3 veri, yani 2400 veri test i¢in kullanilmistir.

Girdi verileri [0,1 — 0,9] araligina normalize edilmistir.

6.6. Tiroid Simiflandirmasi

Bu doktora tezinde, tiroid fonksiyon siiflandirmasinda MATLAB™ programinda
LVQNN, PNN ve PRNN yontemleri kullanilmistir. Sekil 6.1°de gizli katmandaki
noron sayilarina gére LVQNN’nin egitim ve test performanslari, learnlvl ve learnlv2

LVQ 6grenme fonksiyonlari ile gosterilmistir.
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Sekil 6.1. Gizli katmandaki néron sayilarina géore LVQNN’nin egitim ve test
performanslari (a) learnlvl, (b) learnlv2 LVQ 6grenme fonksiyonlari ile.

Sekil 6.1 incelendiginde, en iyi test sonucunun 0,154583 MSE ile hem gizli
katmaninda 94 noron bulunan learnlvl LVQ &grenme fonksiyonuna sahip LVQNN
ag1 ile hem de gizli katmaninda 91 ndron bulunan learnlv2 LVQ &grenme
fonksiyonuna sahip LVQNN ag1 ile elde edildigi goriilmektedir. Bu LVQNN’lerin

mimarisi Sekil 6.2’de verilmistir.
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{ i Layer / i Layer )

— % —
{ Layer / 7 Layer )

— Y — Y
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Sekil 6.2. Tiroid veri seti i¢in kullanilan LVQNN mimarisi (a) learnlvl, (b) learnlv2
LVQ 6grenme fonksiyonlari ile.
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Sekil 6.3’te yayilma faktoriine (spread factor) gére PNN’nin egitim ve test

performanslari gosterilmistir.

cBest Test Performance is 0.095417 at Spread Factor = 0.03

Train

e Ti251
Best

Mean Squared Error (MSE)
2

0 0.5 1 15 2 25 3
Spread Factor

Sekil 6.3. Yayilma faktoriine gére PNN’nin egitim ve test performanslari.

Sekil 6.3 incelendiginde, en iyi test sonucunun 0,095417 MSE ile 0,03 yayilma
faktorlii PNN ag1 ile elde edildigi goriilmektedir. Bu PNN mimarisi Sekil 6.4’te

verilmistir.
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Sekil 6.4. Tiroid veri seti i¢in kullanilan PNN mimarisi.

Sekil 6.5°te gizli katmandaki noron sayilarina gére PRNN’nin egitim ve test
performanslari, Levenberg—Marquardt ve Bayesian Ogrenme algoritmalart ile

gosterilmistir.
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Best Test Performance is 0.02 with 57 Neurons in Hidden Layer Best Test Performance is 0.015833 with 3 Neurons in Hidden Layer
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Sekil 6.5. Gizli katmandaki ndron sayilarina gore PRNN’nin egitim ve test
performanslart (a) Levenberg—Marquardt, (b) Bayesian 06grenme
algoritmalart ile.

Sekil 6.5 incelendiginde, en iyi test sonucunun 0,015833 MSE ile gizli katmaninda 3
noron bulunan Bayesian 6grenme algoritmasi ile egitilmis PRNN agi ile elde edildigi

goriilmektedir. Bu PRNN mimarisi Sekil 6.6’da verilmistir.
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Sekil 6.6. Tiroid veri seti i¢in kullanilan PRNN mimarisi.

Sekil 6.7°de YSA egitim ve test performanslari, gizli katmani 94 néronlu ve learnlv1
o0grenme fonksiyonuna sahip LVQNN, yayilma faktorii = 0,03 olan PNN, ve gizli
katmani 3 nodronlu ve Bayesian 6grenme algoritmasi ile egitilmis PRNN igin

gosterilmistir.
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Best ‘qrain Performance is 0.137708, Best Test Performance is 0.15458: Best ;[rain Performance is 0.0325, Best Test Performance is 0.0954167
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Sekil 6.7. YSA egitim ve test performanslari (a) LVQNN, (b) PNN, (c) PRNN.

En bagarili LVQNN, PNN ve PRNN aglarinin histogram grafikleri Sekil 6.8’de
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Sekil 6.8. YSA histogram grafikleri (a) LVQNN, (b) PNN, (c) PRNN.
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En basarili LVQNN, PNN ve PRNN aglarinin ROC egrisi grafikleri Sekil 6.9°da ve

karsilagtirma matrisi grafikleri Sekil 6.10°da verilmistir.
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Sekil 6.9. YSA ROC egrileri (a) LVQNN, (b) PNN, (c) PRNN.
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Sekil 6.10. YSA karsilastirma matrisi sonuglari (a) LVQNN, (b) PNN, (c) PRNN.

Karsilastirma matrisi Sekil 6.10 sonuglarina gore 2400 test tiroid fonksiyon

tahmininde PRNN modeli 23 hata (%99,04 dogruluk), LVQNN modeli 197 hata
(%91,79 dogruluk) ve PNN modeli 172 hata (%92,83 dogruluk) ile siniflandirma
islemini basarmistir. 4800 egitim seti verisinde ise, PRNN modeli 20 hatali (%99,58
dogru), LVQNN modeli 337 hatal1 (%92,98 dogru) ve PNN modeli 144 hatali (%97,00
dogru) sonug iiretmistir. Dolayisiyla, PRNN modeli, LVQNN ve PNN modellerine

kiyasla tiroid fonksiyonu siniflandirma islemi i¢in daha iyi dogruluk oranlar1 vermistir.
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Tablo 6.2’de mevcut ¢alismanin sonuglari ile ayni tiroid veri seti {izerine yapilan
literatlirdeki onceki c¢alismalar karsilagtirllmistir. Bu ¢alismalarda, basarimi yiiksek

siiflandirmalar yapildig1 gériilmektedir.

Tablo 6.2. Tiroid fonksiyonu siniflandirma sonuglari.

Calisma Yontem Dogruluk Orani

Hamid ve ark. (2012) Cok Katmanli Algilayici %95,00
Hayashi ve ark. (2015) Siirekli Re-RX %96,70
Gorunescu ve Belciug (2016)  Cok Katmanli Algilayici 995,72
Karar Agaci 9097,35
] ] Cok Katmanli Algilayici %95,34

lonita ve lonita (2016) )
Naive Bayes %94,71
Radyal Tabanli YSA 0094,27
Karar Agaci 0099,23
Razia ve ark. (2018) Destek Vektor Makinesi %96,04
Coklu Lojistik Regresyon %91,59
Elman YSA %97,80

Kolbusz ve ark. (2019) .

Ileri Beslemeli YSA %095,80
Hosseinzadeh ve ark. (2021) Cok Katmanli YSA %98,80
LVQONN %91,79
Kocamaz (2024) PNN %92,83
PRNN %99,04

Tablo 6.2’°de verilen sonuglara gore, en basarili tiroid fonksiyon siniflandirma sonucu
%99,23’lik basart orani ile karar agaci algoritmasiyla Razia ve ark. (2018)’nin
¢alismasinda elde edilmistir. Bu sonucun mevcut ¢alismada elde edilen %99,04°liik

PRNN siniflandirma basarisina oldukg¢a yakin oldugu goriilmektedir.
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7. SONUC VE ONERILER

YSA tekniklerinin tibbi alanlarda kullanimi biiyiik bir potansiyele sahiptir. TKDS ile
veritabanindaki bilgilere kolay erisim saglanmakta, hastaya ait verilerin dogru ve hizli
analizi ile 6nlenebilir hastaliklarin tarama testleri, hastaliklarin dogru teshisi ve tedavi
takibi etkili sekilde yapilabilmektedir. Mevcut aragtirma, farkli makine 6grenmesi
siiflandirma yontemleri kullanarak en uygun yontem sayesinde tahminlerdeki

dogrulugu iyilestirmeyi amaclamaktadir.

Gebelik, dogum ve dogum sonrasi donemde bebek ve anne birg¢ok riskle karsi karsiya
kalabilmektedir, bu siire¢lerin diizenli takibi sonras1 dogum sekline karar verilmelidir.
Sezaryen, bebek veya anne i¢in normal dogumun morbidite veya mortalite riski
olusturdugu durumlarda tercih edilmektedir. Sezaryen, diinya genelinde en ¢ok yapilan
cerrahi operasyonlardan biridir. Erken ve dogru sezaryen karari anne ve bebekte
olusabilecek sikintilar1 azaltmaya yardimci olacaktir. Yapay zeka tekniklerinden
faydalanilarak uygun dogum yontemi tespit edilebilir. Bu ama¢ dogrultusunda, bu
doktora tezinde LVQNN, PNN ve PRNN olmak tizere 3 farkli simiflandirma YSA
teknigi kullanilmigtir. Her bir YSA teknigi, 80 gebenin dogum yontemi sonuglart ile
yas, dogum sayisi, dogum zamani, tansiyon ve kalp durumu bilgilerinin yer aldigi
Tebriz Saglik Merkezi veri seti ile 6nce egitilmis, ardindan test edilmistir. Bu YSA’lar
verileri iki kategoride siniflandirmaktadir: normal dogum ya da sezaryen. Sekiller ve
tablolar, tim YSA tekniklerinin dogum yontemini siniflandirma isleminde basarili
sonuglar sagladigini gostermektedir. LVQNN modeli, 20 test verisinde sadece 2 hata,
60 egitim verisinde ise 10 hata ile dogum yontemini smiflandirma iglemini
gerceklestirmistir. Ote yandan, PNN ve PRNN ile ayn1 basarimda sonuglar {iretmistir:
test setinde 3, egitim setinde 11 hata ile, toplamda 66 (%82,5) dogru sonugla
siiflandirma yapilmistir. Dolayisiyla, LVQNN modeli, PNN ve PRNN modellerine
kiyasla daha iyi dogruluk oranlar1 vermistir. Sonuclar, LVQNN’nin egitim ve test
asamalarinda sirasiyla 9%83,33 ve %90 dogruluk oranlarma ulasarak daha iyi bir
dogum yontemi smiflandiricist oldugunu gostermistir. PNN ve PRNN ile, egitim ve
test asamalari i¢in sirasiyla %81,67 ve %85 dogum yontemi siiflandirma dogrulugu

elde edilmistir.



Cagimizin 6nemli hastaliklarindan olan kanser, ¢evresel ve genetik faktorlerin etkisi
ile hiicre DNA’sinda hasar olugmasindan dolay1 viicuttaki bazi hiicrelerin kontrolsiiz
bicimde siirekli ¢ogalmasidir. Kanser, kardiyovaskiiler hastaliklardan sonra en sik
oliime neden olan hastaliktir. Son yillarda kanser taramalari ile erken donemde teshisi
saglanabilmektedir. Cerrahi ve medikal tedavilerdeki gelismeler sayesinde kanser
daha tedavi edilebilir bir hastalik haline gelmis ve sag kalim oranlari artmistir. Bu
doktora tezinde, UCI makine 6grenmesi veritabanindan edinilen Erlangen—Nuremberg
Universitesi Hastanesi’ne ait hasta kayitlarindan olusan “Mammography Mass Breast
Cancer” veri seti kullanilarak YSA’lar ile kadinlarda en sik goriilen kanser tiirii olan
meme kanserinin teshisine yonelik bir tahmin mekanizmasi olusturulmustur. Farkl
YSA modelleri gelistirilmis, egitilmis ve test edilmistir. Egitim esnasinda 961 6rnegin
2/3’1, yani 641 adeti kullanilmistir. Kalan 320 6rnek ise test asamasinda kullanilmustir.
Egitimde kullanilan 6rneklerin 355’1 iyi huylu (benign), 286°s1 ko6tii huylu (malignant)
ve test setinde kullanilan 6rneklerin 161°1 iyi huylu, 159’u kétii huylu sinifina aittir.
Model-I’”de  LVQNN, PNN ve PRNN ile timorin iyi-kéti huylu oldugu
siniflandirmasi yapilmistir. Yayilma faktorii 0,17 degerine sahip PNN en iyi sonuglari
tretmistir. Bu agin dogruluk orani, egitim seti i¢in 525/641 = %81,9 ve test seti i¢in
274/320 = %85,63’tiir. Model-11 ve Model-lII’te ise, 6nce SOM ve FCM aglar ile
meme kanseri veri seti, Davies—Bouldin ve Silhouette yontemlerine gore optimum
kiime sayis1 2 olarak tespit edildigi i¢in, 2 kiimeye (A ve B kiimeleri) ayrilmus,
sonrasinda her bir kiime LVQNN, PNN ve PRNN ile egitilmis ve test edilmistir.
Model-II’de A kiimesinde PRNN, B kiimesinde LVQNN daha basarili sonuglar
tiretmistir. A kiimesi igin gizli katmani 46 néronlu ve Levenberg—Marquardt 6grenme
algoritmasi ile egitilmis PRNN, B kiimesi i¢in gizli katmani 34 noéronlu ve learnlv2
ogrenme fonksiyonuna sahip LVQNN ile en iyi sonuglar elde edilmistir. Bu iki agin
toplamdaki dogruluk orani, egitim seti i¢in 526/641 = %82,06 ve test seti igin 279/320
= %87,19°dur. FCM’nin kullanildigi Model-111’te ise yine A kiimesinde PRNN, B
kiimesinde LVQNN daha basarili sonuglar liretmistir. Bu aglarmin toplam dogruluk
orani ise egitim seti i¢cin 543/641 = %84,71 ve test seti igin 279/320 = %87,19°dur.
SOM ve FCM degerlerinin girdi olarak ilave edildigi Model-1V’te ise LVQNN, PNN
ve PRNN’in tiimiinde test seti i¢in 275/320 = %85,94 dogruluk orani elde edilmistir.
Egitim setinde 523/641 = %81,59 ile en basarili sonucu Model-1V-C (hem SOM hem
de FCM degeri girdi) vermistir. Sonug olarak, Model-1ll tiimériin iyi-kotii huylu

siniflandirilmasi dogruluk oranini en ¢ok yiikselten model olmustur.
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Diyabet tiim diinyada goriilme siklig1 giderek artan, eriskinlerde daha sik olmakla
birlikte her yasta goriilebilen, farkli sistemlerde neden oldugu komplikasyonlar sonucu
organ, islev kayiplarma hatta O6liime neden olabilen ¢agimizin ciddi kronik
hastaliklarindan biridir. Diinyada yaklasik 400 milyon kisinin diyabet hastas1 oldugu,
bu saymnin her yil hizli sekilde arttigi bilinmekte, milyonlarca kisinin de diyabet
gelisimi agisindan risk grubunda oldugu tahmin edilmektedir. Diyabet risk grubunda
bulunan kisilerin belirlenip tedaviye erken baslanilmasi ile farkli organlarda olusan
hasarlarda azalma saglanabilmektedir. Bu doktora tezinde, UCI makine &grenmesi
veritabanindan edinilen Sylhet, Banglades erken diyabet riski veri seti kullanilmustir.
Bu veri seti 520 hastanin toplam 17 niteligini barindirmaktadir. Diyabetli olan 320,
olmayan 200 kisi bulunmaktadir. Verilerin 2/3’1 egitim esnasinda, kalan 1/3’{i test
asamasinda kullanilmistir. LVQNN, PNN ve PRNN ile erken diyabet riski teshisine
yonelik siniflandirma yapilmistir. Gizli katmani 49 néronlu, Levenberg—Marquardt
O0grenme algoritmasi ile egitilmis PRNN en basarili test sonuglarini tiretmistir. Bu agin
dogruluk orani, egitim seti igin 344/347 = %99,14, test seti i¢in 169/173 = %97,69’dur.
LVQNN ve PNN ise test setinde sirastyla 167/173 = %96,53 ve 166/173 = %95,95

dogruluk oranlari ile siniflandirma islemini gerceklestirmislerdir.

Tiroid bezinden salgilanan tiroid hormonlar1 metabolizma hizini diizenler. Kalp hizi,
tansiyon, kan yaglari, istah, sindirim sistemi, kas iskelet sistemi ve sinir sistemi
tizerinde etkileri mevcuttur. Tiroid hormonu saglikli bir yasam i¢in normal seviyede
olmalidir. Tiroid bezinin az ya da ¢ok calismasi istenilmeyen bir durumdur. Tiroid
bezinin fonksiyonundaki bozukluga bagl olarak bircok doku ve sistemin ¢aligmasi
olumsuz yonde etkilenmekte, tedavi edilmedigi takdirde ciddi saglik sorunlarina neden
olabilmektedir. Bu doktora tezinde, UCI veritabanindan edinilen Garavan Enstitiist,
Sidney, Avustralya’daki 7200 kisiye ait 22 6znitelikten olusan tiroid fonksiyonu veri
seti kullanilmistir. Bu veri setindeki 6rneklerin 166’s1 normal, 368’1 hipertiroidi ve
6666’s1 hipotiroidi sinifina aittir. Verilerin 2/3’i egitim esnasinda, kalan 1/3’1 test
asamasinda kullanilmistir. LVQNN, PNN ve PRNN ile tiroid fonksiyonu teshisine
yonelik siniflandirma yapilmistir. Gizli katmaninda 3 ndron bulunan, Bayesian
O0grenme algoritmasi ile egitilmis PRNN en basarili test sonuglarini iiretmistir. Bu agin
dogruluk orani, egitim seti i¢gin 4780/4800 = %99,58 ve test seti i¢in 2377/2400 =
%99,04°tiir. LVQNN ve PNN ise test setinde sirasiyla 2228/2400 = %92,83 ve
2203/2400 = %91,79 dogruluk oranlari ile siniflandirma iglemini gergeklestirmislerdir.
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Bu doktora galismasi, smiflandirma islemi igin 6zellestirilmis YSA teknikleri olan
LVQNN, PNN, PRNN algoritmalar1 kullanilarak dogum yo6nteminin belirlemesinin
(normal dogum ya da sezaryen), meme kanserindeki tiimoriin iyi-k6tii huylu
oldugunun teshisinin, erken diyabet riski tanisinin ve tiroid fonksiyon hastaliklarinin
basart ile bulunabilecegini gostermistir. Bu doktora ¢alismasinda, ayrica, siniflandirma
basarisinin nispeten daha diisiik oldugu durumlarda, basar1 miktarini arttirmak igin
SOM ve FCM kiimeleme algoritmalarindan faydalanilmasi 6nerilmis, farkli modeller
gelistirilmistir. Bol ve yonet yaklasimi kullanilan, 6nce kiimeleme algoritmalari ile
verileri bolen sonra siniflandirma algoritmalari ile teshis koyma islemini tamamlayan
model en iyi sonucu vermistir. Teknolojideki gelismelerle beraber gelistirilen, basarisi
daha yiiksek olan yapay zeka yontemlerinin tip alaninda kullanilmasi uygun ve yeterli
tetkiklerle riskli bireylerin belirlenmesini, erken tani1 ve tedavi ile de hastalik
stirelerinin kisalmasini, yasam kalitesinin artmasini ve tedavi maliyetlerinin diigmesini
saglamaktadir. Daha zeki tibbi karar destek sistemleri hasta ve hastaliklara ait verileri,
giincel bilimsel bilgileri, tani, takip ve tedavi icin alternatif secenekleri analiz ederek
doktorlara hastay1 daha hizli ve daha dogru sekilde degerlendirme ve tedavi edebilme

olanagi kazandirmaktadir.
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