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OZET

Ogrencilerin basar1 ortalamasi, trafik kazas: istatistikleri, tarim ve hayvancilikta
verimlilik, ekonomik veriler gibi giinlik hayatta yer alan olaylarda sik sik istatistik
yontemlere gerek duyuldugu gibi 6nemli bilimsel ¢alismalarin sonuglar1 da istatistik
yontemlerle degerlendirilmektedir.

Istatistiksel iligkiler en basit anlamda bir bagimsiz degiskenin bir bagimli
degiskeni etkilemesi temeline dayanmaktadir. Oysa doga olaylarindan saglik alanindaki
olaylara kadar degisken veya degiskenleri etkileyen birden ¢ok faktor vardir. Tek
degiskenli istatistiksel analizlerin eksikligi ve smnirli olaylar1 acgiklayabilmesi,
arastirmalarda ¢ok degiskenli istatistiksel analiz yontemlerin kullanilmasini
gerektirmistir.

Cok degiskenli istatistik yontemlere alternatif olarak tek degiskenli yontemlerin
art arda uygulanmasi da diistiniilebilir. Ancak bu durum bir¢ok yontem igin degiskenler
arasindaki etkilesimin ihmal edilmesine ve ayni zamanda tesadiifi hata oranlarinin da
artmasima neden olacaktir. Tek degiskenli hipotez testlerin art arda uygulanmasi ile ¢ok
degiskenli hipotez testlerinin sonuglar1 da ayn1 olmayabilir. Ornegin normallik testi i¢in
degiskenler tek tek test edildiginde sifir hipotezi kabul edilerek tiim degiskenlerin
normal dagilima uydugu kabul edilebilir. Ancak degiskenler birlikte ¢ok degiskenli
normalligi saglamayabilirler.

Cok degiskenli istatistik yontemler, bilginin birikimli olarak ilerlemesi ilkesiyle
ihtiyaclar1 karsilamak tizere gelistirilmislerdir. Tamamen ayni1 amagla kullanilacak, tiim
varsayimlar1 da ayni olacak yeni bir yonteme ihtiya¢ olmayacagi asikardir. Her yontem,
varsayim ve gostergelerine gore 6zgiin olacagindan ¢ok degiskenli istatistikler amag ve
yontemlerine gore kesin bir siniflandirmaya ayrilamazlar.

Bu tez calismasinda ¢ok degisekenli istatistik ve bunlarin varsayimlarmin
smnanmasinda kullanilan bazi1 yontemlerin karsilagtirmasi yapilmistir. Degiskenlerin ayr1
ayr1 tek degigkenli normalligi saglamalarinin ¢ok degiskenli normalligi saglamak icin
Ol¢ti olup olmayacagi test edilmistir.

ANAHTAR KELIMELER: Cok Degiskenli Istatistik Yontemler, Coklu Normal
Dagilim, Diskriminant Analizi, Lojistik regresyon Analizi, Probit Analizi, Kiimeleme

Analizi, Faktor Analizi



ABSTRACT

Statistical methods; the results of important scientific studies are also evaluated by
statistical methods, such as the average achievement of students, traffic accident
statistics, productivity in agriculture and animal husbandry, economic data, as well as
frequently needed events in daily life.

In the simplest sense, statistical relations are based on the effect of an independent
variable on a dependent variable. However, there are multiple factors that affect the
variables from natural events to health events. The lack of univariate statistical analyzes
and its ability to explain limited events required the use of multivariate statistical
analysis methods.

As an alternative to multivariate statistical methods, the application of univariate
methods consecutively can be considered. However, this will neglect the interaction
between variables for many methods, and also lead to an increase in random error rates.
The results of univariate hypothesis testing may not be the same with successive
multivariate hypothesis testing. For example, if the variables are tested individually for
the normality test, the null hypothesis is accepted and all variables can be considered to
conform to the normal distribution. However, variables may not provide multivariate
normality together.

Multivariate statistical methods have been developed to meet the needs with the
principle of cumulative progression of information. Obviously, there will be no need for
a new method that will be used for the same purpose and all assumptions will be the
same. Since each method will be unique according to its assumptions and indicators,
multivariate statistics cannot be separated into a precise classification according to their
aims and methods.

In this thesis, a comparison of some of the methods used to test multivariate
statistics and their assumptions has been made. It has been tested whether the variables

provide individual univariate normality or not to provide multivariate normality.
KEYWORDS: Multivariate Statistical Methods, Multiple Normal Distribution,

Discriminant Analysis, Logistic Regression Analysis, Probit Analysis, Cluster Analysis,

Factor Analysis
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1. GIRIS

Istatistik yontemlere ogrencilerin basar1 ortalamasi, trafik kazasi istatistikleri,
tarim ve hayvancilikta verimlilik, ekonomik veriler gibi giinliik hayatta yer alan
olaylarda sik sik gerek duyuldugu gibi 6nemli bilimsel caligmalarin sonuglar1 da
istatistik yontemlerle degerlendirilmektedir. Tek kalem iirlin pazarlayan kiigiik bir
isletme sahibi i¢in gilinliik ortalama satis miktarini belirlemek temel bir istatistik yontem
oldugu gibi sosyal bir konuda hazirlanan anket sonuclarinin degerlendirmesi de
istatistiksel yontemlerle yapilmaktadir. Bunun yaninda tip alaninda yapilan bir
calismanin sonuglarinin anlamlilig1 da yine istatistik yontemlerle test edilmekte ve hatta
hastalik teshislerinde istatistik yontemlerin 6nemli bir yeri vardir. Birgok hastalik
teshisinde biyopsi kullanilmaktadir. Ancak biyopsi invaziv bir yontem olup cerrahi
miidahale gerektirmektedir. Viicut sivilarindaki bazi1 degerler veya organlarin biiyiikliik
Olgiilerinin istatistigi ile hastalik teshisinin maliyeti daha diisiik ve ileri uzmanlik bilgisi
gerektirmemektedir. Bu sekilde tanm1 konulmasi tipta siirekli tercih edilen giincel
konularindan biridir (Alpar, 2017). Kisaca istatistigin meteoroloji, tarim, hayvancilik,
her tiirlii ticari faaliyet, saglik, sosyal alanlar, psikoloji vb. kullanilmadigi alan hemen
hemen yok gibidir.

Cok genis bir kullanim alanina sahip olmasina ragmen istatistigin bilim dali olup
olmadig1 hakkinda farkli goriisler mevcuttur. Bilim dali olmadigim belirtenler, istatistik
yontemlerin ¢ok farkli alanlarda kullanilan, bir¢ok bilim dalinda ihtiya¢ duyulan analiz
yontemleri olup kendine 6zgii ve biitiinliik arz eden bir konusu bulunmadigini belirterek
bilim dali olmadigini savunmaktadirlar. Bilim dali oldugu diisiincesinde olanlar ise
istatistik yOntemlerin yerinin bagska tiirli doldurulamadigini, istatistik yontemlerin
kullanilmadig1r durumlarda diger bir¢ok arastirma sonuglarmmin yorumlanamayacagi
seklinde goriis belirtmektedirler. Sonug olarak bilim olarak kabul edilmese dahi hem
glinliik hem de bilimsel arastirmalarda istatistik yontemlere her zaman her alanda az
veya ¢ok ihtiya¢ duyulmaktadir (Akdeniz, 2015; Tuaranl ve Giiris, 2015).

Bilimsel bir ¢aligma yapilirken oncelikle problem tespit edilir. Probleme iliskin
gozlemler yapilir, veriler toplanir, veriler iglenerek bilgi haline getirilir. Buraya kadar
yapilan islemler ne kadar Ozenli olursa olsun istatistiksel sonuglar1 dogru

yorumlanmayan bir arastirma higbir probleme ¢oziim olamaz. Bu eksiklik amaca ve



veriye uygun istatistiksel yontemin segilmesiyle giderilebilir. Uygun istatistiksel testin
se¢imi ise arasgtirmanin amacina, degisken tiirlerine, kullanilan veri tiplerine, gézlem
sayisina ve gerekli varsayimlarin saglanip saglanmamasi gibi bir¢ok etkene baghdir. Bu
nedenle kullanilacak istatistiksel analiz yonteminin belirlenmesi ve arastirma sonunda
elde edilen analiz sonuglarinin yorumlanmasi olduk¢a Onem arz etmektedir.
Teknolojinin gelisimiyle birlikte giiniimiizde istatistik paket programlar1 oldukca
yayginlagmis olsa da yapilan ¢alismanin dogru istatistiksel sonuglar1 i¢in arastirmacimnin
istatistik bilgisi de olduk¢a Onemlidir. Bu baglamda arastirmalarda en Onemli
hususlardan biri de arastirmacmin bilgi birikimi, tecriibesi, konuya olan hakimiyet
diizeyidir. Sonucun dogru olmasi i¢in Oncelikle arastirmaci neyi, ni¢in arastirdigini 1yi
bilmeli, degiskenlerini ona gore se¢meli, calismasma uygulayabilecegi istatistik
yontemleri dnceden diisiinmeli, hangi asamada hangi sorunlarla karsilasabilecegini ve
bunlarn {istesinden nasil gelebilecegini bilmelidir.

Aragtirmalarda, eldeki verilere hangi istatistik yontemlerin uygulanabilecegini
belirlemek i¢in bazi kriterler vardir. Dogru yontemlerle arastirmayi ilerletmek,
aragtirmanin  glivenirligini artrrarak sonuglarin da tutarli olarak yorumlanmasini
saglamaktadir. Arastirma i¢in veriler elde edildikten sonra en 6nemli soru “elimizdeki
veri i¢in en uygun yontem hangisi” sorusudur. Bu sorunun cevaplanmasi igin yine
cevaplanmasi gerekli olan sorular vardir. Kullanilacak yontem; degiskenlerin 6lgek
tiriine, degisken sayismna, grup sayismna hatta arastirilan konunun kendisine gore
farklilik gdstermektedir (Tiirkce Istatistik Rehberi, 24.10.2018-web).

Parametrik yontem uygulanmasi diisiiniilen bir yontem icin veriler toplandiktan
sonra verilerin bazi varsaymmlar1 saglamadigi goriilebilir. Bu gibi durumlar i¢in
alternatif yontemler veya doniisimler ya da ¢oziimler Onceden planlanmalidir.
Nihayetinde istatistik matematige dayali yontemlerdir. Paket programlarina girilen
herhangi bir veri toplulugu i¢in yanhs da olsa bir sonug ¢ikacaktir. Bu sonuca gore
yapilan yorumlar da elbette yanlis olacaktir. Yanlishk fark edilse dahi c¢aligmaya
uygulanacak istatistik yontem bulunmamasi halinde yapilan 6n caligmalar, verilerin
toplanma-islenme siiregleri, maliyet gerektiren bir ¢aligma ise maddi kayiplar ve en
onemlisi bosa gecirilmis zaman olacaktir. Istatistik analizlerin kullanimmin {izerinden
yiiz yillar gegmis olmasina ragmen giiniimiizde dahi yapilan bircok ¢aliymada dogru

istatistiksel yontemin kullanilmadigint gosteren arastirmalar vardir. Yeterince



bilinmeyen istatistik kavramlar ve bu nedenle kullanilan yanlis bilimsel yontemler
nedeniyle literatlirin yarisina yakininda en az bir istatistiksel hatanin oldugu
belirtilmektedir. Bu da bilim diinyasi i¢in oldukga tehlikeli oldugundan bu tiir hatalarin
azaltilmasi hatta tamamen kaldirilmasi adina birgok ¢alisma yapilmistir (Saym, 2010;
Karaagaoglu, 2005; Yiicel Toy ve Giineri Tosunoglu, 2007; Sayn, 2012).

Dogru teste karar verebilmede ilk olarak istatistiksel kavramlarin tam olarak
anlasilmas1 gerekmektedir. Ana kiitle, 6rneklem, veri, birim vb. temel kavramlardan
parametrik, nonparametrik, normallik, homojenlik gibi daha ileri kavramlara kadar tam
olarak &ziimsenmelidir. Ornegin kullanilan en basit veri tiirii olan kategorik verilerin
matematiksel esitlikle kodlanmas1 sembol olup harflerle de kodlama yapilabilir veya
istatistigin dogas1 geregi istatistik yontemlerle elde edilen fonksiyonlardaki esitlik
matematikte kullanilan esitlik ile ayni1 degildir. Matematikte gercek degerine ¢ok yakin
olan bir deger dahi tam olarak esit kabul edilemez. Sembol olarak da “esittir’den farkl
olarak “yaklasik olarak esittir”  kullanilmas1 gerektigi bilgisine sahip olmayan
arastirmact problemin basindan itibaren birbirini takip eden yanlis yorumlara neden
olacaktir. Hatta istatistik yontemler sonucunda clde edilen fonksiyonlar her zaman
gecerli, genel kurallar da degildir. Sosyal, ekonomik, teknolojik gelismelere gore yere,
zamana, arastirmacimin ve gozlemlerin egilimlerine gore bir¢ok faktérden etkilenerek
degisebilir (Giirsakal, 2015).

Bu ¢alismada ¢ok degiskenli istatistik yontemlerden benzer olanlardan bazilarmin
karsilagtirmas1 yapilmistir. Parametrik yontemler icin gereken, normal dagilima
uygunluk kriterinden dolayr Oncelikle normal dagilim varsayimina iliskin
karsilagtirmalar yapilmistir. Cok degiskenli normallik, tek degiskenli normallik ile
iligkili oldugundan teker teker normal dagilima uygun olan degiskenler i¢cin Mardia’nin
cok degiskenli normallik testi hesaplanmig ve yorumlanmistir. Cok degiskenli
normalligi saglayan veri kiimesindeki degiskenlerin ayr1 ayr1 tek degiskenli normalligi
de saglayacagi goriisiine iliskin karsilastirmalar yapildigi gibi bunun tersine iliskin
karsilastirmalar da yapilmistir. Bu karsilagtrma yapilirken tek degiskenli normalligi
inceleyen yontemler arasinda da karsilastrmalar yapilmistir. Normallik i¢in en ¢ok
kullanilan yontemlerden bazilarinin degiskenleri normal dagilima uygun kabul etme
diizeyleri kiyaslanmistir. Cok degiskenli istatistik yontemlerinin temeli, degiskenler

arasindaki iliskilere dayali olup, en basit anlamda korelasyon katsayisilar1 ile



incelenebilir. Normallik varsayimi ve veri tiirlerine gore kullanilan korelasyon katsayisi
karsilastirmalari da yapilmistir.

Bagimli degiskenin nitel veri olmasi durumunda kullanilan diskriminant analizi,
lojistik regresyon analizi ve probit analizi yontemlerinin modele aldiklar1 degiskenlere
verdikleri 6nem derecelerine gore karsilagtirmalart yapilmistir. Diskriminant analizi ve
lojistik regresyon analizlerinin siniflandirma oranlarindaki basarilar1 karsilagtirilmastir.
Bu yontemler karsilastirilirken ayni yontemlere ait farkl teknikler olan tam ve adimsal
metotlara iliskin karsilastirma da ayr1 bir baslik olmaksizin verilmistir. Bu {i¢ yontemi
bir arada karsilastiran c¢alismalarin olmadigi gozlemlenmis olup, ikiser ikiser
karsilagtirma yapan ¢alismalarin da sayisinin olduk¢a az oldugu gézlemlenmistir.

Faktor analizi ve kiimeleme analizi gruplandirma yapmalar1 acisindan benzer
yontemler olarak goriinmektedirler. Daha ¢ok degiskenleri gruplandirmada kullanilan
faktor analizi ile gézlemleri gruplandirmada kullanilan kiimeleme analizi yontemlerinin
karsilastirmast yapilmistir. Karsilagtirmalar: yapilan yontemlerin kaynaklarda yer aldigi
ancak ayni veriler iizerinde karsilastirmali olarak yer almadigi gozlemlenmistir.

Bu ¢alismanin igerigine alinmasa da birgok veri kiimesi {izerinde ¢aligilmus, farklh
durumlarin sonuglar1 kiyaslanmustir. Istenilen 6n sartlar1 tasimasi gereken verilerde
simiilasyon yontemlerinden de yararlanilmistir. Ancak sonug¢ ve yorum olarak gergekle
uyumludurlar. Analizler SPSS 21 programu ile yapilarak, elde edilen sonug ve tablolar
paylasilmistir. Cok degiskenli normallik varsayimi i¢in Mardia’nin ¢ok degiskenli
normallik testi, web tabanli program kullanilarak belirlenmistir.

Bu c¢alismanin giris olan birinci boliimiinde istatistigin tanimi, gerekliligi,
kullanim alanlari, diger bilim dallarindaki yeri ve 6nemi kisa bir 6zet olarak verilmistir.
Istatistik yontemlerin temeli olan tek degiskenli istatistik yontemlerden ¢ok degiskenli
istatistik yontemlere gecisin zorunlulugu, amaci ve yararlaridan bahsedilmistir. ikinci
boliimde ¢ok degiskenli istatistik yontemler, biraz daha ayrintiya girilerek anlatilmas,
tanimi, isleyis siirecleri, varsaymmlarina, deginilmistir. Ugiincii boliimde bu
varsayimlardan normal dagilima iliskin karsilastrmalar yapilmistir. Tek degiskenli
normal dagilim testleri arasinda karsilastrmalar yapildigr gibi, veri kiimesindeki
degiskenlerin tek degiskenli normal dagilimi saglamalarmin ¢ok degiskenli normal
dagilim icin gerek ve yeter sart olup olmama durumlar1 da incelenmistir. Dordiincii

boliimde korelasyon katsayisi karsilastirmalar1 yapilarak sonuglar1 paylasilmigtir.



Besinci boliimde nitel bagimli degiskene sahip veri analizlerinde kullanilan
diskriminant analizi, lojistik regresyon analizi ve probit analizi farkli varsaymmlari
saglayan veriler icin karsilastirilmistir. Altinct bolimde boyut indirgeme yOnleriyle
birbirlerine benzeyen faktor ve kiimeleme analizleri karsilagtirilmistir. Yedinci boliimde
ise bu calisma ile elde edilen sonuglar, gozlemler, degerlendirmeler ve Oneriler

paylasilmistir.



2. COK DEGISKENLI iSTATISTIK YONTEMLER

Istatistik iligkiler en basit anlamda bir bagimsiz degiskenin bir bagimli degiskeni
etkilemesi temeline dayanmaktadir. Oysa doga olaylarindan saglik alanindaki olaylara
kadar degisken veya degiskenleri etkileyen birden g¢ok faktér vardir. Bu durum
arastirma yapilirken olaylarin agiklanmasinda tek degiskenli istatistiklerin yetersiz ve
eksik kalmasma neden olmaktadir. Tek degiskenli istatistiksel analizlerin eksikligi ve
smirli olaylar1 acgiklayabilmesi, c¢ok degiskenli istatistiksel analiz yOntemlerin
kullanilmas1 gereksinimine neden olmustur. Arastirmalarda daha tutarli sonuglar elde
etmek icin cok degiskenli istatistiksel yontemlerin kuramsal gelisimi gliniimiizde de
devam etmektedir (Albayrak, 2003).

Caligmalarda genellikle incelenen degiskenlerin bircogu birbirinden bagimsiz
degildir, bir veya daha fazla degisken ile iliski i¢indedirler. Bundan dolay1 herhangi bir
degisken incelenirken, bu degisken ile iliskili diger tiim degiskenleri ya sabit kabul
etmek ya da kontrol altina almak gerekmektedir. Bu da dogru ¢6ziime ulasmaya engel
olmaktadir. Cok degiskenli istatistik yaklasimlar, ¢ok sayidaki degiskenin olusturdugu
veri yapisini basit bir forma doniistiiriip problemin yapisina uygun ¢6ziimler i¢in daha
sade bilgiler ortaya koymaktadir (Saglam, 2013).

Cok degiskenli istatistik yontemlere alternatif olarak tek degiskenli yontemlerin
art arda uygulanmasi da diisiiniilebilir. Ancak bu durum bir¢ok yontem i¢in degiskenler
arasindaki etkilesimin ihmal edilmesine ve aym1 zamanda tesadiifi hata oranlarnin da
artmasima neden olacaktir. Ayrica tek degiskenli hipotez testlerin art arda uygulanmasi
ile elde edilen sonuglar ile ¢ok degiskenli hipotez testlerinin sonuglari arasinda
benzerlik de bulunmayabilir. Ornegin normallik testi i¢in deiskenler tek tek test
edildiginde sifir hipotezi kabul edilerek tiim degiskenlerin normal dagilima uydugu
kabul edilebilir. Ancak degiskenler hep birlikte ¢ok degiskenli normalligi
saglamayabilirler (Kalayci, 2010; Albayrak, 2003).

Cok degiskenli istatistik i¢in ortak bir tanim bulunmamakta olup, yazar ve
arastrmacilar tarafindan ¢esitli tanimlar yapilmistir. Shin’e gore c¢ok degiskenli
istatistiksel analiz, es zamanli olarak ¢ok sayida bagimli degisken ya da
bagimli/bagimsiz degisken ayrimi yapilmaksizin ¢ok sayida degiskenle ilgilenildiginde

bagvurulan yontemlerdir. Sheth’e gore cok degiskenli analiz, 6rnek {izerinde ikiden



fazla degiskeni es zamanli ¢oziimleyen tiim istatistik tekniklerdir. Gatty “degisken
gruplar1 arasindaki karsilikli iligskileri 6lgme ve agiklama imkani veren tiim istatistik
teknikler” olarak tanimlamustir. Hair ve arkadaslar1 ise ¢ok degiskenli analiz; ¢oklu
degiskenlerin tek bir iligki veya iliski kiimesi icerisindeki analizidir tanimini
yapmiglardir. Timm’e gore, bagimli ve bagimsiz degisken kiimeleri arasinda iligki
kurmak amaciyla kullanilan analizlerdir. Harris ¢ok degiskenli istatistik i¢in degisken
kiimelenmesinin bir tahmin edici veya performans 6l¢iitii olarak dahil edildigi durumlari
ele almak amaciyla gelistirilmis, agiklayicti ve anlagilan tekniklerin  bir
smiflandirmasidir demistir. Afifi ve Clark ¢ok degiskenli analizi, ¢alisma konusu olan
her bir kisi veya birim i¢in ¢ok sayida degiskenin elde edildigi verilerin analizlerini
aciklamak amaciyla kullanilmasidir diye tanimlamistir. Kachigan’a gore ¢cok degiskenli
istatistiksel analiz, bir nesne kiimesi ile Olgiilen iki veya daha fazla degisken
Ozelliklerinin ayn1 anda arastirilmasi i¢in caligsan istatistiksel analiz dalidir. Shaw, “iki
veya daha fazla degiskeni ayni anda analiz etmeye yarayan yontemleri tanimlamakta
kullanilan genel bir terim” olarak tanimlamustir (Albayrak, 2003; Unliikaplan, 2008).

Cok degiskenli istatistiksel analizde sistem i¢inde birbiri ile iliskili ¢ok sayida
degisken s6z konusudur. Bu analizlerde amag, kullanilacak tekniklerle s6z konusu
sistemin yapisinin belirlenmesi ve basit bir forma doniistiiriilmesidir (Tathidil, 2002).
Cok degiskenli istatistiksel analizler, arastirilan konuyla ilgili ¢ok sayida i¢ ve dis
faktorleri gdz Oniine alarak, problemin yapisina iliskin bilgiler ¢er¢evesinde incelemek
ve ¢dziime ulasmak igin gelistirilmistir (Ozdamar, 1999). Cok degiskenli istatistik
analizler, bircok degisken arasindaki karmasik iligkilerin yorumlanmasma imkan
saglamaktadir (Ercetin, 1993). Cok degiskenli istatistik teknikler degiskenler arasindaki
karmagik iliskilere agiklik getirirler (Bigkici, 2007). Yukaridaki tanimlar da g6z Oniine
alindiginda tek degiskenli istatistiksel analizlerde veri olarak kabul edilen bircok
faktoriin, ¢cok degiskenli analizlerde birer degisken olarak degerlendirilerek caligmalar
yapildig1 da sdylenebilir (Unliikaplan, 2008).

Cok degiskenli istatistik yontemler, avantajlar1 nedeniyle oldukca genis bir
kullanim sahasina sahiptirler. Albayrak (2005), Tiirkiye’de illerin sosyo-ekonomik
gelismislik diizeylerini ¢ok degiskenli istatistik yontemlerle incelemistir. Unliikaplan
(2008), peyzaj ekolojisi arastirmalarinda ¢ok degiskenli istatistiksel yOntemleri
kullanmistir. Arslan (2008), cok degiskenli istatistik analiz ile su kalitesi {izerinde



calismistir. Ciftei (2008), kalkinma gostergelerinden olan ortalama yasam beklentisini
cok degiskenli istatistik yontemleri kullanarak Tiirkiye ile Avrupa Birligini karsilastiran
calisma yapmistir. Bayata ve Hattatoglu (2010), yapay sinir aglar1 ve ¢ok degiskenli
istatistik yontemler ile trafik kazalari {izerine modelleme c¢alismislardir. Oztiirk ve
Tiirker (2010), Devlet Orman Isletmeleri’ni gruplandirmada ¢ok degiskenli istatistik
analizlerden yararlanmiglardir. Can (2011), bazi ¢ok degiskenli istatistiksel teknikler
arasindaki iligkileri arastrmis ve uygulamalar yapmustir. Saglam (2013), toprak
Ozelliklerini gruplandirmak igin ¢ok degiskenli istatistiksel yontemleri kullanmistir.
Uysal ve Ersoz (2017), Tirkiye’de illerin yasam endeksini ¢ok degiskenli istatistik
yontemleri kullanarak incelemislerdir. Toktay (2017), ¢ok degiskenli istatistik analiz
yontemleri olan faktdr analizi ve diskriminant analizi ile iniversite 6grencileri {lizerine
uygulama ¢alismasi yapmistir. Akdamar (2018), ¢ok degiskenli istatistik teknikler ile
akillt kentlere iliskin ¢alisma yapmistir. Kanonik korelasyon analizi ve veri zarflama

yontemleri i¢in uygulama yapmaistir.

2.1. Cok Degiskenli Istatistik Yontemlerde Verilerin Gosterimi

Cok degiskenli istatistiksel analizlere ait veriler tek degiskenli analiz
yontemlerinden farkli olarak genellikle n tane gozlem ve p tane degiskenden

olusmaktadir. Bu gosterim Tablo 2.1’deki gibi nxp boyutlu matris olusturur.

Tablo 2.1. Cok Degiskenli Istatistiklerde Verilerin Gosterimi

Degiskenler
Gozlemler | 1. degisken | 2. degisken | ... p. degisken
1. gbzlem
2. gbzlem
n. gozlem

Tek degigkenli istatistik yontemler aritmetik ortalama, standart sapma, varyans
gibi tek bir 6l¢ii ile tanimlanmakta ve veri yapisi incelemektedir. Cok degiskenli

istatistik yontemlerde ise benzer olarak ortalama vektorii, kovaryans, varyans-kovaryans



matrisi, korelasyon katsayis1 ve korelasyon matrisinden faydalanarak degiskenlikler
hakkinda yorum yapilmaktadir.

Tek degiskenli analizlerde verilerin toplaminin veri sayisma boliinmesi ile tek bir
ortalama bulunuyorken, ¢ok degiskenli yontemlerde bu islem her bir degisken icin
yapilarak p tane degiskenin her biri i¢in ortalama bulunmaktadir. Ortalama vektorii
denilen bu degerler pxl tipinde matris olusturmaktadir. Bazi caligmalarda ise
gozlemlere iliskin ortalama hesabi gerekebilir. Bu durumda her bir gozlemin her
degisken i¢in aldig1 degerlerin ortalamasi hesaplanur.

Tek degiskenli analizlerde standart sapma ve varyans, ortalamadan sapmanin yani
dagilimin yayginlhigi i¢in birer 6lgiittiir. Tek degiskenli yontemlerde bir tane varyans
degeri bulunurken c¢ok degiskenli yontemlerde her bir degisken icin benzer
hesaplamalar yapildigindan p tane degisken varsa p tane varyans degeri olmaktadir. Bu
degerler pxp tipinde yani degisken sayis1 kadar karesel bir matris olusturur. Her bir
degiskenin diger tiim degiskenlerle olan kovaryansi hesaplanirken degiskenin kendisiyle
olan kovaryansi, varyansina esit olacagindan bu matris ile esas kosegeni her degiskenin
varyansina esit olan pxp tipinde simetrik bir matris elde edilir. Kdsegenini varyanslarm,
diger kisimlarini simetrik kovaryanslarin olusturdugu Tablo 2.2 ile gésterilen bu matrise

varyans-kovaryans matrisi denir.

Tablo 2.2. Varyans-Kovaryans Matrisi Gosterimi.
X1 X2 Xp

X1 | Var(X1) | Kov(X1X2) Kov(X1Xp)
Xo | Kov(X2X1) | Var(X2)

Xp | Kov(XpX1) . . Var(Xp)

2.2. Cok Degiskenli Istatistiksel Yontemlerin Uygulanma Amaclan ve Siirecleri

Cok degiskenli istatistik yontemler, bilginin birikimli olarak ilerlemesi ilkesiyle
ihtiyaclar1 karsilamak tizere gelistirilmislerdir. Tamamen ayni amagla kullanilacak, tiim
varsayimlar1 da ayn1 olacak yeni bir yonteme ihtiya¢ olmayacagi asikardir. Her yontem,
varsayim ve gostergelerine gore 6zgiin olacagindan ¢ok degiskenli istatistikler amag ve

yontemlerine gore kesin bir smiflandirmaya ayrilamazlar. Bu durum istatistigin kesin



iliskiler degil, stokastik iliskiler ile ilgilenmesi gercegiyle de bagdasmaktadir. Ornegin
bagimli degisken tek ve siirekli ise ¢oklu dogrusal regresyon analizi akla gelirken,
bagimli degisken kategorik ise dogrusal olasilik modeli, probit model veya lojistik
regresyon analizi kullanilabilir. Bagimli degisken kategorik oldugunda ayirma analizi
de diistiniilebilir. Ancak bu durumda ayirma analizi varsayimlarini test etmek gerektigi
unutulmamalidir. Bagimli degisken birden fazla ise bu defa kanonik korelasyon analizi
diigliniilmelidir. Varsayimlarin saglanmasi durumunda parametrik ydntemlerin
parametrik olmayan yontemlerden daha iyi sonu¢ verecegi savina gore varsayimlarin
saglanmasi halinde diskriminant analizi, lojistik regresyon analizi ve probit analizinden
daha iyi sonug vermelidir. Kisaca her analiz tiiriiniin farkli bir tercih nedeni ve sonuglari
vardir. Bunun sonucu olarak bir arastrmada kullanilabilecek birden fazla, ¢ok
degiskenli istatistik yontem de olabilir. Ilk olarak arastirmanin Onceligine gore
kullanilacak yonteme karar verilir.

Istatistik yontemler genel olarak asagidaki amaclarla kullanilmaktadirlar:

a. Boyut Indirgeme: Elde edilen verilerin yapisini aralarinda iliski bulunmayan
daha az sayida degiskenle agiklamak.

b. Kiimelendirme ve Siniflandirma: Veri seti igerisinde birbirine benzer
gozlemleri ayn1 kiimelerde toplamak.

c. Bagmlilik Yapisinin Incelenmesi: Degiskenler arasindaki iliskilerden
yararlanarak bagimlilig1 arastirmak.

d. Atama ve Olgekleme: Birimlerin belli dlgiilere gore atanmasmm yani sira cok
sayida degiskenden faydalanilarak birimlerin daha kii¢iik boyutlarla gosterilmesini
saglamak.

e. Hipotez Testleri ve Hipotez Olusturma: Tek degiskenli istatistiksel yontemlere
benzer sekilde, kurulacak hipotezleri test etmek i¢in kullanmak (Tathdil, 2002).

Degiskenler arasinda iliski olmasi halinde, ¢ok degiskenli istatistiksel modeller
bagimli ve i¢ bagimli modeller olarak smiflandirilabilir. Bagimli modeller ile analiz
sonucunda bagimsiz degiskenlerden bagimli degiskene iliskin tahminler yiiriitiiliir. I¢
bagimli modellerde ise bagimli/bagimsiz degisken ayrimi yapilmadan ig¢ iligkiler
belirlenmeye ¢alisilir. Cok degiskenli bagimli yontemlere lojistik regresyon analizi,

kanonik korelasyon analizi, ayirma analizi, ¢oklu regresyon analizi, dogrusal olasilik
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modelleri ve MANOVA, i¢ bagimli yontemlereyse faktor analizi, uyum analizi ve
kiimeleme analizi 6rnek verilebilir (Unliikaplan, 2008).

Cok degiskenli istatistiklerde amaca yonelik hangi analizlerin yapilacagiin genel
olarak Tablo 2.3 deki gibi oldugu sdylenebilir.

Tablo 2.3. Analizlerin Amaglar1

No. | Amag Yontem

Coklu regresyon analizi, aywrma analizi, lojistik
regresyon analizi

Coklu regresyon analizi, MANOVA, ayirma analizi,
faktor analizi, lojistik regresyon analizi

Ayirma analizi, lojistik regresyon analizi, kiimeleme

1 | Tahminde bulunmak

2 | Sonug ¢ikarmak

3 | Siniflama yapmak

analizi
Ayrrma analizi, temel bilesenler analizi, faktor
4 | Atama belirlemek analizi, kanonik korelasyon analizi, ¢ok boyutlu

Olgekleme analizi, uyum analizi

Cok degiskenli istatistik yontemlerin en sik kullanim nedenlerinden biri de
smiflandirma yapma ihtiyacidir. Gozlem yapilan yeni bir birimin hangi sinifa dahil
olacagmi en az hata ile belirlemek arastirmaci i¢in olduk¢a 6nemlidir. Belli sayidaki
Ozellik yani degisken incelenerek yeni gelen birimin grubu belirlenebilir. Smiflandirma,
doktorun yeni gelen bir hastanin laboratuvar sonuglarini inceleyerek hasta olup
olmadigina karar vermesi gibi, bir gdzlemi uygun kosullar altinda ait olabilecegi en
uygun simifa atama islemidir.

Istatistikte baz1 durumlar i¢in olasilik dagilimlar1 ve bunlara iliskin parametreler
bilinmektedir. Ancak bilinen bu dagilimlar, artik ¢ok genis bir uygulama alani olan
istatistik yontemler i¢in her zaman kullanilabilir olmayabilirler. Calismalarin
cogunlugunda veriler, standart bir dagilima tam olarak uymayan, arastirmaya 0zgi
materyal ve degiskenlerdir. Bu durumda parametreler, alinan 6rneklerden elde edilen
sonuc¢lardan c¢ikartilmaya calisilir. Bu caligmalar ile gruplarin aymt edici 6zellikleri
belirlenebilmekte ve iyi bir smiflandirma yapilabilmektedir. Hatta analiz sonucu elde
edilen sayisal degerler ile degiskenlerin birbirlerine olumlu veya olumsuz yonde etkileri
de yorumlanabilmektedir. Bunun yaninda elde edilen fonksiyonlar yardimi ile
gozlemleri smiflandirma imkani da elde edilmektedir. Smiflandirma iki sekilde olabilir.

Onceden belirlenmis gruplara atama yapilabilecegi gibi ¢alismanin esas amacmin
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gruplart belirlemek olan siniflandirma da olabilir. Gruplarin 6nceden bilinmesi
durumunda diskriminant analizi ve lojistik regresyon analizi kullanilabilir. Kiimeleme
analizi ve ¢ok boyutlu Olcekleme analizi ise gruplar1 belirleme ve siniflandirma

yontemlerine 6rnek verilebilirler (Burmaoglu vd., 2009).
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3. COK DEGISKENLI iSTATiISTiK YONTEMLERDE VARSAYIMLAR

Cok degiskenli istatistiksel yontemlerin uygulanabilmesi i¢in bazi 6n kosullar
gerektirmeyenleri oldugu gibi bazi1 varsayimlar1 saglamasi gereken yontemler de vardir.
Varsayimlar1 saglamasi gereken yontemlerin, varsayimlar1 saglayip saglamadigi analiz

oncesi incelenmelidir (Albayrak, 2003).

3.1. Coklu Normal Dagilim ve Mardia’nin Cok Degiskenli Normallik Testi

Parametrik yontemlerin varsayimlarindan en onemlisi, verilerin normal dagilima
uygun olmasidir. Tek degiskenli normal dagilim i¢in Kolmogorov-Simirnov, Lilliefors,
Shapiro- Wilk, Carpiklik-Basiklik, Ki-Kare Uygunluk gibi analitik testler yaninda
gorsel olarak da karar verilebilecek histogram, dagilis poligonu, kutu-cizgi grafigi, dal-
yaprak, Q-Q, P-P, detrended gibi grafik yontemler kullanilabilir.

Cok degiskenli istatistiksel yontemler i¢in de en 6nemli varsayimlarindan biri
verilerin ¢oklu normal dagilima uymasidir. Temel bilesenler analizi, ayirma analizi,
MANOVA, kanonik korelasyon gibi yontemlerde bu varsayimin saglanmasi gerekir.
Varsayim saglanmadiginda ise yontemlerin performanslari ve giicleri azalr. Bu
nedenle, varsayimin kontrolii, sonug¢larin anlamli olmasi i¢in 6nemlidir.

Literatiirde 50°den fazla yontem bulunmaktadir. Ancak, genel gecer standart bir
test yoktur. Farkli yontemlerle farkli sonuglar elde edilebilir. Sonuglarin daha giivenilir
olmasmi saglamak icin birden fazla test uygulanmasi ve grafiksel yontemlerin
incelenmesi faydali olabilir (Mecklin ve Mundfrom, 2005; Korkmaz vd., 2014).

Cok degiskenli normal dagilima iliskin ilk calismalar 1898’de F.Galton
tarafindan yapilmistir. Iki degiskenli istatistik yontemlerden ¢ok degiskenli istatistik
yontemlere gecgiste 6nemli bir adim olmustur (Bigkici, 2007). Mardia tarafindan ¢ok
degiskenli basiklik ve carpiklik dlgiimlerine dayali olarak Mardia’nin ¢ok degiskenli
normallik testi gelistirilmistir. Cain ve arkadaglari, SAS, SPSS, R ve gelistirilmis bir
web uygulamasinda bu testi incelemislerdir (Mardia, 1970; Cain vd., 2017).

3.1.1. Normal Dagihma Uygunluk Yoéntemlerinin Karsilagtirmalari

Normal dagilima uygunluk igin kaynaklarda bazi yontemler onerilmektedir.

Aragtrmacinin  tek yontemle karar vermek yerine, Orneklemin biylkligi ve
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aragtirmanin onemine gore konu ile ilgili 6nceki birikimlerinden faydalanarak birkag
yontemi dikkate alarak karar vermesinin en dogru yontem olacag diistiniilmektedir
(Tar1, 2008).

e Sadece carpiklik ve basiklik degerlerine gore degerlendirme yapan yontem igin
farkli araliklar 6nerilebilmektedir.

e Yukaridakine benzer ancak carpiklik ve basiklik degerlerinin kendi standart
hatalarmma boliindiikten sonra sonucun belli araliklarda olmasini Oneren yontemler
vardir.

e Kiigiik orneklemler i¢in Shapiro-Wilk, biiyiik 6rneklemler igin Kolmogorov-
Smirnov (Lilliefors) degerlerinin anlamli yani 0,05’den biiyiik olmasi istenmektedir.

Her durumda da Shapiro-Wilk’e bakilmasini 6nerenler de vardir.

e Tek ornek Kolmogorov-Smirnov Testinin anlamlilik diizeylerine gore
incelenmesi Onerilmektedir. Anlamhiligi 0,05’den biiyiik olanlarin normal dagilima
uygun olacag belirtilmektedir.

e QGrafik yontemlere bakilarak karar verilebilecegi soylenmektedir.

Ancak bu yontemlerin hepsi ayni sonucu vermeyebilirler. Hatta benzer olan ilk iki
yontemden hangisinin ve hangi araligin kabul edilecegine dair kesin bir goriis birligi de
bulunmamaktadir.

Hassas olan Shapiro-Wilk’e her durumda bakilmasi biiyiikk orneklerde normal
dagilima uyan verilerin normalligini reddetmeye neden olabilmektedir. Diizeltilmis
Kolmogorov-Smirnov (Lilliefors) test sonuglar1 genellikle Tek Ornek Kolmogorov-
Smirnov Test sonuglarindan farkli ¢ikabilmektedir. Sadece grafiklere bakilarak
yapilacak degerlendirme ise sadece gozleme dayali olmasi nedeniyle siiphe
uyandirabilmektedir (Demir vd., 2016; ankara.edu.tr 25.09.2019-web; kemaldoymus
25.09.2019-web).

Asagidaki basliklarda tek degiskenli normalligi test eden bu yontemler arasinda
karsilastirmalar yapilmis olup, degiskenlerin ayr1 ayr1 tek degiskenli normalligi saglayip
saglamama durumlarma karar verilmistir. Bu kararlar, ayn1 degiskenler kiimesine
Mardia’nin ¢ok degiskenli normal dagilim testi sonucundaki ¢ok degiskenli normal

dagilima uygunluklar ile karsilagtirilmigtir.
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3.1.2. Tek ve Cok Degiskenli Normallik Sartin1 Saglayan Veriler

Bir is yerinde; miisteri temsilcisi, muhasebe ve makinaci olarak ¢alisanlarin

caligma alanlar1 tecriibe, giyim tarzi ve bilgisayar bilgisi diizeylerine gore yapilan

puanlama ile belirlendigi varsayilmaktadir. 245 gézlemden olusan ve DATA-1 olarak

adlandirilan verilerin normal dagilima uygunluklari bu baslikta incelenecek olup,

ilerleyen boliimlerde de ayn1 adla ayrica kullanilacaktir. DATA-1 verilerine ait ¢arpiklik

ve basiklik 6lgiileri Tablo 3.1°de goriilmektedir.

Tablo 3.1. DATA-1 Tammlayici Istatistikler

Istatistik | Std. Hata

Aritmetik ortalama 12,000 0,328

Tecriibe Carpiklik 0,000 0,156
Basiklik -0,581 0,310

Aritmetik ortalama 20,633 0,360

Giyim Tarz Carpiklik -0,037 0,156
Basiklik -0,523 0,310

_ Aritmetik ortalama 9,167 0,247
E'{Egaiyar Carpiklik 0017 | 0,156
Basiklik -0,432 0,310

Hesaplamalar sonucunda elde edilen carpiklik ve basiklik degerlerinin tiimii £3

araliginda yer aldigindan degiskenlerin tiimiiniin tek degiskenli normallige uygun

oldugu soylenebilir. Verilerin normal dagilmasi i¢in kabul edilen ¢arpilik ve basiklik

degerlerinin araligim1 +2 ve 1 olarak kabul eden kaynaklar icin de ayni yorum

yapilabilir (Kalayci, 2010; ankara.edu.tr 25.09.2019-web; kemaldoymus 25.09.2019-

web). Normallik degerlendirmesi i¢in ¢arpiklik ve basiklik degerlerinin kendi standart

hatalarina boliinmesini 6neren yontem i¢in asagidaki hesaplamalar yapilmistir.

Carpikhik

0,000

Tecriibe :

Car.StHata 0,156

Carpiklik

Giyim tarz1 :

Car.St.Hata 0,156
Carpiklik

Bil.diizeyi :

Car.St.Hata 0,156

= 0,00

—0,037
= =-0,24

-0,017
=-0,11

Basiklik _ —0,581
Bas.St.Hata 0,310
Basiklik _ —-0,523
Bas.St.Hata 0,310
Basiklik —0,432

Bas.St.Hata _ 0,310

=-1,90

=-1,69

= —1,40
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Sonuglar, 0,05 anlamlilik diizeyinde anlamsiz ¢iktigindan yani standartlagtiriimisg
degerler £1,96 araligi i¢cinde oldugundan degiskenlerin tiimiiniin normal dagildigi
sOylenebilmektedir.

Normallik testi i¢in kullanilan analitik testlerden Kolmogorov-Simirnov ve

Shapiro-Wilk test istatistikleri Tablo 3.2°de verilmistir.

Tablo 3.2. DATA-1 Kolmogorov-Simirnov ve Shapiro-Wilk Normallik Testleri

Kolmogorov-Smirnov Shapiro-Wilk
Istatistik df Sig. | Istatistik df Sig.
Tecriibe 0,039 245 0,200 0,989 245 0,070
Giyim Tarz 0,051 245 0,200 0,992 245 0,196
Bilgisayar Diizeyi 0,052 245 0,200 0,990 245 0,074

Baz1 arastirmacilara gore 30’dan bazilarina goére 50°den az olan kiigiik
orneklemler i¢in Onerilen ve daha hassas olan Shapiro-Wilk testine gore de
Kolmogorov-Smirnov testine gore de her ii¢ degisken normal dagilima uygun

bulunmustur.

Tablo 3.3. DATA-1 Tek Ornek Kolmogorov-Simirnov Normallik Testi

Tecriibe Giyim Bllgulsayfalr

Tarzi Diizeyi

N 245 245 245
Normal Parametreler Aritmetik ortalama | 12,000 | 20,633 9,167
Standart Sapma 5,141 5,639 3,871

Mutlak 0,039 0,051 0,052

En uc farklar Pozitif 0,039 0,039 0,052
Negatif -0,039 | -0,051 -0,050

Kolmogorov-Smirnov Z 0,612 0,803 0,813
Asymp. Sig. (2-tailed) 0,848 0,539 0,523

Yukaridaki Tablo 3.3 ile verilen Tek Ornek Kolmogorov-Smirnov testine gére iic
degiskende normal dagilima uygun bulunmustur.

Bu verilere ait gorsel testlerden asagidaki Sekil 3.1, Sekil 3.2, Sekil 3.3’de verilen
histogram grafikleri de incelenebilir. Grafikler incelendiginde degiskenlerin gorsel
olarak da normal dagilima uygun oldugu sdylenebilir. Kisisel olarak farkli grafik tiirleri

de tercih edilebilir.
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Bu verideki degiskenler i¢in yapilan normallik testlerine gore carpiklik ve basiklik
katsayilar1 veya bu degerlerin standart hatalarma boliimiinden elde edilen sonuglar
incelenebilir. Diger test istatistikleri ve grafikler incelendiginde bu degiskenlerin ayri
ayr1 normal dagilima uygun olduklar1 goriilebilir.

DATA-1’de yer alan degiskenlerin tek degiskenli normallik varsayimini
sagladiklar1 soylenebilir. Ayr1 ayr1 tek degiskenli normal dagilima uyan bu degiskenler,
¢oklu normal dagilima uygun bulunmayabilirler. Bundan dolay1r verilere ¢oklu
normallik  varsayimini  gerektiren ¢ok  degiskenli istatistik  ydntemlerinin
uygulanabilmesi i¢in bu varsayimin da test edilmesi gerekir.

Bu veriler i¢gin Mardia’nin ¢ok degiskenli garpiklik ve basiklik 6lgiileri Tablo
3.4°de verilmigtir. Asagidaki tablo incelendiginde anlamli bulunan p degerine gore bu

degiskenlerin ¢ok degiskenli normallik varsayimimi da sagladigi soylenebilir.

Tablo 3.4. DATA-1 Mardia'nin Coklu Normallik Testi

Hesaplanan | Standartlastirilms dederi

Degerler Degerler p degen
Cok Degiskenli Carpikhik 0,223 9,111 0,522
Cok Degiskenli Basikhik 13,907 -1,561 0,118
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3.1.3. Tek Degiskenli Normallik i¢in Uygun Gériinmeyen, Cok Degiskenli Normal
Dagihima Uyan Degiskenler

DATA-1 olarak olusturulan simiilasyon verilerinin tek degiskenli normallige
uygunluklar1 saglanarak, ¢ok degiskenli normal dagilima uygunluklari incelenmisti. Tek
degiskenli normal dagilima uymayan verilerin, ¢cok degiskenli normal dagilim testinde
verdigi sonucu gormek i¢in, DATA-1 arastirmasina konu olan, bir is yeri ¢alisanlarinin
departmanini belirlemeye yonelik puanlama calismasinin DATA-2 olarak adlandirilan
farkli bir simiilasyonu incelenmistir. Tek degiskenli normal dagilima uymayan verilerin
cok degiskenli normal dagilima uygunluklari test edilmistir. DATA-2 verilerine ait
carpiklik ve basiklik dlgiileri Tablo 3.5’de verilmistir.

Tablo 3.5. DATA-2 Tammlayici Istatistikler

Istatistik | Std. Hata
Aritmetik ortalama 15,641| 0,309
Tecriibe Carpiklik -0,420| 0,156
Basiklik 0,295 0,310
Aritmetik ortalama 20,682| 0,349
Giyim Tarz Carpiklik -0,092| 0,156
Basiklik -0,650| 0,310
Aritmetik ortalama 10,584| 0,238
Bilgisayar Diizeyi | Carpiklik 0,053| 0,156
Basiklik -0,314| 0,310

Sadece bu tabloya gore degerlendirme yapilacak olursa carpiklik ve basiklik
degerlerinin tiimii =1 araliginda yer almakta olup, degiskenlerin tiimiiniin tek degiskenli
normallige uygun oldugu sdylenebilir.

Carpiklik ve basiklik degerlerinin kendi standart hatalarma boliinmesini 6neren

yontem i¢in asagidaki hesaplamalar yapilmistir.

Carpiklik -0,420 Basiklik 0,295

Tecriibe : = =-2,70 = =1,00
Car.St.Hata 0,156 Bas.St.Hata 0,310
.. arpiklik -0,092 Basiklik -0,650
Giyim tarzi : ¢ = = —0,59 = =-2,10
Car.St.Hata 0,156 Bas.St.Hata 0,310
o - . . arpiklik 0,053 Basiklik -0,314
Bilgisayar diizeyi : barp = = 0,34 = =-1,01
Car.St.Hata 0,156 Bas.St.Hata 0,310
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Bu degerler normallik i¢in Onerilen £1,96 araligi i¢inde olmayip -3 yaklasan
degerler bulunmaktadir.

Normallik testi i¢in kullanilan analitik testlerden Kolmogorov-Simirnov ve
Shapiro-Wilk test istatistikleri DATA-2 i¢in Tablo 3.6’da verilmistir.

Tablo 3.6. DATA-2 Kolmogorov-Simirnov ve Shapiro-Wilk Normallik Testleri

Kolmogorov-Smirnov Shapiro-Wilk
Istatistik | df Sig. | Istatistik | df Sig.
Tecriibe 0,085 245 0,000 0,984 245 0,009
Giyim Tarz 0,071 245 0,005 0,987 245 0,023
Bilgisayar Diizeyi | 0,073 245 0,003 0,988 245 0,038

Tablo 3.6’ya gore hem Shapiro-Wilk hem de Kolmogorov-Smirnov (Lilliefors)

testine gore her li¢ degisken de normal dagilima uygun degildir.

Tablo 3.7. DATA-2 Tek Ornek Kolmogorov-Simirnov Normallik Testi

Giyim | Bilgisayar
Tara Diizeyi
N 245 245 245
Aritmetik ortalama | 15,641 | 20,682 10,584
Standart Sapma 4,830 5,469 3,721

Tecriibe

Normal Parametreler

Mutlak 0,085 0,071 0,073
En ug¢ farklar Pozitif 0,038 0,049 0,073
Negatif -0,085 | -0,071 -0,073
Kolmogorov-Smirnov Z 1,337 1,109 1,144
Asymp. Sig. (2-tailed) 0,056 0,171 0,146

Tablo 3.7 Tek Ornek Kolmogorov-Simirnov normallik testi sonuglarina gore
tecriibe degiskeni anlamlilik sinirina yakin olmak tizere ii¢ degiskende normal dagilima
uygun bulunmustur.

DATA-2 verilerine ait histogram grafikleri Sekil 3.4, Sekil 3.5 ve Sekil 3.6’da

verilmistir. Grafiklerin normal dagilim grafigine tam olarak uydugu sdylenemeyebilir.
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Carpiklik ve basiklik degerlerine gore degerlendirme yapan yonteme ve Tek

Ornek Kolmogorov-Simirnov normallik testine gére degiskenlerden biri anlamlilik

simirmna yakin da olsa normal dagilima uygun bulunmus fakat diger yontemlere gore ise

normal dagilima uygun bulunmadigindan degiskenlerin genel olarak tek degiskenli

normal dagilima uygun olmadigi sdylenebilir.

Bu veriler i¢in degiskenler ayr1 ayr1 tek degiskenli normal dagilim agisindan

degerlendirildiginde normal dagilima uymadigi soylenebilecek iken Tablo 3.8’de

Mardia’nin ¢ok degiskenli normal dagilim testine gore degiskenler ¢oklu normal

dagilima uygun bulunmustur.

Tablo 3.8. DATA-2 i¢in Mardia'nin Coklu Normallik Testi

Hesaplanan | Standartlastirilms dederi

Degerler Degerler p degen
Cok Degiskenli Carpikhk 0.307 12.551 0.249
Cok Degiskenli Basikhik 13.883 -1.595 0.111
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3.1.4. Tek Degiskenli Normallik i¢cin Uygun Gériinen, Cok Degiskenli Normal
Dagilima Uymayan Degiskenler

Bir spor okulunda 6grencilerin yatkin olduklari spor dalini belirlemek igin agik
atlama, smag, krospas, kondiisyon ve sicrama degiskenlerine iliskin puanlamalar
yapilarak, aldiklar1 puanlara gore 6grenciler jimnastik veya voleybola yonlendirilmekte
olduklar1 varsayilan bir ¢aligma ele alinsin. 485 gozlemden olusan ve DATA-3 olarak
adlandirilan verilerin normal dagilima uygunluklar1 bu bélimde incelenecek olup,
ilerleyen boliimlerde de ayni adla ayrica kullanilacaktir. Bu degiskenlerin tek ve ¢ok
degiskenli normal dagilima uygunluk degerlendirmeleri asagidadir.

DATA-3 olarak verilerine ait carpiklik ve basiklik Glgiileri Tablo 3.9’da yer

almaktadir.

Tablo 3.9. DATA-3 Tammlayici Istatistikler

Istatistik | Std. Hata
Aritmetik ortalama | 12,010 0,231
Aqik Atlama |Carpiklik 0,000 0,111
Basiklik -0,539 0,221
Aritmetik ortalama | 11,920 0,229
Smac Carpiklik 0,019 0,111
Basiklik -0,481 0,221
Aritmetik ortalama | 11,889 0,228
Krospas Carpiklik 0,023 0,111
Basiklik -0,456 0,221
Aritmetik ortalama 9,210 0,172
Kondiisyon |Carpiklik -0,015 0,111
Basiklik -0,403 0,221
Aritmetik ortalama | 16,359 0,309
Sicrama Carpiklik 0,063 0,111
Basiklik -0,433 0,221

Tablodaki carpiklik ve basiklik degerlerinin tiimii £1 araliginda yer aldigindan bu
yonteme gore degiskenlerin tiimiiniin tek degiskenli normallige uygun oldugu

sOylenebilir.
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Normallik degerlendirmesi icin ¢arpiklik ve basiklik degerlerinin kendi standart

hatalarina bolinmesini Oneren

yapilmustir.

Acik atlama :

Smag

Krospas

Kondiisyon :

Sigrama

Carpiklik 0,000

= = 0,00
Car.St.Hata 0,111
arpiklik 0,019
¢ =2 _ 0,17
Car.St.Hata 0,111
arpiklik 0,023
Larpidik _ 9923 _ 0,21
Car.St.Hata 0,111
Carpiklik _ —0,015 014
Car.St.Hata 0111 '
arpiklik 0,063
¢ =22 _ 0,57
Car.St.Hata 0,111

yontemi degerlendirmek icin asagidaki hesaplamalar

Basiklik -0,539
= = —-2,44
Bas.St.Hata 0,221
Basiklik -0,481
= =-2,18
Bas.St.Hata 0,221
Bastiklik —-0,456
= = —-2,06
Bas.St.Hata 0,221
Bastiklik —-0,403
= =—-1,82
Bas.St.Hata 0,221
Bastklik -0,433
= =-195
Bas.St.Hata 0,221

Degerlerin ¢ogunun +1,96 araligi i¢cinde oldugu bazilarinda biraz sapma oldugu

sOylenebilir.

Normallik testi i¢in kullanilan analitik testlerden Kolmogorov-Simirnov ve
Shapiro-Wilk test istatistikleri DATA-3 igin Tablo 3.10°da verilmistir.

Tablo 3.10. DATA-3 Kolmogorov-Simirnov ve Shapiro-Wilk Normallik Testleri

Kolmogorov-Smirnov Shapiro-Wilk
Istatistik | df Sig. | Istatistik | df Sig.
Acik Atlama | 0,040 485 0,066 0,990 485 0,003
Smag 0,040 485 0,056 0,992 485 0,009
Krospas 0,040 485 0,056 0,992 485 0,012
Kondiisyon 0,054 485 0,002 0,990 485 0,002
Sicrama 0,037 485 0,142 0,994 485 0,055

Shapiro-Wilk istatistigine gore bir degisken normalligi saglamisken ayni

tablonun Kolmogorov-Smirnov (Lilliefors) istatistigine gore dort degisken normal

dagilima sahiptir.

Tablo 3.11 ile Tek Ornek Kolmogorov-Simirnov ydntemi ile yapilan

hesaplamalar verilmistir.
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Tablo 3.11. DATA-3 Tek Ornek Kolmogorov-Simirnov Normallik Testi

A?I;lrﬁa Sma¢ | Krospas | Kondiisyon | Sicrama
N 485 485 485 485 485
Normal Aritmetik |5 010 | 11,020 | 11,889 | 9,210 | 16,359
Parametreler ortalama
Std. Sapma 5,092 5,041 5,017 3,790 6,801
Mutlak 0,040 0,040 0,040 0,054 0,037
En u¢ farklar |Pozitif 0,039 0,040 0,040 0,054 0,037
Negatif -0,040 | -0,039 | -0,039 -0,051 -0,031
Kolmogorov-Smirnov Z 0,873 0,890 0,890 1,191 0,813
Asymp. Sig. (2-tailed) 0,431 0,406 0,407 0,117 0,524

Tabloya gore Kolmogorov-Smirnov istatistiginde tiim degiskenler i¢in normallik

saglanmustir.

DATA-3 verilerine ait grafikler Sekil 3.7, Sekil 3.8, Sekil 3.9, Sekil 3.10 ve Sekil

3.11°de verilmistir. Grafiklerin normal dagilim grafigine benzer oldugu sdylenebilir.
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Gozlem sayisinin - 485 oldugu, grafiklerin ve istatistiklerin  birlikte
degerlendirilmesi ile bu degiskenlerin ayr1 ayr1 normal dagilima uygun oldugu kabul
edilebilir. Ancak Tablo 3.12 ile verilen Mardia’nin normal dagilim testine gore

degiskenler coklu normal dagilima uygun bulunmamistir.

Tablo 3.12. DATA-3 i¢in Mardia'nin Coklu Normallik Testi

Hesaplanan | Standartlastirilmis dederi

Degerler Degerler p degen
Cok Degiskenli Carpikhik 9.907 800.821 0.000
Cok Degiskenli Basikhk 56.637 28.477 0.000

3.1.5. Tek Degiskenli Normal Dagilim Testlerinin Hassasiyeti

Normallik degerlenmelerinde yukaridaki karsilagtirmalar incelendiginde bir
degiskeni normal dagilima uygun bulma aleyhine olan siralamanin; Shapiro-Wilk
istatistigi, Kolmogorov-Smirnov (Lilliefors) testi, Tek Ornek Kolmogorov-Smirnov
Testinin Kolmogorov-Smirnov Z istatistigi olarak siralanabilir.

Fakat Shapiro-Wilk istatistiginde bazen normale oldukg¢a yakin olan gozlemleri
anlamsiz olarak degerlendirebilme ihtimali, Kolmogorov-Smirnov istatistiginde ise
normalden uzak verilerin de normal kabul edilebilme ihtimali olabilir. Bu durum,
yukaridaki veri setleri disinda farkli degiskenler iizerinde asamali olarak tekrar
incelenebilir. 100 futbolcunun basar1 siralamalarin1 yapmak i¢in bu futbolcularin gol,
isabetli pas ve asist sayilarina ait DATA-4 olarak adlandirilan bir ¢alisma
degerlendirilmeye alinsin. Tek degiskenli normal dagilim testlerinin, degiskenleri

normal dagilima uygun bulma siralamalari i¢in asagidaki testler yapilmistir.
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DATA-4 verilerine ait ¢arpiklik ve basiklik 6lgiileri Tablo 3.13’de verilmistir.

Carpiklik ve basiklik degerlerinin tiimii 42
oldukca yakindir.

degiskenli normallige uygun oldugu sdylenebilir.

Tablo 3.13. DATA-4 Tanimlayic: istatistikler

Istatistik | Std. Hata
Aritmetik ortalama 2,50 0,168
Gol Carpiklik 0,000 0,241
Basiklik -1,209 0,478
Aritmetik ortalama 15,09 0,768
Isabetli Pas | Carpiklik -0,343 0,241
Basiklik -1,011 0,478
Aritmetik ortalama 4,70 0,372
Asist Carpiklik 0,678 0,241
Basiklik -0,598 0,478

Sadece bu degerlendirmeye

araliginda olup hatta +£1 araligina

gore degiskenlerin tiimiiniin tek

Carpiklik ve basiklik degerlerinin kendi standart hatalarma boliinmesini 6neren

yontem i¢in asagidaki hesaplamalar yapilmistir.

Gol :

Isabetli pas :

Asist :

arpiklik 0,000
4 =299 _ 9,00
Car.St.Hata 0,241

arpiklik -0,343

4 = = —1,42
Car.St.Hata 0,241

arpiklik 0,678

¢ =278 _ 281

Car.St.Hata 0,241

Bastklik  —-1,209
Bas.St.Hata 0,478

Bastklik  -1,011
Bas.St.Hata 0,478

Basiklik —0,598
Bas.St.Hata 0,478

=-2,53

=-2,12

=-1,25

Bu degerler normallik i¢in Onerilen +1,96 araligi icinde olmayip +3 yaklasan

degerler bulunmaktadwr. Yukaridaki yontem ile tiim degiskenler normalmis gibi

degerlendirilecek iken bu yontemde normallikten sapmalar oldugu sdylenebilir.

Normallik testi i¢in kullanilan analitik testlerden Kolmogorov-Simirnov ve
Shapiro-Wilk test istatistikleri DATA-4 i¢in Tablo 3.14’de verilmistir.
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Tablo 3.14. DATA-4 Kolmogorov-Simirnov ve Shapiro-Wilk Normallik Testleri

Kolmogorov-Smirnov Shapiro-Wilk
Istatistik | df Sig. Istatistik | df Sig.
Gol 0,133 100 | 0,000 0,912 100 0,000
Isabetli Pas | 0,088 100 | 0,053 0,948 100 0,001
Asist 0,148 100 | 0,000 0,915 100 0,000

Tabloya gore Shapiro-Wilk istatistiginde hicbir degiskenin normalligi anlamlhi
bulunmamistir. Kolmogorov-Simirnov (Lilliefors) testine gore sadece isabetli pas
degiskeni normallik varsayimini saglamistir. Bu degiskenin de anlamliligin 0,05 smir
degerini ¢ok az bir farkla gectigi goriilmektedir.

Tek Ornek Kolmogorov-Simirnov normallik testi Tablo 3.15 ile verilmistir.

Tablo 3.15. DATA-4 Tek Ornek Kolmogorov-Simirnov Normallik Testi

Gol | Isabetli Pas | Asist

N 100 100 100
Normal Parametreler Aritmetik ortalama 2,500 15,090 4,700
Standart Sapma 1,685 7,682 3,724
Mutlak 0,133 0,088 0,148
En uc farklar Pozitif 0,133 0,074 0,148
Negatif -0,133 -0,088 -0,103
Kolmogorov-Smirnov Z 1,334 0,882 1,479
Asymp. Sig. (2-tailed) 0,057 0,418 0,025

Tablo 3.14’de Kolmogorov-Simirnov (Lilliefors) testine gore isabetli pas
degiskeninin anlamlilig1 artmus, gol degiskeni de normal dagilim i¢in anlamli olmus,
bdylece iki degiskenin normal dagilima uygun bulundugu kabul edilmistir. Tek Ornek
Kolmogorov-Simirnov normallik testi, hem Kolmogorov-Simirnov (Lilliefors) hem de
Shapiro-Wilk normallik testlerinin normal kabul etmedigi degiskenleri normal kabul
etmistir.

DATA-4 verilerine ait histogram grafikleri Sekil 3.12, Sekil 3.13 ve Sekil 3.14

verilmistir.
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Grafikler incelendiginde her ii¢liniin de tam olarak normale yakin olmadigi
soylenebilir. Shapiro-Wilk testi de bu sekilde sonu¢ vermisti. Kolmogorov-Simirnov
(Lilliefors) testi sadece isabetli pas degiskeninin normalligini anlamli bulmustu.
Grafiklerden de normal dagilima en yakin degisken olarak goriilmektedir. Kolmogorov-
Simirnov testinde isabetli pas degiskeninin anlamlilik diizeyi, Kolmogorov-Simirnov

(Lilliefors)’a gore artmakta ve gol degiskeni de anlamli kabul edilmektedir.

3.2. Varyans-Kovaryans Matrislerinin Esitligi

Tek degiskenli istatistik yOontemler igin varyans homojenligi varsayiminda,
varyansin biitiin hiicreler i¢in esit olmasi gerekir. Bu durum varyanslarin homojenligi
olarak da ifade edilir. Cok degiskenli istatistik analizlerde verilerde birden fazla
degisken oldugu i¢in degiskenler arasindaki iligki varyans-kovaryans matrisleri ile ifade
edileceginden tek degiskenli yOntemlerdeki varyanslarin homojenligi varsayimi,
varyans-kovaryans matrislerinin esitligi varsayimma doniislir. Varyans-Kovaryans
matrislerinin esitligi Box-M testi ile test edilir. Ancak bu test normallikten sapmalara
kars1 ¢ok duyarli oldugundan ¢oklu normallik varsayimi saglandiktan sonra bu testin

yapilmasi gerekmektedir (Alpar, 2017). Box-M testinin normallige kars1 asir1 duyarli
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olmasi bu testin sonuglarmin géz ardi edilmesine neden olmaktadir. Orneklem
biiyiikliiklerinin durumlarma gore anlamlilik i¢in Wilks Lamda, Hotelling, Roy’un en

biiyiik kok veya Pillai 6lgiitii tercih edilebilir (Tabachnick ve Fidell, 2015).

3.3. Coklu Baglant1

Bagimsiz degiskenler arasinda iliski olmasi durumuna c¢oklu baglanti
denilmektedir. Degiskenlerden bazilar1 baska degiskenler tarafindan agiklaniyor olabilir,
bu durumda hem mantiksal hem de istatistiksel problemlerle karsilasilabilir. Istatistiksel
problemler degiskenler arasindaki iliski 0,90 veya daha yiiksek oldugu zaman ortaya
cikar. Coklu baglant1 matrisin tersini bulmay1 zorlastirirken, tekillik tamamen imkansiz
hale getirir. Bu problemi ortadan kaldirmak i¢in degiskenler tekrar gézden gecirilip
gerekli diizeltmeler yapilabilir. Hatta baz1 degiskenler analizden c¢ikarilabilir

(Tabachnick ve Fidell, 2015).

3.4. Dogrusalhk

Korelasyon katsayilarma dayanan ¢ok degiskenli istatistik tekniklerin
varsayimlarindan biri de dogrusalliktir. Baz1 ¢ok degiskenli istatistiksel yontemler tiim
bagimli degisken c¢iftleri, tiim kovaryant ciftleri ve tiim bagimli-kovaryant ¢iftlerinin
dogrusal olmasi1 varsayimina dayanir. Dogrusalliktan sapmalar istatistiksel testin glictinii

azaltir (Tabachnick ve Fidell, 2015).

3.5. Asin Degerler

Ortalamay1 ciddi anlamda etkileyecek bir gozlem, degiskenligi de gereginden
fazla artiracaktir. Bu ise sonuclar1 etkileyerek yanlis yorumlara neden olacaktur.
MANOVA, diskriminant analizi gibi grup ortalamalar1 ile c¢alisan yontemler
diistiniildiigiinde konunun 6nemi daha iyi anlasilacaktir. Asir1 degerler hem I. tip hem
de Il. tip hatalara yol agabilirler. Asir1 degerlerin oldugu verilerde genellemenin
yapilmasi, sonuglarin yanls ¢ikmasma neden olabilir (Tabachnick ve Fidell, 2015). Bu
nedenle her degisken grubu, calisilan yontem siniflama yontemi ise her grup, ayr1 ayri

tek ve ¢ok degiskenli olarak aykir1 degerler agisindan incelenmelidir.
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Asirt degerler degiskenlerin histogram, kutu-¢izgi, dal-yaprak, ikiserli sacilim,
kare Mahalanobis uzakligi hesaplanarak elde edilen ki-kare sa¢ilim, Chernoff yiizleri,
ikon grafikleri gibi gorsel testlerden veya degiskenlerin ¢ok degiskenli normal dagilim
gostermesi durumunda Barnett-Lewis tablolarindan, genellestirilmis varyans orani gibi

analitik testlerden faydalanilarak belirlenebilir (Alpar, 2017).
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4. KORELASYON KATSAYISI KARSILASTIRMALARI

Cok degiskenli istatistik yontemlerinin temeli degiskenler arasindaki iliskilerdir.
Degiskenler arasindaki iligkiler ise kovaryans ve korelasyon katsayilarina dayanr.

Coklu R, kanonik R, ¢ok yonlii frekans analizi, ¢ok diizeyli modelleme gibi
degiskenler arasindaki iliskinin derecesini 6lgen ¢ok degiskenli istatistiksel yontemlerin
kullanilmasinda degiskenler arasinda iliski olmas1 beklenir. MANOVA, MANCOVA
gibi grup farkliliklarmin anlamhiliginin 6lgiildiigii, ¢cok degiskenli istatistiksel yontemler
kullanilirken gruplar i¢i degiskenlerin iliskili olmasi gerekmektedir. Temel bilesenler
analizi, Faktor Analizi, Yapisal Esitlik Modellemesi gibi yapinin incelendigi ¢ok
degiskenli istatistiksel yontemlerde benzer gozlemler/degiskenler arasinda iliski olmasi
istenir (Tabachnick ve Fidell, 2015).

Korelasyon analizi yapilirken degiskenler en az esit aralikli 6lgege sahip ve
normal dagilim gosteriyorsa Pearson korelasyon katsayisi kullanilir. Ayni degisken
Olceginde veriler normal dagilima uymuyorsa Spearman korelasyon katsayis1 kullanilir.
En ¢ok ordinal 6lgek tiiriine sahip verilerin korelasyonunu arastirmak i¢in Kendall’s tau
istatistiginden yararlanilir (anadolu.edu.tr 12.06.2019-web; Kalayc1, 2010; Kilig, 2012).
Bu boliimde Pearson, Spearman, Kendall’s tau iliski katsayilari, {i¢iincii boliimde

normal dagilima uygunluklar1 incelenen veriler kullanilarak karsilastirilmistir.

4.1. Normal Dagihma Uyan Veriler icin Korelasyon Katsayilar Karsilastirmasi

Ucgiincii boliimde normal dagilim testlerinin karsilastiriimasinda DATA-1 olarak
verilen normal dagilima uygun verilerin Pearson, Spearman ve Kendall’s tau korelasyon

katsayisi karsilastirmalar1 Tablo 4.1 ve Tablo 4.2°de verilmistir.

Tablo 4.1. DATA-1 Pearson Korelasyon Katsayilari

Tecriibe Giyim Bllgnlsayfar
Tarn Diizeyi
Tecriibe P(.aarson Korelasyon 1 0,100 -0,060
Sig. (2-tailed) 0,118 0,349
Giyim Tara Pearson Korelasyon | 0,100 1 0,048
Sig. (2-tailed) 0,118 0,457
Bilgisayar Diizeyi Pfearson Korelasyon -0,060 0,048 1
Sig. (2-tailed) 0,349 0,457
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Tablo 4.2. DATA-1 Spearman ve Kendall Korelasyon Katsayilari

Tecriibe Giyim Bllg'lsayfar

Tara Diizeyi
2 | Tecriibe K_orelasyc_)n Katsayisi 1,000 0,084 -0,057
2 Sig. (2-tailed) : 0,061 0,212
© Giyim Tarz Korelasyon Katsayist | 0,084 | 1,000 0,057
< Sig. (2-tailed) 0,061 : 0,211
& |Bilgisayar Korelasyon Katsayist | -0,057 | 0,057 1,000
* | Diizeyi Sig. (2-tailed) 0212 | 0211 .
2 | Tecriibe Korelasyon Katsayisi 1,000 0,117 -0,082
= Sig. (2-tailed) . 0,068 0,202
= Giyim Tarz Korelasyon Katsayist | 0,117 | 1,000 0,074
% Sig. (2-tailed) 0,068 . 0,246
& | Bilgisayar Korelasyon Katsayisi -0,082 0,074 1,000
| Diizeyi Sig. (2-tailed) 0,202 | 0,246

Tablo 4.1 ve Tablo 4.2 incelendiginde normal dagilima uyan bu veriler igin her ti¢

yontem de benzer olarak aralarinda korelasyon olan degisken olmadigma karar

vermistir.

Asagidaki tablolar da ise daha ¢ok degisken igeren DATA-3 ile verilen normal

dagilima sahip degiskenler arasindaki korelasyon katsayilar1 karsilastirilmstir.

Tablo 4.3. DATA-3 Verileri I¢in Pearson Korelasyon Katsayilari

Acik ..
Atlama Sma¢ | Krospas | Kondiisyon | Sigrama

Pearson
Acik o 1 -0,998 | -0,937 0,014 0,948
Atlama Sig. (2-tailed) 0,000 | 0,000 0,755 0,000

Pearson -0,998 1 0,938 -0,013 -0,947
Smag: Karelasvan

Sig. (2-tailed) | 0,000 0,000 0,770 0,000

iearslon -0,937 | 0,938 1 -0,020 -0,929
KrOSpaS .nm HSV(.]I’]

Sig. (2-tailed) | 0,000 | 0,000 0,654 0,000

iearslon 0,014 | -0,013 | -0,020 1 0,017
Kondiisyon _nm agv{_m

Sig. (2-tailed) | 0,755 | 0,770 0,654 0,714

iearslon 0,948 | -0,947 | -0,929 0,017 1
Slg:rama -(]I’P HQV(-)I’]

Sig. (2-tailed) | 0,000 0,000 0,000 0,714
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Tablo 4.4. DATA-3 Verileri igin Spearman ve Kendall Korelasyon Katsayilari

Acik Kondiis
Atlama Smag¢ | Krospas yon Sicrama
Acik Korelasyon ) )
Atlama | Katsayisi 1 0,992 0,847 0,012 0,856
Sig. (2-tailed) 0,000 | 0,000 | 0,719 | 0,000
Sma¢ - \Korelasyon | 5990 | 1 | 0853 | -0012 | -0857
Katsayisi
L) Sig.(2-tailed) | 0,000 0,000 | 0,713 | 0,000
>
S| Krospas |Korelasyon | g7 | gg53 | 1 | -0016 | -0,864
=2 Katsayisi ’ ’ ’ ’
3 Sig.(2-tailed) | 0,000 | 0,000 0,619 | 0,000
[¢b]
X | Kondiisyon | Korelasyon 0012 | -0012 | -0.016 1 0.011
Katsayisi ’ ’ ’ ’
Sig. (2-tailed) | 0,719 | 0,713 | 0,619 0,731
Swrama |Korelasyon | 4 g56 | o857 | 0864 | 0011 | 1
Katsayisi ’ ’ ’ ’
Sig. (2-tailed 0,000 0,000 0,000 0,731
Acik Korelasyon y )
Atlama |Katsaysst 1 0,999 0,941 0,017 0,933
Sig.(2-tailed) 0,000 | 0,000 | 0,703 | 0,000
Smag - \Korelasyon |5 gqq 1 0,942 | -0,018 | -0,933
Katsayisi
g Sig.(2-tailed) | 0,000 0,000 | 0,694 | 0,000
2| Krospas | Korelasyon 1 41 | ¢ 940 1 -0,019 | -0,947
g Katsayisi
5 Sig.(2-tailed) | 0,000 | 0,000 0,682 | 0,000
& | Kondiisyon | Korelasyon 0017 | -0.018 | -0.019 1 0.017
Katsayis1 ' ' ’ ’
Sig.(2-tailed) | 0,703 | 0,694 | 0,682 0,711
Sigrama | Korelasyon | g g33 | 9933 | -0047 | 0017 | 1
Katsayis1 ' ' ’ ’
Sig.(2-tailed) | 0,000 | 0,000 | 0,000 | 0,711

Tablo 4.3 ve Tablo 4.4 degerlendirildiginde korelasyon katsayilarinin
karsilastirildigr yontemlerin {igli de ayni degiskenler arasinda ayni yonli iliskiler
bulmustur. Ayrica iliski derecelerinin de birbirlerine yakin olduklar1 goriilebilir.

Bununla birlikte Pearson korelasyon katsayilar1 ile Spearman korelasyon katsayilarmin
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birbirlerine olduk¢a yakin olduklar1 da goriilebilir. Sonug olarak normal dagilima uygun
DATA-3 verileri i¢in Pearson, Spearman’s rho ve Kendall's tau_b korelasyon katsayilar1

yakin degerler vermistir.

4.2. Normal Dagihma Uymayan Verilerde Korelasyon Katsayis1 Karsilastirmalar

Ugiincii boliimde normalligi test edilen ve degiskenleri normal dagilima uymadigi

varsayilan DATA-2 verilerinin korelasyon analizi sonuglar1 Tablo 4.5 ve Tablo 4.6°da

verilmistir.
Tablo 4.5. DATA-2 Spearman ve Kendall Korelasyon Katsayilari
Tecriibe Ei-rlylm Bllg.lsay.ar
arz Diizeyi
Korelasyon 1 0,052 0,059
Tecriibe Katsayisi
2 Sig. (2-tailed) . 0,253 0,197
©
o N Korelasyon 0,052 1 0137
= |Giyim Tara Katsayisi
g Sig. (2-tailed) 0,253 : 0,002
X - Korelasyon 0,059 0137 1
Bilgisayar Diizeyi |Katsayisi
Sig. (2-tailed) 0,197 0,002
Korelasyon 1 -0,072 0,084
Tecriibe Katsayisi
2 Sig. (2-tailed) : 0,260 0,189
1S
2 Korelasyon 0,072 1 0,198
g Giyim Tarza Katsay1st
§ Sig. (2-tailed) 0,260 : 0,002
& Korelasyon 0,084 0,198 1
Bilgisayar Diizeyi |Katsayisi
Sig. (2-tailed) 0,189 0,002
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Tablo 4.6. DATA-2 Pearson Korelasyon Katsayilari

Tecriibe |Giyim Tarz B”g.l Sayfa r
Diizeyi
) Pearson 1 0,071 0,079

Tecriibe Korelasyon

Sig. (2-tailed) 0,267 0,217

Pearson 0,071 1 0,236
Giyim Tarzi Korelasyon

Sig. (2-tailed) 0,267 0,000

oarson 0,079 0,236 1
Bilgisayar Diizeyi orelasyon

Sig. (2-tailed) 0,217 0,000

Veriler normal dagilim sartmi saglamadigi halde, normal dagilim sarti aranan
Pearson korelasyon katsayis1 dahil olmak tizere her ii¢ korelasyon katsayis1 da yaklasik
degerler almistr. Her ili¢ yontemde giyim tarzi degiskeni ile bilgisayar diizeyi

degiskenleri arasinda giiclii olmayan korelasyon belirlemistir.

4.3. Kategorik Degiskenli Verilerin Analizinde Korelasyon Karsilastirmalar

Yukarida korelasyon katsayis1 karsilastirmalar1 yapilan DATA-1, DATA-2 ve
DATA-3 verilerinde degiskenler nicel verilerden olusmaktaydi. Sigara igmeyi etkileyen
faktorlerin arastirildigi, DATA-5 olarak adlandirilan hem nitel hem de nicel degiskenler
iceren bir caligmanin degiskenleri i¢in korelasyon katsayisi karsilastirmalar1 yapilmis ve

sonuglar1 Tablo 4.7, Tablo 4.8 ve Tablo 4.9’da verilmistir.

39



Tablo 4.7. DATA-5 Pearson Korelasyon Katsayilari

< 4 c
- o & - —_— e r—
osgas £ E=3 55| & ~ | @I
. Pearson 1 1-0,199| 0,201 |-0,160 0,163 |-0,049 | 0.050 | -0,104
Sigara Korelas.
Igme |Sig. (2 0,003 | 0,003 | 0,018 | 0,016 | 0,473 | 0,465 | 0,128
Tailed)
Kanser if)""rflzg -0,199| 1 |0.041 | 0,083 |-0,011| 0,030 | 0,074 | -0.104
Yaptigi Sig &2_
inanma |2>'% 0,003 0548 | 0.225 | 0,870 | 0,657 | 0,275 | 0,125
Tailed)
Pearson | 501 (0041 | 1 | 0198|0105 |-0,251 | 0,182 | -0,169
L. Korelas.
Cinsiyet Si @-
9. 0,003 | 0,548 0,003 | 0,123 | 0,000 | 0,007 | 0,013
Tailed)
inanca | 30N | 516000083 |0198| 1 |-0,024|-0,128-0,001-0,123
Korelas.
Aykin Si @-
Bulma |29 0,018 | 0,225 | 0,003 0.725 | 0,060 | 0,990 | 0,070
Tailed)
Pearson | 4 163 | 0011 0,105 |-0024| 1 |0,009 | 0,072 |-0,122
Kardes. | Korelas.
lemesi 1Sig. (21 4 016 | 0.870 | 0,123 | 0,725 0,890 | 0,289 | 0,073
Tailed)
Pearson | 4 049 0,030 |-0,251|-0,128| 0009 | 1 |0171 |-0,216
] Korelas.
Gelir Si 72
9. 0473 | 0,657 | 0,000 | 0,060 | 0,890 0,012 | 0,001
Tailed)
Pearson | 050 | 0.074 | 0.182 |-0,001| 0072 | 0171 | 1 |-0,305
Yas Korelas.
SI9. (2| 465 | 0.275 | 0,007 | 0,990 | 0.289 | 0,012 0.000
Tailed)
Pearson  |-0,104 |-0,104 | -0.169 | -0.123|-0.122 [-0.216 | -0,305| 1
Medeni |Korelas.
Hal Sig. (2-] 0,128 | 0,125 | 0,013 | 0,070 | 0,073 | 0,001 | 0,000
Tailed)
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Tablo 4.8. DATA-5 Kendall's tau_b Korelasyon Katsayilari

Kendall's tau_b

< - =
= - o 2 = -
> - =
»~C&E 5 Efaz= O |7 |27
Korelasyon
Sigara [Katsayisi 1 |-0,199] 0,201 |-0,160| 0,163 |-0,053| 0,042 |-0,104
icme Sig. (2-
tailed) 0,003 | 0,003 | 0,019 | 0,017 | 0,350 | 0,460 | 0,128
Korelasyon
Kanser Katsaylzl -0,199| 1 |0,041 0,083 |-0,011|0,071 | 0,058 |-0,104
Yapt. lgig (2-
inanma ftailed) 0,003 0,546 | 0,225 | 0,870 | 0,216 | 0,307 | 0,125
Korelasyon
Katsayis1 | 0,201 /0,041 1 10,1980,105 -0,193 0,158 |-0,169
CinsiyetSig_ @-
tailed) 0,003 | 0,546 0,004 | 0,123 | 0,001 | 0,005 | 0,013
: Korelasyon
Inanca Katsaylzl -0,160| 0,083 {0,198 | 1 |-0,024|-0,073| 0,009 |-0,123
Avkin gio T (o
Bulma [ailed) 0,019 | 0,225 | 0,004 0,724 {0,197 | 0,872 | 0,070
Korelasyon
Kardes. [Katsayisi 0,163 (-0,011| 0,105 |-0,024| 1 {0,012 0,069 |-0,122
i . (Sig. 2-
femesi taﬁed) ( 0,017 | 0,870 | 0,123 | 0,724 0,837 | 0,225 | 0,073
Korelasyon
Katsayisi -0,053| 0,071 |-0,193|-0,073|{0,012| 1 |0,135|-0,191
Gelir Sig. -
tailed) 0,350 | 0,216 | 0,001 | 0,197 | 0,837 0,004 | 0,001
Korelasyon
Katsay1si 0,042 {0,058 | 0,158 | 0,009 | 0,069 | 0,135| 1 |-0,273
Yas  l5ig (2
tailed) 0,460 | 0,307 | 0,005 | 0,872 | 0,225 | 0,004 0,000
Korelasyon
Medeni [Katsayist -0,104|-0,104|-0,169-0,123|-0,122|-0,191|-0,273| 1
Hal Sig. (2-
tailed) 0,128 | 0,125 | 0,013 | 0,070 | 0,073 | 0,001 | 0,000
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Tablo 4.9. DATA-5 Spearman's rho Korelasyon Katsayilari

Spearman's rho

< — =
= - oo =
2 b= > = T
U)"SQE,E 8 5<m§.&“ O > S
Korelasyon
Sigara  [Katsayisi 1 ]-0,199|0,201 |-0,160| 0,163 |-0,064| 0,050 |-0,104
Ieme  Sig. (2-tailed) 0,003 0,003 | 0,018 | 0,016 | 0,351 | 0,461 | 0,128
Korelasyon
K
aNSer atsayis [10,199| 1 /0,041 0,083 |-0,011]0,084 | 0,070 |-0,104
Yapt. _ ]
inanma Sig. (2-tailed)| 0 003 0,548 | 0,225 (0,870 | 0,216 | 0,308 | 0,125
Korelasyon
Katsayisi 0,20110,041| 1 |0,198|0,105|-0,231| 0,190 |-0,169
Cinsiyet | _
Sig. (2-tailed)| 0 003 | 0,548 0,003 0,123 | 0,001 | 0,005 | 0,013
; Korelasyon
Inanca Katsay1si -0,160/0,083 (0,198 1 [-0,024(-0,088|0,011 |-0,123
Aykir _ _
Bulma  1°'9 (2-tailed)| 0,018 | 0,225 | 0,003 0,725|0,198 | 0,872 | 0,070
Korelasyon
Kardesin Katsayisi 0,163 |-0,011/0,105 |-0,024| 1 |0,014|0,083|-0,122
Iemesi  Sig. (2-tailed)| 0 016 [ 0,870 0,123 | 0,725 0,8380,225 0,073
Korelasyon
Katsayist -0,064| 0,084 |-0,231(-0,088/0,014| 1 0,191 |-0,228
Gelir _ _
Sig. (2-tailed)| 0 351 | 0,216 | 0,001 | 0,198 | 0,838 0,005 | 0,001
Korelasyon
Katsay1si 0,050 | 0,070 0,190 | 0,011 0,083 |0,191| 1 |-0,328
Yas _ _
Sig. (2-tailed)| 0 461 | 0,308 | 0,005 | 0,872 | 0,225 | 0,005 0,000
Korelasyon
Medeni [Katsaysi -0,104/-0,104|-0,169(-0,123(-0,122(-0,228|-0,328| 1
Hal Sig. (2-tailed)| 0 128 | 0,125 | 0,013 | 0,070 | 0,073 | 0,001 | 0,000
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Nitel ve nicel verilerin bir arada bulundugu degiskenlerin korelasyon analizlerine
bakildiginda her {i¢ yontemde de aymi degiskenler arasinda anlamli iligkiler
bulunmustur. Korelasyon katsayisi degerleri incelendiginde nitel ve nicel degiskenlerin
korelasyon katsayilar1 ii¢ yontemde de birbirlerine yakin bulunmus iken tamami nitel
degisken olanlar arasindaki korelasyon katsayilar1 {i¢ yontemde de birbirine esit

cikmustir.
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5. BAGIMLI DEGiSKENI NITEL OLAN ISTATISTiK YONTEMLER

Basit ve ¢oklu dogrusal regresyon yontemlerinin kullanilacagi verilerin siirekli
veya kesikli sayisal deger olmasi gerekir. Bagimli ve bagimsiz degiskenlerin her ikisi de
normal dagilim gostermelidir. Bu gibi kosullar saglanmadiginda basit ya da coklu
dogrusal regresyon analizi kullanilamaz. Bagimsiz degiskenlerden biri veya bir kagi
nitel ise kukla degiskeni yardimiyla kurulan yapay degiskenli modeller tercih edilir.
Bagimmli degisken nitel ise bagimsiz degiskenlerin normal dagilim varsayimini
saglamamas1 durumunda lojistik regresyon, bagimsiz degiskenlerin normal dagilim
varsaymmini saglamasi durumunda ise diskriminant analizi tercih edilir. Bu boliimde
bagimli ve bagimsiz degiskenlerin normalligi saglama veya saglamama durumlarma
gore tercih edilen regresyon modelleri karsilastirilmistir. Veri olarak iiglincii boliimde

normal dagilim varsayimlari test edilen veri setleri kullanilmistir.

5.1. Yapay Degiskenli Modeller

Regresyon analizinde kullanilan degiskenler her zaman istikrarli bir seyir
gostermeyebilir. Arastirma donemleri i¢inde arastirilan konuyu ciddi olarak etkileyen
keskin uglar olabilir. Ekonomik durumun savas 6ncesi ile sonrasi arasinda veya kandaki
bir maddenin hastalik 6ncesi ile sonrasi arasinda asir1 farklar olabilir. Bu gibi farklarin
etkisini gostermek i¢in 0 ve 1 degerlerini alan yapay degiskenler kullanilir. Yapay
degiskeni; kukla, golge veya yardimci degisken olarak isimlendiren kaynaklar da vardir.
Verileri kategorilere ayirdigi i¢in “kategorik veri” ifadesi de kullanilmaktadir.

Yapay degiskenler genellikle bagimsiz degisken olarak kullanilmaktadir ancak
bagimli degisken oldugu durumlar da mevcuttur. Varyans ve kovaryans analiz
modelleri, bagimsiz degiskenin yapay oldugu durumlarda baslica yontemler olarak
kullanilirlar (Tar1, 2008; Akkaya ve Pazarlioglu, 1998).

Yapay degiskenin bagimli degisken olarak yer aldigi ¢aligmalarda siklikla
kullanilan ydntemler probit ve lojistik regresyon modelleridir. Ozellikle gerekli
hesaplamalar1 yapabilen bilgisayar programlarindan sonra yapay bagimli degiskenli
modeller icin lojistik regresyon analizi ve probit modeller en sik kullanilan yontemler

olmustur (Gujarati, 2005).
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5.2. Probit Model

Iki kategorili bagimli degiskeni incelemek icin uygun segilmis birikimli dagilim
fonksiyonlarim1 kullanmak gerekmektedir. Ornegin; lojistik modelde lojistik dagilim
fonksiyonu kullanilmaktadir. Bazi durumlarda normal birikimli dagilim fonksiyonlar1
da kullanilabilir. Bu fonksiyonu kullanan yapay bagimli degiskenli modellerden biri de
fayda teorisi lizerine kurulmus probit modeldir. Normit model olarak da bilinen probit
model herhangi bir konuda 1. bireyin kararmin gézlenemeyen bir fayda endeksine bagl
oldugu varsayimi ile hareket eder. Bagimsiz degiskene bagli olarak belirlenen endeks ne
kadar biiylik olursa istenilen olaymn gergeklesme ihtimali o kadar yiiksek olur (Akin,
2002).

Endeks;

Iy = By + B2X; (5.1)

olarak ifade edilir. Denklemde X; i. gozlemin degeridir. Dogrusal olasilik modelinde
Yi=1 ile istenilen olayn ger¢eklesmesi ifade edilir. Y; = 0 ile olaymn ger¢eklesmemesi
ifade edilmektedir. Probit modelde ise istenilen olayin gergeklesmesinin I; kritik degeri
belirlenir. Herhangi bir i. gézlem i¢in gdzlemin kritik endeks degeri Ii” ise ve olaymn

gerceklesmesi igin “1” degeri atanmussa esitsizlik su sekilde yazilabilir:
I} < ljise Y = 1 olay1 gergeklesecek.

I} = I;ise Y = 1 olay1 gergeklesmeyecek.

Dogrudan gdzlenemeyen |i" normal dagilimli kabul edilirse standart birikimli

normal dagilim fonksiyonundan asagidaki gibi hesaplanabilir.

. —t2 g2
P=P(Y=1)=PU <1)=—=[" e dt =[P e ar (5.2)

Esitlikte t standart normal dagilimdir. Pi olayin gergeklesme ihtimali -oo dan I; ye
kadar olan standart normal egri altinda kalan alan hesabi ile bulunur. Yukarida yazilan

esitlik li’nin bir fonksiyonu olarak asagidaki gibi yazilabilir.

g2
FU) = =07 e at (5.3)
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Bu fonksiyonun dogrusal olmadigi goriiliiyor. Bu fonksiyonel esitligin tersi alinip

dogrusallastirilarak endeks elde edilir.

F7YF()) =y + BoX; (5.4)

Probit model parametre tahminlerinin karmasikligi ve yorumlamasindaki
zorluktan dolay1 logit model kadar tercih edilmez (Kutlar, 2007).

Literatiirde probit model kullanilan ¢aligsmalar incelendiginde; Altintas ve Duru
(2007) probit ve lojistik model ile marka bagimlilig1 lizerinde calisma yapmislardir.
Cebeci (2012) krizleri incelemede nitel tercih modelleri lizerinde ¢alismis ve Tiirkiye
i¢in bir uygulama yapmistir. Kirc1 Cevik ve Korkmaz (2014) Tiirkiye’de yasam doyumu
ile is doyumu arasindaki iliskiyi sirali probit model ile analiz etmistir. Akkaya ve
Kantar da (2018) finansal tahminlerle ilgili ¢alismalarinda probit ve logit modeli
kullanmiglardir. Erdugan ve Yoriibulut (2018) yatan hastalarin hastaneyi tekrar tercih

etme durumlarini probit regresyon analizi ile arastirmiglardir.

5.3. Lojistik Regresyon Analizi

Regresyon analizi, dogrusal olma ve dogrusal olmama durumuna gore ikiye
ayrilmaktadir. Dogrusallik, “parametrelere” veya “degiskenlere” gore dogrusallik olmak
iizere iki sekilde incelenir. Degiskenlerde dogrusallik durumu, degiskenlerin tamaminin
birinci dereceden kuvvet ile yazilmasmi zorunlu kilar. Degiskenler iki ve daha fazla
kuvvet ya da kokli ifade ile yazilmamalidir. Degiskenler birbiri ile ¢arpim veya bolim
halinde bulunmamalidir. Benzer sekilde parametrelere gore dogrusallikta da katsayilar
icin ayni sartlar aranir. Fakat baz1 modeller dogrusal gériinmese bile bazi dontisiimlerle
dogrusal hale getirilebilmektedir. Bu sebeple “6ziinde dogrusal olan” ve “6ziinde
dogrusal olmayan” seklinde bir kavram kullanilabilir. Log-dogrusal, yar1 logaritmik ve
ters modeller dogrusala doniistiiriilebilen yaygin modellerdir (Gujarati, 2005).

Probit ve lojistik model birbirine olduk¢a benzerdir. Aralarindaki temel fark
kullanmis olduklar1 fonksiyonlardir. Uygulamalarda da birbirlerine olduk¢a yakin
sonuglar verirler. Ancak matematiksel uygulamasi ve yorumlama kolayligindan dolay1

lojistik model daha ¢ok tercih edilmektedir. Paket programlarin yayginlagmasi ile probit
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modelin bahsedilen zorlugu asilmaktadir. Kullanilacak olan paket programa ve
aragtirmacinin tercihine gore iki model arasinda tercih yapilabilir (Gujarati, 2005).

Lojistik regresyon modeli logaritmik doniisiimler sonucu dogrusal hale gelen,
bagimli degiskeni kategorik, yani yapay degisken olan bir modeldir. Lojistik regresyon
bagimli ve bagimsiz degiskenler arasinda logit bir iliski oldugunu varsayar; dolayisiyla
lojistik regresyon dogrusal olmayan modeller iiretebilir.

Lojistik regresyon analizinin tercih edilme nedenlerini s6yle 6zetleyebiliriz:

1. Bagimh degisken kategoriktir. Bagimsiz degiskenlerin siirekli ya da siireksiz
olmasina yonelik kisitlama getirmemektedir.

2. Lojistik modelde model dogrusal hale getirilerek model kurulumu
kolaylastirilmaktadir.

3. Lojistik regresyon analizleri yapabilen paket programlarin yaygindir. (SPSS, SAS
vb.)

4. Bagimsiz degiskenlerin olasilik fonksiyonlarmin dagilimiyla ilgili bir sart
bulunmaz.

5. Lojistik regresyonda negatif olasilikla karsilasma sorunu olmaz.

6. Lojistik regresyon analizinde, bagimsiz degisken ile bagimli degisken arasindaki
iligkinin dogrusal olmas1 zorunlu degildir. Bu degiskenler arasindaki iligki tistel veya
polinom iligkisi de olabilir.

1972 yilinda Anderson bireylerden tespit edilen 6zelliklerden ¢ogunun veya
hepsinin kalitatif yapida olmasi durumunda gruplar1 birbirinden ayirmada veya
smiflandirmada kullanilabilecek en uygun diskriminant metodu iizerinde durmustur. Bu
gibi durumlarda lojistik ayiric1 katsayilarin en uygun sonuglar verdigini agiklamistir.
Ayn1 y1l Atkison ikili cevap degiskeni iceren dogrusal lojistik modelin uygunlugu i¢in
bir test gelistirmis ve bu testi es karsilastirmalarinda kullanilan Bradley-Terry modeline
uygulamistir. Ayrica bu yontemin kiigiik 6rneklerdeki sonuclarini gérebilmek amaciyla
sayisal bir uygulama yapmistir. Prentice (1976), geriye doniik planlanmis caligsmalarda,
bagimli degiskenin hastalik durumunu gosterdigi (var veya yok) ve bagimsiz degiskenin
iki seviyeli kategorik bir degisken olarak belirlendigi durumlarda lojistik regresyon
modelinin kullanimi iizerinde durmustur. Bu amagla model kurma asamalarmi,
hesaplama adimlarinin ve sonuglarin yorumlanmalarini, vaka-kontrol denemesinden

elde edilen bir veri seti lizerinde uygulamali olarak gostermistir. Diger taraftan Pregibon
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(1981), yaptig1 calismada lojistik regresyon modeli ve benzeri modellerde, sapan ve
etkili olan gozlemlerin tespitinde kullanilabilecek tani istatistikleri iizerinde durmustur.
1982 yilinda, Kleinbaum ve ark. lojistik regresyon analizinin epidemiyolojik
calismalarda kullanim amaglarini ele alarak; bu analize iligkin temel agiklamalar, basit
dogrusal lojistik regresyon modeli, bu modelin 6zel durumlar1 ve modeldeki katsayilarin
sartli olabilirlik tahminleri tizerinde durmuslar ve epidemiyoloji dalinda elde edilen bir
veri setinde bu teknigin uygulama adimlarim1 ve sonuglarinin yorumlamasini
gostermiglerdir. Begg ve Gray (1984), ikiden fazla seviye iceren cevap degiskeni icin
kurulan lojistik regresyon modellerinin, basit lojistik regresyon modelleri kullanilarak
analiz edilebilmesi olanaklar1 {izerinde durmuslardr. Bu modellerin kullanimi
sonucunda elde edilen katsayilarin asimptotik dagilimlarin1 elde etmisler ve ikiden ¢ok
seviye igeren cevap degiskeninin yer aldigi modeldeki katsayilarin en ¢ok olabilirlik
tahmin edicileri ile karsilastirmiglardir. Sonugta ise basit lojistik regresyon analizinin,
katsay1 tahminlerinde uygun oldugunu vurgulamiglardir. Diger taraftan Carroll ve ark.
1984 yilinda, yaptiklar1 ¢alismada iki seviye igeren cevap degiskenine sahip lojistik
regresyon modellerinde, degiskenlerin hatali 6l¢iildiigli durumlardaki tahmin yontemleri
iizerinde durmuslardir. Normal Ol¢lim hatas1t iceren degiskenlere ait katsayilarin
tahmininde yapisal en ¢ok tahmin metotlarinin, 6l¢iim hatalarinin biliyiik oldugu
durumlarda ise sartli en ¢ok olabilirlik tahmin metotlarmin 6zelliklerini arastirmiglardir.
Johnson (1985), lojistik regresyon analizinde etkili olabilecek gozlemler iizerinde
durmustur. Bu amagla 6nerdigi 6lgiileri diger ¢calismalarda kullanilan olabilirlik uzakligi
ve sapma gibi Ol¢iilerle karsilastirmistir. Ayrica teorik agiklamalar1 da bir veri seti
iizerinde uygulamali olarak gostermistir. Bonney (1987), yaptig1 ¢alismada iki seviye
iceren bir cevap degiskeninin olabilirligini, aciklayict degisken igeren ve igermeyen
modellerdeki sartli olasiliklarin ¢arpimi olarak ifade etmis ve bu modelleri regressive
logistik modeller olarak adlandwrmistir. Katsayilarin tahmininde en ¢ok olabilirlik
yontemini kullanmis, yapilan teorik agiklamalari ti¢ farkli veri seti iizerinde uygulamali
olarak denemis ve verilerin analizinde istatistik paket programlarindan yararlanmistir.
Robert ve ark. (1987), anket denemelerinde kiimeleme veya tabakalasmalardan dolay1
verilerin analizinde kullanilan standart y? istatistigi veya olabilirlik oran istatistiginin,
birinci tip hata degerlerinin etkilendigini vurgulamislardir. Bu sorunu gidermek

amaciyla anket denemesinin Onemine gore bir takim diizeltmeler yaparak lojistik
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regresyon analizinin kullanilabilecegini gostermislerdir. Cox ve Snell (1989), iki
seviyeli cevap degiskenine ait Ozellikler tlizerinde durarak, bu tip bir degiskene ait
kurulacak modelin lojistik analizini agiklamislardir. Ayrica, ¢apraz tablolarda ve g¢ok
sayida aciklayict degisken iceren modellerde lojistik regresyon analizinin kullanimi
iizerinde de durmuslardir. Hosmer ve ark. (1989), cok sayida agiklayici degisken igeren
lojistik regresyon modelleri i¢in en uygun degisken kombinasyonu {izerinde
durmuslardir. Yapilan c¢alisma sonucunda herhangi bir en iyi alt seti veren dogrusal
regresyon programi kullanilarak lojistik regresyon i¢in en iyi alt seti belirlemede elde
edilen performansin, hatalar1 normal dagilim gostermeyen modeller kullanilarak
belirlenen en iyi alt setin performansina es deger oldugunu gostermislerdir. 1989°da
Hosmer ve Lemeshow, basit lojistik regresyon modelinin tanitimi, katsayilarin 6nemi ve
tahmin testi, c¢oklu lojistik regresyon modeli, modelde yer alan katsayilarm
yorumlanmasi, uygun modeli kurma asamalari, uyum iyiligi testleri, vaka-kontrol
calismalarinda lojistik regresyon modelinin kullanimi, cevap degiskeninin ikiden ¢ok
seviye igerdigi durumlar i¢in kurulan lojistik regresyon modelinin analizi ve hayatta
kalma verileri i¢in lojistik regresyon analizinin uygulanis1 iizerine temel teorik ve
uygulamali agiklamalarda bulunmuslardir. Dobson (1990), genellestirilmis dogrusal
modellerin bir {iyesi olan lojistik regresyon modeli iizerinde temel agiklamalarda
bulunmustur. Lojistik modelde yer alan cevap degiskeninin sadece iki seviye icerdigi
durumlardaki katsayilarm en ¢ok olabilirlik ve en kiigiik kareler tahminleri, olasilik
dagilimlari, uyum iyiligi kriterleri ve doz-tepki modelleri iizerinde durmustur. Diger
taraftan 1990 yilinda Basarir, diskriminant ve lojistik regresyon analizlerinde; verilerin
yapisindaki grup sayist bilinmekte ise buna gore bir ayrimsama modeli kurmustur.
Kurulan bu model yardimai ile veri kiimesine yeni alinan gézlemlerin gruplara atanmasi
da yapilabilmektedir. O’Neil ve Barry (1995), yaptiklar1 ¢calismada iki seviyeli cevap
degiskeninin goriilme olasiligin1 gosteren yani basarili veya genel olarak var seklinde
ifade edilen seviyesinin nadir goriildiigli durumlarda, lojistik regresyon modelleri ve
katsay1 tahmin yontemleri iizerinde durmusglardir. Denemelerde 6zellikle trafik kazalari
verilerini dikkate alipp 6liim sebebi olabilecek yas, cinsiyet, aracin hiz limiti gibi
bagimsiz degiskenlerin etkilerini arastirmiglardir. Bircan (2004), ikili sonu¢ degiskeni
ile hem siirekli hem de kesikli degiskenlerden olusan bagimsiz degiskenler kiimesi

arasindaki iligkiyi tanimlayabilen lojistik regresyon analizinin incelenmesi ile ilgili;
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lojistik regresyon analizine bir uygulama gostermek amaciyla, ¢ocuklarda dogum
agirhgmi etkileyen risk faktorleri tizerinde ¢alismistir. Coskun ve ark. (2004), lojistik
regresyon analizi ile dis hekimligi konusunda bir uygulama yapmistir. Kaya ve ark.
(2007), yaptiklar1 ¢galigmada tip fakiiltesi ve saglik yliksekokulu 6grencilerinde depresif
belirtilerin yaygmligini, stres ile basa ¢ikma tarzlarini ve etkileyen faktorleri lojistik
regresyon analizi ile incelemislerdir. Girginer ve Cankus (2008), tramvay yolcu
memnuniyetinin lojistik regresyon analiziyle Ol¢lilmesi lizerinde calismislardir. Aktas
ve ark. (2009), bagimli degiskenin iki diizeyli olmasi durumunda demografik, davranis
ve risk faktoriiyle ilgili tahmin ¢aligmalarinda oldukga sik kullanilan lojistik regresyon
analizini incelemigler ve parametre tahminine iliskin yontemi ayrmtili bir sekilde
inceleyerek, katsayilarin yorumu i¢in 0dds oranini a¢iklamiglardir. Kitis ve ark. (2009),
yaptiklar1 caligmada yirmi yas ve iizeri kadinlarda metabolik sendrom sikligmi ve bunu
etkileyen faktorleri; tek yonlii varyans analizi, korelasyon analizi ve lojistik regresyon
analizi yontemleriyle incelemislerdir. Cokluk (2010), lojistik regresyonun kavramlarini
aciklayarak egitim bilimleri {izerine bir uygulamasmi yapmistir. Diger taraftan Yildiz
(2011), serebral palsili ¢ocuklarda konviilsiyonu etkileyen risk faktorlerini lojistik
regresyon analizi ile incelemistir.

Bagimlhi degiskenin yapay oldugu modellerin temeli olan dogrusal olasilik
modelinin sorunlarmi asmak i¢in bazi doniisiimlerle dogrusal hale gelen fonksiyonlara
ihtiya¢ vardwr. Lojistik dagilim fonksiyonunu incelemek icin iki kategorili bagimli

degisken ele almabilir.

P=EY=1/X) = ———— (5.5)

1+e~(Bo+B1Xy)

Zi = By + f1X; donilisimii yapilirsa

P; = —— elde edilir. (5.6)

e~ Zi

Bu esitlik “Lojistik Dagilim Fonksiyonu” olarak bilinir. Esitlikte Zi, - o ile + o
arasinda deger alirken Pi’nin de 0 ile 1 arasinda degerler alacagi agiktir. Zi’nin
dolaysiyla da Xi’nin Pj ile iliskisinin dogrusal olmadig1 da esitlikte goriilmektedir. Bu
iki Ozelligin saglanmasi1 ile dogrusal olasilik modelinin eksiklikleri giderilmis

olmaktadir (Gujarati, 2005).
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Belli bir X* degerinde istenilen olayin ger¢eklesme ihtimali lojistik dagilim
fonksiyonunda yerine yazilarak bulunur. Lojistik modeldeki S, katsayisi ise X’deki 1
birimlik artigin L’de yapacagi artist yani istenilen olaym gergeklesme lehine fark

oranindaki artis1 gosterir (Akkaya ve Pazarlioglu, 1998).

Pi=——> (5.7)

Esitligini tekrar ele alip dogrusal hale getirilmesi incelenebilir. Pj, kategorik
degiskene ait istenilen olayin gerceklesmesi ihtimalini ifade eder. O halde olaymn

gerceklesmeme ihtimali ise (1- P; ) dir.

1
1+eZi

1-pP)=

(5.8)

olarak bulunur. Olayn gerceklesmesi olasiliginin ger¢eklesmeme olasiligina orani ise;

P; 1+e%i . .
— =" = % ’dir. (5.9)
1-P; 1+e %

Bu oran olayin gerceklesmesinin gerceklesmeme olasiligina fark orani veya bahis
orani Olarak adlandirilmaktadir. Bu esitlikte her iki tarafin dogal logaritmasi alinarak

lojistik model elde edilir.

Ly =1In(L) = Ine” (5.10)

1-P;
Z; = By + f1X; degeri yerine yazilirsa,

L; = In(ePotFrXi)y = B + B, X; olarak bulunur. (5.11)

Bu doniisiim sonrasi L, hem kat sayilara gore hem de degiskenlere gore dogrusal
hale gelmis oldu. “L” logit olarak adlandirildig: i¢in logit model ismi de buradan
gelmektedir (Gujarati, 2005).

Lojistik regresyon analizinde modelin uygunlugu “model ki-kare” testi ile, her
bagimsiz degisken i¢in anlamlilik testi ise Wald istatistigi ile test edilir.

Odds, oddsratio ve logit, lojistik regresyon analizinin 6nemli temel kavramlaridir.

Odds: Bir olaymn goriilme ihtimalinin, goriilmeme ihtimaline oranidir.
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Oddsratio (OR): Iki odds’nin birbirine oranidir. Bu oran iki degisken arasmndaki
iliskiyinin 6zetidir.

Logit: Odds ratio’nun dogal logaritmasmin almmasidir. Odds ratio asimetrik
oldugundan dogal logaritmas1 alinip simetrik hale getirilir. Logit, dogrusal regresyon
analizindeki g katsayisidir.

Lojistik regresyon analizi genellikle bagimli degiskenin iki kategorili oldugu
durumlarda kullanilir. Ancak bagimli degiskenin ikiden fazla kategorili nitelik olarak
belirlendigi asagidaki Tablo 5.1°deki durumlarda da lojistik regresyon analizi
uygulanabilir.

Tablo 5.1. Kategori Sayisina Gore Lojistik Regresyon Ornekleri

Bagimh Degisken Ornek

2 Kategorili (Binominal) 6ldii-yasiyor, basarili-basarisiz
2’den fazla kategorili sirasiz
(Multinominal)

2’den fazla kategorili sirali
(Ordinal)

issiz-emekli-galisan, sayisal-s6zel-esit agirlik

diistik-orta-yiiksek, etkisiz-etkili-cok etkili

Lojistik regresyon analizi ile g¢alismak icin saglanmasi gereken varsayimlar
olmasa da arastirmalarda asagida belirtilen genel istatistik kurallarina uyulmasi faydali
olacaktir.

« Uygun olan tiim bagimsiz degiskenler modele dahil edilmelidir.
Baz1 degiskenlerin modele dahil edilmemesi hata teriminin biiyiimesine ve modelin
yetersizligine neden olabilir.

* Uygun olmayan tiim bagimsiz degiskenler diglanmalidir.
Nedensel olarak uygun olmayan degiskenlerin modele dahil edilmesi, modeli
karmasik hale getirebilir. Modelin yorumlanmasini zorlastirabilir. Bu degiskenlerin
bagimli degisken iizerinde etkisi varmig gibi yanlis izlenime neden olabilir.

* Ayn1 gozlem iizerinde bir kez veri alinmaly, tekrarlayan 6lgtimler olmamalidir.

» Bagimsiz degiskenlerde dl¢tim hatasi kiiglik olmalidir.
Olgiim hatalar1  kiiciik olmali, eksik veri olmamaldir. Hatalar, katsayilarin
tahmininde yanliliga ve modelin yetersizligine neden olur.

* Bagimsiz degiskenler arasinda ¢oklu baglant1 olmamalidir.

Bagimsiz degiskenler birbirleriyle iliskili olmamalidir.

52



*Asir1 degerler olmamalidir.
Asir1 degerler sonucu dnemli derecede etkileyebilir.
«Orneklem biiyiikliigii yeterli olmalidir.
Az sayida gozlem iceren 6rneklemde tahmin edilen degerlerin giivenilirligi azalir.
* Beklenen ve gozlenen varyanslar arasindaki fark kiiclik olmalidir.
Bagimli degiskenin beklenen varyansi ile gozlenen varyansi arasindaki biiyiik bir
fark modelin yetersizligini gosterir. Bu, drneklemin rastgele se¢ilmesinden veya

arastirilan konuda akademik eksiklik gibi bir sorundan kaynaklanmaktadir.

5.4. Diskriminant Analizi

Diskriminant analizi degiskenlerden elde edilen fonksiyonlar ile gruplar arasinda
maksimum ayrim yapmay1 hedefleyen yontemdir. Bu fonksiyonlar yardimi ile yeni
gelen bir birimin hangi gruba dahil olmasi1 gerektigine karar verilir (Toktay, 2017).

Diskriminant analizi, ¢esitli degiskenlere gore iki veya daha fazla 6rnek grubu
arasindaki farkliliklar1 belirlemeye c¢alisan bir istatistiksel tekniktir. Birimlerin
gruplanmasi i¢in matematiksel esitlikler kullanilir. Diskriminant fonksiyonu denilen bu
esitlikler, birbirine en ¢ok benzeyen gruplar1 belirlemeye ¢alismaktadir. Bunun i¢in
ortak Ozellikler belirlenerek benzer gozlemler ayni gruba toplanir. Gruplar1 ayiran
karakteristikler diskriminant deg§iskenleri olarak adlandirilmaktadir. Yani diskriminant
analizi, diskriminant degiskenleri yardimiyla iki veya daha fazla grubun farkliliklarinin
belirlenmesi  islemidir.  Diskriminant  fonksiyonlari, degiskenlerin  dogrusal
bilesenlerinden olusur. Farkliliga neden olan degiskenlerin hangileri oldugunu
belirlemeye calisir. Diskriminant analizi ile hangi gruba ait oldugu bilinmeyen bir
birimin ait oldugu grup en az hata ile belirlenmektedir. Diskriminant analizi, gruplarin
farklilagsmasma en fazla etki eden degiskenleri belirleyerek gruplarin farklilagsmasinda
etkili degiskenlerin saptanmasini da saglar. Gergek grup iiyelikleri ile analiz sonucunda
yapilan smiflandirmanin  karsilastirilmast  sonucunda elde edilen diskriminant
fonksiyonun yeterli ve giivenilir olup olmadigimni belirlemeye olanak saglar.
Diskriminant analizinin ¢alisma mantig1 ¢ok degiskenli varyans analizinde oldugu
gibidir. Gruplar1 ortalamalarina gore ortak ortalamadan farkli olmalarini saglayacak bir

ayirici kriter gelistirmeyi amagclar.
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Diskriminant analizinin uygulanabilmesi i¢in baz1 kosullarin saglanmasi
gereklidir.

[J Veriler ¢ok degiskenli normal dagilim gostermelidir.

[0 Degiskenlerin varyans ve kovaryanslart homojen olmalidir. Degiskenler ortak
kovaryans matrisine sahip, cok degiskenli ana kiitleden ¢ekilmis 6rnekler olmalidir.

[J Degiskenlerin ortalamalar1 ve varyanslar1 arasinda bir korelasyon bulunmamalidir.

[J Degiskenler arasinda ¢oklu baglanti1 olmamalidir.

ODegiskenler gruplarin birbirinden ayrilmasinda etkin olmayacak kadar gereksiz
olmamali. Gruplarin birbirinden ayrilmasini saglayacak kadar dogru ve gerekli
degiskenleri icermelidir.

Diskriminant fonksiyonu katsayilar1 hesaplanirken farkli yontemler kullanilabilir.
Diskriminant analizi bazi arastirmacilar ve kaynaklarda kullanilan yOntemlere gore
farkli adlarla anilmaktadir. Fisher’in dogrusal diskriminant analizi, Bayes diskriminant
analizi, Kernel tabanli kiimeleme ile diskriminant analizi, Laplacian dogrusal
diskriminant analizi en biiyiik benzerlik diskriminant analizi, Kuadratik diskriminant
analizi gibi isimler kullanilmaktadir (Burmaoglu vd., 2009).

Diskriminant analizinde bagimli degisken iki ya da daha fazla kategorili
degiskendir. Bagimsiz degiskenler ise stirekli ya da kesikli nicel verilerdir. Diskriminant
analizinde bagimli degisken dogru seg¢ilmelidir. Gruplar birbiriyle iliskisiz, tam
bagimsiz olmali ve eksiksiz bir sekilde tanimlanmalidir. Yani her gozlem sadece bir
gruba yerlesebilmelidir. Gruplara ayirmada bir smirlama getirilmemektedir. Ancak
genelde bagimli grup sayisi iki, ii¢ ya da dort olmaktadir. Birbiriyle tam bagimsiz, iyi
ayrilmis gruplarin daha fazlasi olmasi halinde de yontemin sorunsuz calisacagi
diisiiniilmektedir. Bagimli degisken yani gruplar hasta-saglam, sayisal-sozel-esit agirlik
seklinde nominal veri olabilecegi gibi ¢cok az, az, orta, ¢ok seklinde sirali nitelik veri de
olabilir.

Diskriminant analizinin kullanilacag1 arastirmalarda bagimmli degisken yukaridaki
gibi belirlendikten sonra bagimsiz degiskenlerin se¢imine gegilir. Diskriminant analizi
ile gruplar arasmdaki farkliligi maksimum yapan bagimsiz degiskenleri bulmak ve
bagimsiz degigkenlerin farkliliklarindan yararlanarak da grup tiyelikleri tahmin etmek

amaclanir. O halde diskriminant analizinin basarisi bagimsiz degiskenlerin se¢imi ile
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yakindan ilgilidir. Dogru se¢im i¢in grup iyeligine ayirmada basarili olacak, gruplar
arasindaki ayirt ediciligi en yiiksek bagimsiz degiskenler secilmelidir.

Degisken se¢imleri Oncelikle arastirmacinin bilgi birikimine, konuya olan
hakimiyetine baglidir. Bununla birlikte maliyet, bilgiye ulasma kolayligi gibi
uygulamada kolaylik saglayacak Ozelliklerde dikkate alinmalidir. Bagimsiz
degiskenlerin se¢ciminde goz ardi edilemeyecek diger bir husus ise konu ile ilgisi oldugu
diisiiniilen bilgi ve 6nseziden faydalanip daha 6nceki ¢aligmalardan da yararlanmaktir.

Diskriminant analizi ¢caligmalarinda 6rneklem biiyiikligl icin gdzlem ve bagimsiz
degisken sayisma bakilir. Oncelikli olarak siniflandirilmis gruplardan en az gdzleme
sahip olanmn bagimsiz degiskenlerin sayisindan daha fazla olmasi istenir. Orneklem
biiylikliigiiniin, bagimsiz degisken sayisinin en az 4 kati olmasi gerektigi de
sOylenmektedir. Her grubun gozlem sayisinin en az 20 olmasi gerektigi goriisiinde
olanlar da vardir. Her bir grup i¢in esit sayida gézlem yapilmast zorunluluk degildir.
Smiflandirma asamasinda gozlem sayis1 fazla olana daha fazla atama yapilacagindan
tavsiye edilmemektedir (Alpar, 2017). Fakat yukarida yazilanlarla beraber normallik
sartlarii saglayacak kadar gozlem olmasi gerektigi de géz ardi edilmemelidir. Bagimsiz
degisken sayisinin ¢ok az olmasi halinde gozlem sayis1 da az olacaktir. Oysa merkezi
limit teoremine gore gozlem sayisi arttikca dagilim normale yaklasacaktir. Bu genel
istatistik kurallar1 da unutulmamalidir. Aksi halde alternatif yontemler kullanilmalidir.
Bu hususlara dikkat edilerek yapilacak bir calismada gozlem sayisi fazla olana daha
fazla atama yapilmasi da ciddi bir sorun yaratmayacaktir. Clinkii analiz sonunda
kiyaslamalar genellikle oranlara gore yapilarak yorumlanmaktadir.

Diskriminant analizi MANOVA’nm tersi gibi diisiiniilebilir. MANOVA ile var
olan gruplar arasinda fark var mi1 diye arastirilirken, diskriminant analizinde benzerlik
var m1 diye arastirma yapilmaktadir. MANOVA’da gruplar bagimsiz degisken, gbzlem
degerleri bagimli degiskendir. Diskriminant analizinde ise gruplar bagiml degisken,
gozlem degerleri bagimsiz degiskenlerdir.

Lojistik regresyon analizi ile diskriminant analizi arasinda da benzerlikler
bulunmaktadrr. Her ikisi de bagimli degiskenin kategorik veri olmasi durumunda
kullanilir. Fakat diskriminant analizi bagimsiz degiskenler i¢in bazi kisitlamalar
getirmektedir. Diskriminant analizinde bagimsiz degiskenlerin siirekli veya kesikli nicel

veri tipinde olmasi gerekirken, lojistik regresyon analizinde bdyle bir sart olmayip
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nitelik veriler de bagimsiz degisken olabilir. Diskriminant analizi varyans-kovaryans
matrisi homojenligi, ¢ok degiskenli normallik gibi varsayimlar gerektirirken, lojistik
regresyon analizinde bu gibi 6n sartlar bulunmamaktadir. Varsayimlarin kargilanmadigi
veya veri tipinin diskriminant analizine uymadig1 durumlarda lojistik regresyon analizi
tercih edilebilir.

Diskriminant analizinde ikili gruplandirma yapiliyorsa “iki gruplu diskriminant
analizi” ikiden fazla grup varsa “coklu diskriminant analizi” denilir. Diskriminant
analizine baslarken calisma konusuna iliskin bagimsiz degiskenler ile gruplarin ayirt
edilip edilemeyecegi yani gruplar arasinda farkin var olup olmadigina karar verilir. Fark
olmasi1 karar1 ile birlikte diskriminant fonksiyonlar1 da olusmus olur. Ayirt edicilikte
hangi degiskenlerin roliiniin en fazla oldugu da belirlenmis olmaktadir. Degiskenler
gruplandirmay1 yapamayacaksa, calismaya devam edilmez.

Diskriminant analizi varsayimlarindan ¢ok degiskenli normallik ve varyans-
kovaryans homojenligi saglanmiyorsa doniistimlerden yararlanilabilir. Verilerin normal
dagilimi saglamasi ancak varyans-kovaryans matrislerinin homojen olmamasi
durumunda kuadratik diskriminant analizi Onerilmektedir. Diskriminant analizi,
varyans-kovaryans matrislerinin benzerligine kars1 duyarhdir. Yetersiz Orneklem
biiyiikliigii ve benzer olmayan varyans-kovaryans matrisi olmasi durumunda
smiflandirma isleminin olumsuz etkilenecegi soylenmektedir. Bagimsiz degiskenlerden
bazilar1 arasinda yakin iliski olmasi ¢oklu baglant1 sorununa neden olur. Bdyle
degiskenlerin diskriminant analizinin amaci olan aymt edicilige katkis1 oldukca az
olacaktir. Varsayimlara gore gruplar icerisindeki bagimsiz degisken c¢iftlerinin tiimii
arasinda dogrusal bir iligski vardir. Bu varsayimin saglanmamas testin giiciinii azaltr.
Doéniistim yapilarak devam edilecek analiz sonucunda ise doniisiim uygulanan
degiskenlerin yorumlanmasi zorlasabilmektedir. Bu tiir degiskenlerin miimkiin ise
degistirilmesi degilse analizden ¢ikartilmas: da diisiiniilebilir. Istatistik analizlerin
tiimiinde oldugu gibi yine asir1 degerlere de dikkat etmek gerekir (Alpar, 2017).

Matematiksel esitlik olarak gosterilen diskriminant fonksiyonlar1 birbirine en ¢ok
benzeyen gruplari belirlemeye c¢alismaktadir. Diskriminant analizi birimlere ait
Ozelliklerden yararlanarak ait olduklar1 gruplar1 belirlemeye veya var olan gruplar
birbirinden ayirabilecek en iyi fonksiyonu bulmak i¢in kullanilan tekniklerinden biridir

(Toktay, 2017)
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Atakan ve Karabulut (2003), derinlige dayali diskriminasyon ¢alismiglardir. Selim
ve Saribay (2003), Yabanc dil ¢alisan 6grencilerin beklentileri iizerine ¢alisma yapip,
diskriminant analizini kullanmislardir. Oguzlar (2006), hanehalk: tipi tizerindeki kir-
kent ayrimi ¢aligmasinda diskriminant analizi ¢alismistir. Tektas (2014), diskriminant
analizi ile lojistik ragresyon analizinin smiflandirma basaris1 {izerine bir ¢aligma
yapmistir. Celik vd. (2015), diskriminant analizini bildircinlar iizerinde yapmis

olduklar1 ¢alismada kullanmislardir.

5.5. Lojistik Regresyon Analizi, Probit Analizi ve Diskriminant Analizi

Karsilastirmasi

Bagimhi ve bagimsiz degisken ayrimimnin yapildigi calismalarda kullanilacak
yonteme karar verebilmek i¢cin degiskenlerin tiirline bakilir. Bagimli degiskenin yapay
degisken oldugu durumlarda lojistik regresyon analizi, probit analizi ve diskriminant
analizi kullanilabilir. Bu yoOntemler, bagiml degiskenin tiiriine goére benzer iken
bagimsiz degiskelerin tiiriine gore farkliliklar gosterirler. Diskriminant analizinde
bagimsiz degiskenlerin parametrik olma sartlarin1 tasimasi gerekirken diger iki yontem
boyle bir varsayim gerektirmemektedir. Bu durumda ilk olarak diskriminant analizinde
bagimsiz degiskenlerin nicel veri olmasi gerekmektedir. Diger iki yontemde bagimsiz
degiskenin yapay degisken olmasi durumunda da analize devam edilebilir. Bagimsiz
degiskenler sayisal veri oldugu halde parametrik olma sartlarinda ciddi sapmalar olmasi
durumunda da lojistik regresyon analizi ve probit analizi 6nerilmektedir.

Arastirmalarda kullanilan veriler parametrik olma sartlarinin tamamini ayni anda
saglayamayabilirler. Normal dagilima uygun bir veri varyans homojenligi varsayimini
karsilamayabilir. Bu ikisini sagladig1 halde degiskenler arasinda baglant1 olmama sartini
saglamayabilirler. Varsayimlarin tiimiinii saglayan verilere ulasmak genellikle zordur.
Farkli varsayimlar1 saglama durumlarina gére uygulanacak yontemlerin basarilari da
farkli olabilmektedir. Bu g¢aligmanin ilerleyen boliimlerinde varsayimlar ve bagimli
degiskendeki kategori sayisina gore farklilik gosteren veriler lizerinde analizler

yapilarak karsilagtirilacaktir.
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59.5.1. Tek ve Cok Degiskenli Normal Dagihma Uygun; Varyans ve Kovaryans
Homojenligi Olmayan Verilerle Analiz

Ucgiincii bolimde DATA-1 ile verilerek normal dagilim varsaymmi test edilen
veriler kullanilarak analizler yapilacaktir. Bu verilere gore bir magazada c¢alisanlar {ig
farkli boliime smiflandirilmaktadir. Bu smiflar bagimli degisken olan miisteri temsilcisi,
muhasebe ve makinacidan olusan ii¢ kategorili degiskendir. Bu siniflandirmay1 yapmak
icin calisanlarin tecriibe, giyim tarzi ve bilgisayar bilme diizeyleri puanlandirilarak
degerlendirme yapilmaktadir. Bu ii¢ degisken de analizin bagimsiz degiskenlerini
olusturan nicel verilerdir. Yani DATA-1; tek ve ¢cok degiskenli normal dagilima uygun
ve li¢ kategorili bagimli degiskene sahip verilerdir.

Diskriminant analizinin uygulanabilmesi i¢in gerekli 6nemli varsayimlardan biri
de varyans, kovaryans homojenligidir. Varyans homojenligi ve ¢oklu baglant1 da test
edilerek diskriminant analizinin sonuglar1 incelenecektir.

Degiskenler arasinda ¢oklu baglantiy1 kontrol etmek igin Tablo 5.2’ye bakilabilir.

Tablo 5.2. DATA-1 Korelasyon Matrisi

Tecriibe | Giyim Tarz1 | Bilgisayar Diizeyi
Tecriibe 1 0,071 -0,077
Korelasyon |Giyim Tarz1 0,071 1 0,015
Bilgisayar Diizeyi | -0,077 0,015 1

Tablodan degiskenler arasinda ¢oklu baglantinin olmadigi sdylenebilir. 0,70 den
fazla olan korelasyonlar i¢in ¢oklu baglant1 sorunu oldugu sdylenebilir.

Varyans ve kovaryans homojenligi i¢in Tablo 5.3 ve Tablo 5.4 incelenebilir.

Tablo 5.3. DATA-1 Varyans Homojenligi Testi

Levene Istatistik | sd1 sd?2 Sig.
Tecriibe 6,236 2 242 0,002
Giyim Tarz 0,332 2 242 0,718
Bilgisayar Diizeyi 11,493 2 242 0,000

Varyanslarm iki degisken i¢in homojen olmadig1 sadece bir degiskenin varyans

homojenligi sartini tagidig1 goriiliir.
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Tablo 5.4. DATA-1 Box's M Testi

Box's M 37,433
Approx. 3,062
F sdl 12
sd2 239037,539
Sig. 0,000

Box’s M tablosundan kovaryans homojenligi sartinin saglanmadigi goriilebilir.

5.5.1.1. Diskriminant Analizi: Tek ve Cok Degiskenli Normal Dagilima Uygun;
Varyans ve Kovaryans Homojenligi Olmayan Veriler

Diskriminant fonksiyonlarina ait 6zdeger istatistikleri Tablo 5.5’de verilmistir.

Tablo 5.5. DATA-1 Ozdegerler

. . Varyans Birikimli Kanonik
Fonksiyon | Ozdeger |y o fesi Yiizde Korelasyon
1 0,474 95,1 95,1 0,567
2 0,024 4,9 100,0 0,154

Uc kategorili bagiml degisken oldugundan Tablo 5.5’de iki fonksiyon elde
edilmistir. Biiylik 0Ozdeger istatistigi bagimhi degiskendeki varyansin fonksiyon
tarafindan iyi agiklanacagini gostermektedir. Kesin olmamakla birlikte 0,40°dan biiyiik
degerler 1yi kabul edilmektedir. Bu veriler i¢in elde edilen 6zdegerlerin ¢ok iyi olmadig1
tablodan goriilebilir. Benzer olarak kanonik korelasyon degerleri de diistik ¢ikmistir. Bu
degerlerin karesi bagimli degiskendeki varyansm aciklama ylizdesini gostermektedir.
0,567% = 0,32 ve 0,154% = 0,02 degerleri diisiiktiir. Kisaca Tablo 5.5’e gore simdiden iyi

bir siniflama yiizdesi olmayacagi soylenebilir.

Tablo 5.6. DATA-1 Wilk's Lambda Istatistigi

Test fonksiyonlarn | Wilks' Lambda | Ki-kare sd Sig.
1’den 2’ye 0,662 99,264 6 0,000
2 0,976 5,813 2 0,055

Tablo 5.6°da gruplar arasindaki farkla agiklanamayacak olan orani gosteren Wilks'

Lambda degerleri %66 ve %98 olarak hesaplanmis ve birinci fonksiyon anlamli

bulunmustur.
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Tablo 5.7. DATA-1 Standartlastirilmus Kanonik Diskriminant Fonksiyon Katsayilari

Fonksiyon
1 2
Tecriibe 0,046 0,632
Giyim Tarz 0,991 -0,149
Bilgisayar Diizeyi 0,085 0,822

Tablo 5.7’ye gore her iki fonksiyonda da degiskenlerin tiimii modele dahil
edilmistir. Birinci fonksiyon i¢in en iyi ayirt edici olan degiskenin giyim tarzi, ikinci

fonksiyon i¢in bilgisayar diizeyi oldugu goriiliiyor.

Tablo 5.8. DATA-1 Yap1 Matrisi

Fonksiyon

1 2
Giyim Tarz 0,996 -0,092
Bilgisayar Diizeyi | 0,096 0,771
Tecriibe 0,110 0,558

Her bir degiskenin diskriminant fonksiyonu ile olan korelasyonunu gosteren
Tablo 5.8’den bagimsiz degiskenlerin 6nemine bakilabilir. Birinci fonksiyon i¢in en iyi
ayirt edici olan degiskenin giyim tarzi, ikinci fonksiyon i¢in bilgisayar diizeyi oldugu

bir 6nceki tabloda da belirtilmisti.

Tablo 5.9. DATA-1 Standartlastirilmams Kanonik Diskriminant Fonksiyonu Katsayilari

Fonksiyon

1 2
Tecriibe 0,009 0,123
Giyim Tarza 0,212 -0,032
Bilgisayar Diizeyi | 0,022 0,213
Sabit -4,688 | -2,775

Tablo 5.9’daki katsayilar ile diskriminant fonksiyonlar1 olusturulur. Buna gore:

Z1 = - 4,688 + 0,009x(tecriibe) + 0,212x(giyim tarzi) + 0,022x(bilgisayar diizeyi)
Zy = - 2,775 + 0,123x(tecriibe) - 0,032x(giyim tarz1) + 0,213x(bilgisayar diizeyi)
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Tablo 5.10. DATA-1 Diskriminant Analizi Siniflandirma Yizdeleri

Tahmin edilen grup iiyelikleri
Meslek Miisteri Toplam
us.te.n. Muhasebe | Makinaci P
temsilcisi
Miisteri temsilcisi 51 23 11 85
Sayr | Muhasebe 32 43 18 93
.. Makinaci 5 20 42 67
Orjinal . .
Miisteri temsilcisi 60,0 27,1 12,9 100,0
% Muhasebe 34,4 46,2 19,4 100,0
Makinaci 7,5 29,9 62,7 100,0
Siniflandirma basarisi: %55,5

Tablo 5.10 yapilan analizin basarisini gosteren bir tablodur. Farkli veri tipleri ve

farkli yontemlerin karsilastirildigi bu calisma icin de Onemlidir. Analiz sonucunda

bagimsiz degiskenlerin gruplar1 ayirmadaki basarisinin %55,5 oldugu gortiliiyor.

5.5.1.2. Lojistik Regresyon Analizi: Tek ve Cok Degiskenli Normal Dagihima
Uygun; Varyans ve Kovaryans Homojenligi Olmayan Veriler

Ucgiincii boliimde normalligi incelenen DATA-1; normal dagilima uygun, varyans

homojenligi olmadig1 belirlenen ii¢ kategorili bagimli degiskene sahip bir lojistik

regresyon modeli olarak gbz Oniine alinabilir. Bir onceki baslikta ayni veriler igin

incelenen diskriminant analizinin sonuglar1 ile karsilastirmak igin hi¢bir varsayima

ihtiya¢ duymayan lojistik regresyon analizi sonuglar1 elde edilmistir.

Tablo 5.11. DATA-1 Model Uyum Bilgisi

Model Model uyum Kriteri Olabilirlik oran testi
-2 Log Likelihood | Ki-Kare sd Sig.

Sadece kesisim 532,487

Final 433,116 99,372 6 0,000

Tablo 5.11°de bulunan anlamlilik degeri model uyumunun iyi olacagimni

gostermektedir.

Tablo 5.12. DATA-1 Pseudo R?

Cox and Snell

0,333

Nagelkerke

0,376
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Tablo 5.12’ye bakarak bagimli degisken ile bagimsiz degiskenler arasinda Cox

and Snell’e gore yaklasik %33, Nagelkerke’ye gore %37 iliski oldugu sdylenebilir.

Tablo 5.13. DATA-1 Lojistik Regresyon Analizi Parametre Tahminleri

Exp(B) icin
%0095 giiven
Meslek® B Std. Wald |sd | Sig. Exp araligi
Hata (B) -
Alt Ust
Sinir Sinir
Kesisim | -7,418 | 1,153 | 41,427 | 1 | 0,000
Tecribe | 0013 | 0,040 | 0104 | 1 |0,748 | 1,013 | 0,937 | 1,005
Misteri |Giyim | 30 | 0049 | 56741 | 1 |0,000| 1,442 | 1.311 | 1.587
temsilcisi |Tarz1
Bilgisayar | o o>e | 0052 | 0235 | 1 0628 1,026 | 0926 | 1.136
Diizeyi
Kesisim -5,164 | 0,986 | 27,455 | 1 | 0,000
Tecriibe | 0,050 | 0,036 | 1,941 | 1 | 0,164 | 1,051 | 0,980 | 1,127
Muhasebe (Ti'&';" 0224 | 0,042 | 28,788 | 1 10,000 | 1.250 | 1.152 | 1,357
Bilgisayar| o 109 | 0046 | 3679 | 1 |0,055| 1,093 | 0.998 | 1.196
Diizeyi

a. Referans kategorisi: Makinaci.

Tablo 5.13’de lojistik regresyon analizinin de diskriminant analizinde oldugu gibi

anlamli bulunan degiskeni giyim tarzi olarak belirledigi goriilebilir.

Tablo 5.14. DATA-1 Lojistik Regresyon Analizi Siniflandirma Yiizdeleri

Tahmin degerleri

Gozlem Degerleri . . . . Dogru siiflama
Miisteri temsilcisi | Muhasebe | Makinaci . .
yuzdesi
Miisteri temsilcisi 50 24 11 %58,8
Muhasebe 32 43 18 %46,2
Makinaci 5 20 42 9062,7
Toplam  simflama 935,5 %35,5 %29,0 9655,1
yuzdesi

Tablo 5.14’de lojistik regresyon analizinin dogru siniflandirma oraninm % 55,1

oldugu goriiliir. Ayni veriler i¢in %55,5 dogru smiflama oran1 yapan diskriminant

analizi yontemine oldukc¢a yakin siiflandirma yaptig1 soylenebilir.
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55.2. Tek Degiskenli Normalligi Saglamayip,

Varyans ve Kovaryans Homojenligi Olan Verilerle Analiz

Coklu Normalligi Saglayan;

Ucgiincii béliimde bagimli degiskeni ii¢ kategorili olarak verilen DATA-2 verisinin

kategori sayisi ikiye distriiiip DATA-6 verileri elde edilmistir. Bu verilerden

faydalanarak diskriminant, lojistik regresyon ve probit analizleri karsilastirilacaktir.

Bagimli degiskendeki kategori sayisina gore yontemlerin siniflandirma basarilar1 da

gbzlemlenmis olacaktir. Ayrica adimsal yontemler ile enter yontemleri arasinda fark

olup olmadigi da kontrol edilecektir. DATA-2 verileri tek degiskenli normallige yakin

goriilmeyip ¢oklu normal dagilima uyan verilerdi. Bu verilerin puan degerleri

degistirilmediginden normallige iliskin bir degisiklik olmayacaktir.

Tablo 5.15. DATA-6 Korelasyon Matrisi

Tecriibe | Giyim Tarz | Bilgisayar Diizeyi
Tecriibe 1,000 -0,003 0,064
Korelasyon | Giyim Tarzi -0,003 1,000 -0,232
Bilgisayar Diizeyi | 0,064 -0,232 1,000

Tablo 5.15°den degiskenler arasinda ¢oklu baglantinin olmadigi s6ylenebilir.

0,70’den fazla olan korelasyonlar i¢in ¢oklu baglant1 sorunu oldugu séylenebilir.

Tablo 5.16. DATA-6 Varyans Homojenligi Testi

Levene Istatistik | dfl | df2 | Sig.
Tecriibe 2335 1 | 243 | 0,128
Giyim Tarz 3.754 1 | 243 0,054
Bilgisayar 3.024 1 | 243 | 0,083
Diizeyi

Tablo 5.16 ile DATA-6 verilerinin varyans homojenligi kontrol edilmis varyans

homojenligi sartin1 sagladig goriilmiistiir.

Tablo 5.17. DATA-6 Box's M testi

Box's M 8,058
Approx. 1,325
F dfl 6
df2 427749,081
Sig. 0,242
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Tablo 5.17 Box’s M tablosundan kovaryans homojenligi sartinin saglandigi da
goriilebilir. DATA-6 verileri tek degiskenli normallige yakin goriilmeyip ¢oklu normal
dagilima uyan, varyans ve kovaryans homojenligi olan degiskenleri arasinda énemli bir

korelasyon bulunmayan verilerdir.

5.5.2.1. Diskriminant Analizi: Tek Degiskenli Normalligi Saglamayip, Coklu
normalligi Saglayan; Varyans ve Kovaryans Homojenligi Olan Veriler

Diskriminant fonksiyonuna ait 6zdeger ve kanonik korelasyon degerleri Tablo

5.18’de verilmistir.

Tablo 5.18. DATA-6 Ozdegerler

Fonksiyon | Ozdeger | Varyans Yiizdesi | Birikimli Yiizde | Kanonik Korelasyon
1 0,293 100,0 100,0 0,476

Biiyiik 6zdeger istatistigi bagimli degiskendeki varyansin fonksiyon tarafindan iyi
aciklanacagini gostermektedir. Kesin olmamakla birlikte 0,40°dan biiyiik degerler iyi
kabul edilmektedir. Bu veriler i¢in elde edilen 6zdegerin ¢ok iyi olmadigi tablodan
goriilebilir. Benzer olarak kanonik korelasyon degeri de diisiik ¢ikmustir. Bu degerin
karesi bagimli degiskendeki varyansm aciklama yiizdesini gostermektedir. 0,476% =

0,23 degeri diisiiktiir.

Tablo 5.19. DATA-6 Wilk's Lambda Istatistigi

Test fonksiyonlar1 | Wilks' Lambda | Ki-kare sd Sig.
1 0,774 61,979 3 0,000

Tablo 5.19’da gruplar arasindaki farkla agiklanamayacak olan orani gosteren
Wilks' Lambda degeri %77 olarak hesaplanmis ve fonksiyon anlamli bulunmugtur.

Diskriminant analizi, kurulacak olan fonksiyona alinacak degiskenleri asagidaki
Tablo 5.20 ile belirlemistir.

Tablo 5.20. DATA-6 Standartlastirilmis Kanonik Diskriminant Fonksiyon Katsayilar

Birinci fonksiyon
Tecriibe 0,962
Giyim Tarz:1 -0,285
Bilgisayar Diizeyi -0,037
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Tablo 5.20’ye gore diskriminant fonksiyonunda degiskenlerin tiimii modele dahil

edilmistir. Fonksiyon i¢in en iyi ayirt edici olan degiskenin tecriibe oldugu goriilityor.

Tablo 5.21. DATA-6 Yapi Matrisi

Birinci fonksiyon
Tecriibe 0,960
Giyim Tarz -0,279
Bilgisayar Diizeyi 0,090

Her bir degiskenin diskriminant fonksiyonu ile olan korelasyonunu gdsteren
Tablo 5.21’den bagimsiz degiskenlerin dnemine bakilabilir. Fonksiyon i¢in en iyi ayirt
edici olan degiskenin tecriibe oldugu bir 6nceki tabloda da belirtilmisti.

Kurulacak olan model fonksiyonu i¢in ise Tablo 5.22’daki katsayilar alinacaktir.

Tablo 5.22. DATA-6 Standartlastirilmamis Kanonik Diskriminant Fonksiyonu Katsayilar

Birinci fonksiyon
Tecriibe 0,224
Giyim Tarz1 -0,053
Bilgisayar Diizeyi -0,010
Sabit -2,308

Tablo 5.22°deki katsayilar ile diskriminant fonksiyonu olusturulur.
Z =-2,308 + 0,224 x (tecriibe) — 0,053 x (giyim tarz1) — 0,010 x (bilgisayar diizeyi)

Tablo 5.23 ile diskriminant analizinin DATA-6 verilerini smiflandirmadaki

basaris1 verilmistir.

Tablo 5.23. DATA-6 Diskriminant Analizi Smiflandirma Yuzdeleri

Tahmin edilen grup iiyelikleri

Meslek Toplam
Muhasebe | Miisteri temsilcisi P
Muhasebe 91 32 123
Say | Misteri 40 82 122
Oriinal temsilcisi
] Muhasebe 74.0 26.0 100,0
o .
% |Msteri 32.8 67.2 100,0
temsilcisi

Simiflandirma basansi: %70,6
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Tabloya gore diskriminant analizinin DATA-6 verilerini kullanarak yaptig1 dogru

siniflandirma orani %70,6’d1r.
Asagida Tablo 5.24, Tablo 5.25, Tablo 5.26’da DATA-6 verilerine diskriminant

analizinin adimsal olarak uygulanmasi durumundaki sonuglar1 verilmistir.

Tablo 5.24. DATA-6 Adimsal Yontemde Standartlastirilmig Kanonik Diskriminant Fonksiyon
Katsayilari

Birinci fonksiyon
0,960
-0,277

Tecriibe

Giyim Tarz1

Tablo 5.25. DATA-6 Adimsal Yontemde Standartlastirilmamis Kanonik Diskriminant
Fonksiyonu Katsayilari

Birinci fonksiyon
Tecriibe 0,224
Giyim Tarz -0,051
Sabit -2,440

Tablo 5.26. DATA-6 Adimsal Yontem Diskriminant Analizi Siniflandirma Yiizdeleri

Tahmin edilen grup iiyelikleri
Meslek Toplam
Muhasebe | Miisteri temsilcisi P
Muhasebe 91 32 123
Sayt | Mustert 41 81 122
Oriinal temsilcisi
] Muhasebe 74,0 26,0 100,0
o .
%o [Misteri 336 66,4 100,0
temsilcisi
Simiflandirma basaris1 %70,2

Adimsal yontem ile yapilan analizde model kurmak i¢in ii¢ bagimsiz degiskenden
ikisi; tecriibe ve giyim tarzi modele dahil edilerek bilgisayar diizeyi degiskeni modele
almmamistir. Enter yontemiyle yapilan analizde smiflandirma yiizdesini %70,6 iken

adimsal metotta %70,2 dogru smiflandirma yapilmaistir.
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5.5.2.2. Lojistik Regresyon Analizi: Tek Degiskenli Normalligi Saglamayip, Coklu
Normalligi Saglayan; Varyans ve Kovaryans Homojenligi Olan Veriler

DATA-6 verileri kullanilarak incelenen diskriminant analizinin sonuglar1 ile

karsilastirmak i¢in ayni verilere, hi¢bir varsayima ihtiya¢ duymayan lojistik regresyon

analizi uygulanmustir.

Tablo 5.27. DATA-6 Model Ozeti

Adim | -2 Log likelihood | Cox & Snell R? | Nagelkerke R?
1 275,678 0,230 0,306

Tablo 5.27’ye bakarak bagimli degisken ile bagimsiz degiskenler arasinda Cox
and Snell’e gore yaklasik %23, Nagelkerke’ye gore %30 iliski oldugu soylenebilir.
Lojistik regresyon analizi ile kurulacak model i¢in asagidaki Tablo 5.28’den

yararlanilir.

Tablo 5.28. DATA-6 Lojistik Regresyon Analizi Denklem Degiskenleri

B S.E. | Wald df Sig. | Exp(B)

Tecriibe -0,253 | 0,040 | 40,779 | 1 | 0,000 | 0,776

Adim 1° Giyim Tarzi 0,060 | 0,028 | 4,490 1 10,034 | 1,062
Bilgisayar Diizeyi | 0,014 | 0,040 | 0,119 1 10,730 | 1,014

Sabit 2,596 | 0,973 | 7,119 1 10,008 | 13,417

a. Variable(s) entered on step 1: Tecriibe, Giyim Tarzi, Bilgisayar Diizeyi.

Lojistik regresyon analizinin anlamli buldugu degiskenler tecriibe ve sabit
terimdir. Degiskenlerin modeldeki onemlerini de diskriminant analizinde oldugu gibi

sirastyla tecriibe, giyim tarzi, bilgisayar diizeyi olarak belirlemistir.
L = 2,596 — 0,253 x (tecriibe) + 0,060 x (giyim tarz1) + 0,014 x (bilgisayar diizeyi)
Tablo 5.29°de lojistik regresyon analizinin siniflandirma basarist verilmistir.

Tabloya gore lojistik regresyon analizinin DATA-6 verilerini kullanarak yaptigi dogru

siiflandirma orami %70,6’dir.
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Tablo 5.29. DATA-6 Lojistik Regresyon Analizi Siniflandirma Yiizdeleri

Tahmin degerleri

Meslek Do

Gozlenen degerler Miisteri (;lgru
Muhasebe s . s“{l ama

temsilcisi yiizdesi

Muhasebe 90 33 73,2

Meslek . .
Adim 1 Miisteri temsilcisi 39 83 68,0
Toplam siniflama yiizdesi 70,6

Asagida Tablo 5.30 ve Tablo 5.31’de DATA-6 verilerine lojistik regresyon

analizinin adimsal olarak uygulanmasi durumundaki sonuglar1 verilmistir.

Tablo 5.30. DATA-6 Lojistik Regresyon Analizi Adimsal Yontemde Denklemdeki Degiskenler

B | SE | wald | df | Sig. | Exp(B)

Tecriibe -0,253 | 0,040 | 40,779 | 1 | 0,000 | 0,776

adi g | Givim Tarz1 0,060 | 0,028 | 4490 | 1 [0034] 1,062
Bilgisayar Diizeyi | 0,014 | 0,040 | 0119 | 1 |0,730| 1,014

Sabit 2,596 | 0,973 | 7,119 | 1 |0,008 | 13,417

Tecriibe -0,252 | 0,039 | 40,766 | 1 | 0,000 | 0,777

Adim 2° |Giyim Tarzi 0,057 | 0,027 | 4420 | 1 |0,036| 1,059
Sabit 2,776 | 0,825 | 11,318 | 1 | 0,001 | 16,055

a. Variable(s) entered on step 1:

Tecriibe, Giyim Tarzi, Bilgisayar Diizeyi.

Tablo 5.31. DATA-6 Adimsal Yontemde Lojistik Regresyon Analizi Smiflandirma Yiizdeleri

Tahmin degerleri

Gozlenen degerler Meslek - : Dogru
Miisteri siniflama
Muhasebe o .. .
temsilcisi yiizdesi
Muhasebe 90 33 73,2
Meslek . .
Adim 1 Miisteri temsilcisi 39 83 68,0
Toplam Simiflama Yiizdesi 70,6
Muhasebe 88 35 71,5
Meslek . .
Adim 2 Miisteri temsilcisi 38 84 68,9
Toplam siiflama yiizdesi 70,2
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Adimsal yontem ile yapilan analizlerde hem diskriminant analizi hem de lojistik
regresyon analizi model kurmak igin ayn1 degiskenleri se¢mistir. Uc bagimsiz
degiskenden ikisi tecriibe ve giyim tarzi, modele dahil edilerek bilgisayar diizeyi
degiskeni modele alimmamistir. Yine her iki yontemin siniflandirma yiizdeleri de ayni
olmustur. Enter yoOntemiyle yapilan analizlerde her iki yontem de smiflandirma
yiizdesini %70,6 bulmusken adimsal metotta ise her iki yontem de %70,2 dogru
smiflandirma yapmistir. Siniflandirma agisindan enter yontemi ile adimsal yontemler
arasinda onemli bir fark bulunmazken degisken sayisinin azaltilarak model kurulmak
istenmesi durumunda adimsal yontemler tercih edilebilir.

Baslik 5.5.1°de incelenmis olan ii¢ kategorili bagimli degisken olmas1 durumunda
dogru smiflandirma oranmin lojistik regresyon analizinde %55,1 diskriminant
analizinde %>55,5 olarak birbirlerine oldukca yakin degerler aldigi sdylenebilir. Bu
baglikta incelenen iki kategorili bagimli degiskenle analizde ise her iki yontem de
smiflandirma yiizdesini %70,6 bulmustur. Bu calismada kullanilan veriler i¢in, iki
yontemin simiflandirma basarilarinin bagimli degiskendeki kategori sayisma gore

farklilik gostermedigi sdylenebilir.

5.5.2.3. Probit Analizi: Tek Degiskenli Normalligi Saglamayip, Coklu Normalligi
Saglayan; Varyans ve Kovaryans Homojenligi Olan Veriler

Diskriminant ve lojistik regresyon analizi ile DATA-6 verileri igin model
kurarken degiskenlerin etki siralamalarinin ayni oldugu goriilmiistiir. Probit analizinde

degiskenlerin etki siralamasinin nasil oldugunu gérmek i¢in Tablo 5.32’den yararlanilir.

Tablo 5.32. DATA-6 Probit Analizi Parametre Tahminleri

Parametre Tahmin Std. z Sig. %95 Guvel} arahg
Hata Alt simir | Ust simir
Tecriibe -0,152 | 0,053 | -2,880 | 0,004 | -0,255 -0,048
Giyim Tarzn | 0,038 | 0,024 | 1,571 | 0,116 | -0,009 0,084
PROBIT |Bilgisayar
Diizeyi
Kesigsim 1528 | 0,573 | 2,666 | 0,008 | 0,955 2,102

0,008 | 0,024 | 0,318 | 0,750 | -0,040 0,056
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Probit regresyonun anlamli buldugu degiskenler lojistik regresyon analizi ile ayni
olup, tecriibe ve sabit terimdir. Degiskenlerin modeldeki 6dnem dereceleri her iig
yontemde de ayn1 bulunmus olup, sirasiyla tecriibe, giyim tarzi, bilgisayar diizeyi olarak
belirlenmistir.

Y =1,528 - 0,152 x (tecriibe) + 0,038 x (giyim tarzi1) + 0,008 x (bilgisayar diizeyi)

55.3. Tek Degiskenli Normalligi Saglamayip, Coklu Normalligi Saglayan;
Varyanslart Homojen, Kovaryanslart Homojen Olmayan Verilerle Analiz

Bu baglikta kullanilacak veriler tglincii bolimde DATA-2 olarak verilip
normalligi test edilen verilerdir. Verilerin tek degiskenli normal dagilima uymadigi ¢ok
degiskenli normalligi sagladigir ilgili kisimda belirtilen verilere ait analiz
karsilagtirmalar1 yapilacaktir.

Tablo 5.33’den degiskenler arasinda ¢oklu baglantinin olmadigi soylenebilir.

0,70’den fazla olan korelasyonlar i¢in ¢oklu baglant1 sorunu oldugu sdylenebilir.

Tablo 5.33. DATA-2 Korelasyon Matrisi

Tecriibe | Giyim Tarz | Bilgisayar Diizeyi
Tecriibe 1,000 0,079 0,019
Korelasyon |Giyim Tarzi 0,079 1,000 0,060
Bilgisayar Diizeyi 0,019 0,060 1,000

Tablo 5.34 ile DATA-6 verilerinin varyans homojenligi kontrol edilmistir.

Tablo 5.34. DATA-2 Varyans Homojenligi Testi

Levene Istatistik | dfl df2 Sig.
Tecriibe 2,219 2 242 0,111
Giyim Tarz1 1,364 2 242 0,258
Bilgisayar Diizeyi 0,756 2 242 | 0,470

Test sonuglarina gore varyans homojenligi tiim degiskenler i¢in saglanmigtir.
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Tablo 5.35’e gore kovaryanslarin homojen olmadigi sdylenebilir.

Tablo 5.35. DATA-2 Box's M Testi

Box's M 26,119
Approx. 2,137
F dfl 12
df2 239037,539
Sig. 0,012

DATA-2 verileri tek degiskenli normallige uymayan, c¢oklu normal dagilima

uyan, varyanslari homojen, kovaryanslarit homojen olmayan verilerdir.

5.5.3.1. Diskriminant Analizi: Tek Degiskenli Normalligi Saglamayip, Coklu
Normalligi Saglayan; Varyanslarn Homojen, Kovaryanslart Homojen
Olmayan Veriler

Tablo 5.36 ile 6zdegerler ve kanonik korelasyon degerleri verilmistir.

Tablo 5.36. DATA-2 Ozdegerler

Fonksiyon | Ozdeger | Varyans Yiizdesi | Birikimli Yiizde | Kanonik Korelasyon
1 1,052 76,8 76,8 0,716
2 0,317 23,2 100,0 0,491

Biiyiik 6zdeger istatistigi bagimli degiskendeki varyansin fonksiyon tarafindan iyi
aciklanacagini gostermektedir. Kesin olmamakla birlikte 0,40°dan biiyiik degerler iyi
kabul edilmektedir. Bu veriler i¢in 6zdegerlerin iyi oldugu sdylenebilir. Benzer olarak
kanonik korelasyon degerleri de iyi ¢cikmistir. Bu degerlerin karesi bagimli degiskendeki
varyansin aciklama yiizdesini gostermektedir. 0,7162=0,51 ; 0,491%=0,24

Tablo 5.37 diisiikk Wilks’ Lamda degeri agiklanamayacak kismin diisiik olacagini

gostermektedir.

Tablo 5.37. DATA-2 Wilk's Lambda Istatistigi

Test fonksiyonlarn | Wilks' Lambda | Ki-kare sd Sig.
1’den 2’ye 0,370 239,630 6 0,000
2 0,759 66,432 2 0,000

Gruplar arasindaki farkla agiklanamayacak olan orani gosteren Wilks' Lambda

degerleri yaklasik %37 ve %75 olarak hesaplanmis fonksiyonlar anlamli bulunmustur.
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Tablo 5.38 ile DATA-2 verilerinin diskriminant analizi sonucundaki dogru

smiflandirma ytizdeleri verilmistir.

Tablo 5.38. DATA-2 Diskriminant Analizi Siniflandirma Ytuzdeleri

Tahmin edilen grup iiyelikleri
Meslek Miisteri Makina | Toplam
US| Muhasebe P
temsilcisi cl
Miisteri temsilcisi 67 14 4 85
Say1r | Muhasebe 16 67 10 93
.. Makinaci 3 14 50 67
Orjinal . .
Miisteri temsilcisi 78,8 16,5 4,7 100,0
% | Muhasebe 17,2 72,0 10,8 100,0
Makinaci1 45 20,9 74,6 100,0
Siniflandirma basaris1 %75,1

Dogru smiflandirma orant %75,1 olmustur.

5.5.3.2. Lojistik Regresyon Analizi: Tek Degiskenli Normalligi Saglamayip, Coklu

Normalligi Saglayan; Varyanslarmi Homojen, Kovaryanslari Homojen
Olmayan Veriler

DATA-2 verileri i¢in incelenen diskriminant analizinin sonuclar1 ile
karsilagtirmak {izere higbir varsayima ihtiyag¢ duymayan lojistik regresyon analizi
sonuglar1 elde edilmistir. Model bilgisine ait Tablo 5.39’un anlamli bulunmasi1 model

uyumunun iyi olacagini gostermektedir.

Tablo 5.39. DATA-2 Model Uyum Bilgisi

Model Model Uyum Olabilirlik Oran Testi
Kriteri
-2 Log Likelihood | Ki-Kare sd Sig.
Sadece Kesisim 532,487
Final 285,738 246,749 6 0,000

Tablo 5.40 ile bagimli degisken ile bagimsiz degiskenler arasindaki iligki
verilmistir. Bu iliski Cox and Snell’e gore yaklasik %64, Nagelkerke’ye gore %72

olarak tespit edilmistir.

Tablo 5.40. DATA-2 Pseudo R?

Cox and Snell 0,635
Nagelkerke 0,716
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Tablo 5.41 ile lojistik regresyon modeli i¢in parametre tahminleri verilmistir.

Tablo 5.41. DATA-2 Lojistik Regresyon Analizi Parametre Tahminleri

Exp(B) icin
%95 giiven
arahgi
Alt | Ust
Sinir | Simir

Std. . Exp
a
Meslek B Hata Wald | sd | Sig. B)

Kesigim -2,314 |1,571| 2,168 | 1 |0,141
Tecriibe -0,255 |0,070|13,404| 1 |0,000(0,775|0,676 {0,888
Miisteri | Giyim
temsilcisi | Tarzi
Bilgisayar
Diizeyi
Kesisim -5,506 |1,468|14,064| 1 |0,000
Tecriibe 0,209 |0,056|14,029| 1 [0,000(1,232(1,105|1,375

0,554 0,074|56,533| 1 |0,000|1,740|1,506 |2,011

-0,454 (0,086 (27,937 | 1 |0,000|0,635|0,537 0,752

Muhasebe cngi/;n 0,325 |0,060/29.031| 1 |0,000(1,384|1,230] 1,558
Bilgisayar | 4 305 10.071/20.497| 1 |0,000(0.725/0,631 | 0,833
Diizeyi

Referans kategorisi: Makinaci

Tablo 5.42°de lojistik regresyon analizinin dogru siniflandirma orani verilmistir.

Tablo 5.42. DATA-2 Lojistik Regresyon Analizi Smiflandirma Yiizdeleri

Tahmin degerleri
. - .o Dogru
Gozlenen degerler Mus_tep_ Muhasebe | Makinaci | smiflama
temsilcisi . .
yuzdesi
Miisteri temsilcisi 67 14 4 %78,8
Muhasebe 15 67 11 %72,0
Makinaci 3 14 50 %74,6
Toplam siniflama %634,7 %388 | %265 %75,1
yuzdesi

DATA-2 verileri i¢in lojistik regresyon da dogru siniflandrma oranmi %75.1
olarak belirlemistir. Bu veriler i¢in lojistik regresyon analizi ile diskriminant analizi

smiflandirma oranini ayni1 bulmustur.
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59.5.4. Tek Degiskenli Normallige Uygun, Coklu Normalligi Saglamayan;
Varyanslar1 Homojen, Kovaryanslart Homojen Olmayan Verilerle Analiz

Bu baslikta, tigiincli bolimde DATA-3 ile verilerek normal dagilim varsayimai test
edilen veriler kullanilarak analizler yapilacaktir. Bu verilere gore bir spor okulunda
ogrencilerin yatkin olduklar1 spor dalmi belirlemek icin ac¢ik atlama, smag, krospas,
kondiisyon ve sigrama degiskenlerine iliskin puanlamalar yapilmakta, aldiklar1 puanlara
gore Ogrenciler jimnastik veya voleybola yonlendirilmektedirler. Diskriminant

analizinin uygulanabilmesi i¢in gerekli Onemli varsayimlardan biri de varyans,

kovaryans homojenligidir. Varyans homojenligi ve coklu baglant1 da test edilerek

diskriminant analizinin sonuglar1 incelenecektir.

Degiskenler arasinda ¢oklu baglantiy1 kontrol etmek i¢in Tablo 5.43 incelenebilir.

Tablo 5.43. DATA-3 Korelasyon Matrisi

Acik Atlama | Sma¢ |Krospas | Kondiisyon | Sicrama

Acik Atlama 1,000 -0,995 | -0,854 0,024 0,886

Smag -0,995 1,000 | 0,855 -0,022 -0,885

Korelasyon | Krospas -0,854 0,855 | 1,000 -0,030 -0,844
Kondiisyon 0,024 -0,022 | -0,030 1,000 0,024

Sigrama 0,886 -0,885 | -0,844 0,024 1,000

Tabloya gore degiskenler arasinda ¢oklu baglantinin oldugu sdylenebilir. 0,70 den

fazla olan korelasyonlar i¢in ¢oklu baglant1 sorunu oldugu sdylenebilir.

Varyans ve kovaryans homojenligi i¢cin Tablo 5.44 ve Tablo 5.45 incelenebilir.

Tablo 5.44. DATA-3 Varyans Homojenligi

Levene Istatistik | dfl df2 Sig.
Acik Atlama 3,789 1 483 | 0,052
Smag 3,588 1 483 | 0,059
Krospas 1,594 1 483 | 0,207
Kondiisyon 1,652 1 483 | 0,199
Sicrama 3,479 1 483 | 0,063

Tablodan degiskenlerin varyans homojenligi sartin tagidigi goriiliir.
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Tablo 5.45. DATA-3 Box's M Testi

Box's M 358,535
Approx. 23,632
= dfl 15
df2 816858,057
Sig. 0,000

Box’s M tablosundan kovaryans homojenligi sartmin saglanmadigi goriilebilir.
DATA-3 tek degiskenli normallige uygun, ¢oklu normalligi saglamayan; varyanslari
homojen, kovaryanslar1 homojen olmayan; degiskenleri arasinda ¢oklu baglant1 olan

verilerdir.

5.5.4.1. Diskriminant Analizi: Tek Degiskenli Normallige Uygun, Coklu
Normalligi Saglamayan; Varyanslarn Homojen, Kovaryanslar1 Homojen
Olmayan veriler

Tablo 5.46’de diskriminant fonksiyonuna ait 6zdeger ve kanonik korelasyon

degerleri verilmistir.

Tablo 5.46. DATA-3 Ozdegerler

Birikimli Yiizde
100,0

Kanonik Korelasyon
0,814

Fonksiyon | Ozdeger
1 1,9642

Varyans Yiizdesi
100,0

Yaklasik 0,66 olan kanonik korelasyon degerinin karesi (0,8142= 0,66) modelin
bagimli degiskendeki varyansin %66’sin1 agiklayabildigini gostermektedir. Biiyiik
Ozdeger istatistigi de (1,964) model uyumunun iyiligini gostermektedir.

Tablo 5.47°de diisik Wilks’ Lamda degeri agiklanamayacak kismin disiik

olacagini gosteriyor.

Tablo 5.47. DATA-3 Wilk's Lambda Istatistigi

Ki-kare sd
522,095 5

Test fonksiyonlarn | Wilks' Lambda
1 0,337

Sig.
0,000

Yaklasik %34 olan Wilks’Lambda degeri agiklanamayan kismin oranini

gostermekte olup, anlamli signification degeriyse elde edilecek diskriminant

fonksiyonunun anlamli oldugunu gostermektedir.
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Diskriminant analizi kurulacak olan fonksiyona alinacak degiskenleri asagidaki
Tablo 5.48 ile belirlemistir.

Tablo 5.48. DATA-3 Standartlastirilmis Kanonik Diskriminant Fonksiyon Katsayilari

Birinci fonksiyon
Acik Atlama 1,171
Smag -0,214
Krospas 0,027
Kondiisyon -0,021
Sicrama -0,431

Tabloya gore gruplar1 ayirt etmede

her bir bagimsiz degisken Onemli

bulunmustur. Her bir degiskenin diskriminant fonksiyonu ile olan korelasyonunu

gosteren degerlere Tablo 5.49’den bakilabilir.

Tablo 5.49. DATA-3 Yap1 Matrisi

Birinci fonksiyon
Acik Atlama 0,979
Smac -0,975
Krospas -0,792
Sicrama 0,773
Kondiisyon 0,000

Yukaridaki degerler bagimsiz degiskenlerin fonksiyondaki Onemini gosteren
verilerdir. Kurulacak olan model fonksiyonu i¢in ise Tablo 5.50 ’daki katsayilar

almacaktir.

Tablo 5.50. DATA-3 Standartlastirilmamis Kanonik Diskriminant Fonksiyonu Katsayilar

Birinci fonksiyon
Agik Atlama 0,390
Smag -0,072
Krospas 0,008
Kondiisyon -0,005
Sicrama -0,093
Sabit -2,346
Diskriminant  fonksiyonunu olusturmada yukaridaki degerler bagimsiz

degiskenlerin katsayilar1 olarak kullanilirlar.
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Z = -2346 + 0,390x(acik atlama) — 0,072x(smag) + 0,008x(krospas) —
0,005x(kondiisyon) — 0,093x(sigrama)

Tablo 5.51’de DATA-3 verilerinin diskriminant analizi sonucundaki dogru

smiflanma yiizdeleri verilmistir.

Tablo 5.51. DATA-3 Diskriminant Analizi Siiflandirma Yuzdeleri

Yetenek T-ahmin-edilen grup iiyelikleri | Toplam
Jimnastik Voleybol
Jimnastik 240 34 274
Say1
Oriinal Voleybol 0 211 211
] o, |Jimnastik | 876 12,4 100,0
° |Voleybol 0,0 100,0 100,0
Siniflandirma basarisi1 %93,0

Analiz sonucunda yapilan dogru smiflandirma orani %93 olmustur.

5.5.4.2. Lojistik Regresyon Analizi: Tek Degiskenli Normallige Uygun, Coklu
Normalligi Saglamayan; Varyanslari Homojen, Kovaryanslari Homojen

Olmayan Veriler
DATA-3 verileri i¢in yapilan diskriminant analizinin sonuglari ile karsilastirmak
icin higbir varsayima ihtiya¢ duymayan lojistik regresyon analizi sonuglar1 elde
edilmistir.
Tablo 5.52 ile kurulacak olan lojistik regresyon modeline iliskin bilgiler

verilmistir.

Tablo 5.52. DATA-3 Model Ozeti

Adim | -2 Log likelihood | Cox & Snell R? | Nagelkerke R?
1 12,864 0,739 0,991

Tabloya gore bagiml degisken ile bagimsiz degiskenler arasinda Cox and Snell’e
gore yaklasik %74, Nagelkerke’ye gore %99 iligki oldugu sdylenebilir.
Lojistik regresyon analizi ile kurulacak model i¢in asagidaki Tablo 5.53’den

yararlanilir.
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Tablo 5.53. DATA-3 Lojistik Regresyon Analizi Denklem Degiskenleri

B S.E. Wald | df | Sig. Exp(B)
iflg(ma 8,207 | 10169,688 | 0,000 | 1 | 0,999 3668,118
Smag 65,436 | 10237,312 | 0,000 | 1 | 0,995 |2621226844081953
Step 12 | Krospas -28,379 | 511,181 | 0,003 | 1 | 0,956 0,000
Kondiisyon 0,204 0,274 0,554 | 1 | 0,457 1,226
Sigrama -14,319 | 243,570 | 0,003 | 1 | 0,953 0,000
Sabit -373,405|244153,091| 0,000 | 1 | 0,999 0,000

a. Variable(s) entered on step 1: AgikAtlama, Smag, Krospas, Kondiisyon, Sigrama.

Lojistik regresyon analizi sonuglarma gore anlamli degisken bulunmayip,

olusturulan modele tiim degiskenler alimacaktir. Degiskenler arasinda segicilik olmayip

lojistik regresyon analizi adimsal yontemler de birbirinden farkli degiskenleri modele

almislardir.

Yontemlerin  modele aldiklari

degiskenler

asagida verilmis olup

diskriminant analizi ile ayn1 degiskenleri modele alan yontemler forward LR ve forward

conditionaldir.

Backward LR
Backward Wald

Backward Conditional

Forward LR
Forward Wald

Forward Conditional

smag ve sigrama

acik atlama

acik atlama ve sigrama

smag, krospas ve sigrama

acik atlama

acik atlama ve sigrama

Tablo 5.54°de lojistik regresyon analizinin siniflandirma basaris1 verilmistir.

Tablo 5.54. DATA-3 Lojistik Regresyon Analizi Siniflandirma Yiizdeleri

Tahmin degerleri

Gozlenen degerler Yetenek Dogru siiflama
Jimnastik | Voleybol yiizdesi
Vetenek Jimnastik 274 0 100,0
Adim 1 Voleybol 2 209 99,1
Toplam simflama yiizdesi 99,6

Tabloya gore lojistik regresyon analizinin DATA-3 verilerini kullanarak yaptigi

siiflandirma orami1 %99,6’dir.
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5.5.4.3. Probit Analizi: Tek Degiskenli Normallige Uygun, Coklu Normalligi
Saglamayan; Varyanslart Homojen, Kovaryanslarn Homojen Olmayan
Veriler

Probit analizinde degigkenlerin etki siralamasinin nasil oldugunu goérmek icin

Tablo 5.55’den yararlanilir.

Tablo 5.55. DATA-3 Probit Analizi Parametre Tahminleri

: Std. : %95 Giiven arahgi
Parametre Tahmin Hata z Sig. Alt simir | Ust sinir
Agik -0,864 | 1,063 | -0,813 | 0,416 | -2,946 | 1,219
Atlama
Smag 1,885 1,036 | 1,819 | 0,069 | -0,146 3,916

PROBIT |Krospas -0,492 | 0,529 | -0,930 | 0,353 | -1,529 0,545
Kondiisyon | -0,008 | 0,066 | -0,115 | 0,908 | -0,136 0,121
Sigrama -0,331 | 0,219 | -1,511 | 0,131 | -0,760 0,098
Kesigim -3,152 | 23,653 | -0,133 | 0,894 | -26,804 | 20,501

Probit analizi de lojistik regresyon analizi gibi anlamli degisken bulmamustir.

Aralarmda giiclii  korelasyon bulunan degiskenlerle yapilan analizlerin
smiflandirma oranlar1 basarisinin oldukg¢a 1iyi, etkili degiskenleri bulmada zayif
kaldiklar1 goriilmiistiir. Diskriminant analizinde %93, lojistik regresyon analizinde ise

%99,6 siniflandirma basarisi olmustur.
5.5.5. Kategorik Bagimsiz Degiskenli Verilerle Analiz

Bu bolimiin Onceki basliklarinda normal dagilim, varyans homojenligi ve
bagimsiz degiskenler arasindaki iliski durumlarma gore farkli yontemlerin analiz
sonuclar1 karsilagtirilmigtir. Bu karsilastirmalarda nicel verilere sahip degiskenler
kullanilmistir. Oysa herhangi bir varsayim gerektirmeyen lojistik regresyon analizi ve
probit analizinde bagimsiz degiskenler nitel veriler de olabilir. Nitel veriye sahip
degiskenler olmasi durumunda, bazi varsayimlar gerektiren bunun i¢in de oOncelikle
nicel veri ile ¢alisilmas1 gereken diskriminant analizinin sonuglar1 diger iki yontemle
karsilastirilmistir. Dordiinci bolimde DATA-5 olarak adlandirilan; sigara igmeyi
etkileyen faktorlerin arastirildigi, hem nitel hem de nicel degiskenler igeren veriler ile

yontemlerin karsilagtirmasi yapilacaktir.
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5.5.5.1. Diskriminant Analizi: Kategorik Bagimsiz Degiskenli Veriler

Diskriminant analizi kurulacak olan fonksiyona almmacak degiskenleri asagidaki

Tablo 5.56 ile belirlemistir.

Tablo 5.56. DATA-5 Standartlastirilmis Kanonik Diskriminant Fonksiyon Katsayilari

Birinci fonksiyon
Cinsiyet -0,580
Kanser Yaptigina inanma 0,552
inanca Aykirn Bulma 0,560
Kardesin I¢mesi -0,339
Medeni Hal 0,309
Gelir 0,111
Yas 0,026

Diskriminant analizi tiim degiskenleri analize dahil etmistir.

Kurulacak olan model fonksiyonu igin ise Tablo 5.57’deki katsayilar alinacaktir.

Tablo 5.57. DATA-5 Standartlastirilmamis Kanonik Diskriminant Fonk. Katsayilar1

Birinci fonksiyon
Cinsiyet -1,272
Kanser Yaptigina Inanma 2,675
inanca Aykir1 Bulma 1,146
Kardesin I¢cmesi -0,685
Medeni Hal 0,764
Gelir 0,000
Yas 0,003
Cinsiyet -2,520

Diskriminant analizi katsayilarina bakildiginda en ¢ok etkiye sahip degiskenlerin
sirasiyla; kanser yaptigma inanma, cinsiyet, inanglarma aykir1 bulma, medeni hal ve
kardesin sigara igmesidir. Gelir ve yas degiskenleri katsayilari sifir ve sifir sayilabilecek

kadar kiigiik olup modele katkilari olmayacaktir.
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Tablo 5.58 ile diskriminant analizinin DATA-5 verilerini smiflandirmadaki

basaris1 verilmistir.

Tablo 5.58. DATA-5 Diskriminant Analizi Siniflandirma Ytuzdeleri

. Tahmin Edilen Grup Uyelikleri
Sigara I¢cme : Lo S Tp Lreneen Toplam
Hayir Evet
Hayir 123 15 138
Say1

Oriinal Evet 46 33 79
] o |Hayr 89,1 10,9 100,0
° [Evet 58,2 41,8 100,0

Siniflandirma basaris1 % 71,9

Diskriminant analizinin DATA-5 verilerini dogru siniflandirma oram1 %71,9

olmustur.
5.5.5.2. Lojistik Regresyon Analizi: Kategorik Bagimsiz Degiskenli Veriler

Lojistik regresyon analizinde DATA-5 ile kurulacak model i¢in Tablo 5.59°daki

katsayilardan yararlanilir.

Tablo 5.59. DATA-5 Lojistik Regresyon Analizinde Modele Alinan Degiskenler

B S.E. | Wald |sd | Sig. | Exp(B)

Cinsiyet (1) -1,1541 0,396 | 8,502 | 1 | 0,004 | 0,315

Kanser Yaptigma Inanma (1) | 2,338 | 0,859 | 7,404 | 1 | 0,007 | 10,358

Inanca Aykir1 Bulma (1) 0,953 [ 0,324 | 8,669 | 1 | 0,003 | 2,593

Adum 1° Kardesin Icmesi (1) -0,576 | 0,307 | 3,510 | 1 | 0,061 | 0,562
Medeni Hal (1) 0,699 (0,450 | 2,409 | 1 | 0,121 | 2,011

Gelir 0,000 | 0,000 | 0,244 | 1 | 0,621 | 1,000

Yas -0,002 | 0,019 | 0,014 | 1 | 0,907 | 0,998

Sabit -0,7831 0,791 10,981 | 1 | 0,322 | 0,457

a. Variable(s) entered on step 1: cinsiyet, kanser yap inanma, Inanc_aykir1 bulma,
kardesin_icmesi, medeni_hal, gelir, yas.

Lojistik regresyon analizi sonuglarina gore cinsiyet, kanser yaptigina inanma,
inanclarina aykir1 bulma degiskenleri anlamli bulunmustur.
Tablo 5.60 ile lojistik regresyon analizinin DATA-5 verilerini siniflandirmadaki

basaris1 verilmistir.
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Tablo 5.60. DATA-5 Lojistik Regresyon Analizi Smiflandirma Yiizdeleri

Tahmin degerleri
Gozlenen degerler Sigara icme Dogru Simiflama
Hayir Evet Yiizdesi
Sigara icme Hayir 123 15 89,1
Adim 1 Evet 47 32 40,5
Toplam siniflama yiizdesi 71,4

Lojistik regresyon analizinin bu verileri dogru smniflandirma orani1 %71,4 diir.
5.5.5.3. Probit Analizi: Kategorik Bagimsiz Degiskenli Veriler

Diskriminant ve lojistik regresyon analizi ile DATA-5 verileri i¢in model
kurarken degiskenlerin etki siralamalarmm ayni oldugu goriilmiistiir. Probit analizinde

degiskenlerin etki siralamasinin nasil oldugunu gérmek i¢in Tablo 5.61’den yararlanilir.

Tablo 5.61. DATA-5 Probit Analizi Parametre Tahminleri

%95 Giiven

Parametre Tahmin Std. z Sig. arahgl..
Hata Alt Ust
sinir sinir
Cinsiyet 0,656 | 0,225 | 2,917 | 0,004 | 0,215 | 1,097
Kanser Yaptigina fnanma | -1,357 | 0,479 |-2,831|0,005 | -2,296 |-0,417
Inanca Aykir1 Bulma -0,561 | 0,193 |-2,907|0,004 | -0,940 |-0,183
PROBIT Kardesin igmesi 0,368 | 0,184 | 1,995 | 0,046 | 0,006 | 0,729
Medeni Hal -0,424 | 0,263 |-1,610|0,107 | -0,941 | 0,092
Gelir 0,000 | 0,000 |-0,563|0,573 | 0,000 | 0,000
Yas -0,001 | 0,011 |-0,0910,928 | -0,024 | 0,021
Kesisim 0,849 | 0,670 | 1,267 | 0,205 0,179 | 1,518

Probit analizi lojistik regresyonla ayni1 degiskenleri anlamli bulup farkli olarak bir
degiskeni daha anlamli bulmustur. Bu degisken lojistik regresyon analizinde de anlaml
degisken olmaya olduk¢a yakin goriilmektedir. Lojistik regresyon analizi ile %71,4
olarak bulunan dogru siniflandirma orani, diskriminant analizinde %71,9 olarak
bulunmustur. Hem diskriminant analizi hem de lojistik regresyon analizinin farkli
adimsal yOntemleri ile yapilan analizlerde model kurmak i¢in anlamli bulunan
degiskenler kanser yaptigma inanma, cinsiyet, inanglarina aykir1 bulma ve kardesin

sigara igmesidir.
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6. SINIFLANDIRMA MODELLERINDE KARSILASTIRMA
6.1. Faktor Analizi

1930’lu yillarda calisilan faktor analizi 6zellikle sosyal alanlarda kullanilan, ilk
uygulamalar1 psikoloji alaninda yapilan ve bilgisayarlarin geligimi ile farkli alanlarda da
kullanilan ¢ok degiskenli istatistik yontemdir. Faktor analizi bash basina bir yontem
oldugu gibi temel islevi disinda diger baz1 yontemlerin uygulanmasinda da yararlanilan
yontemdir. Farkli ama¢ ve durumlar i¢in kullanilan faktér analizine degisik
tanimlamalar yapilmistir. Faktor analizi genellikle ¢ok sayidaki degiskenin daha az
sayidaki temel degiskenle incelenip incelenemeyecegi merak edildiginde
kullanilmaktadir. Cok sayidaki degiskenin birka¢ bashk altinda toplanip
toplanmayacagina karar veren, belli basliklarda toplanan verileri yeniden adlandiran bir
yontemdir. Boylece faktor analizi ile boyut indirgeyip degisken sayis1 azaltildigi gibi,
bu degiskenler smiflandirilmis da olmaktadir (Alpar, 2017). Birbiri ile iliskili
degiskenleri ayn1 gruba toplayarak az sayida yeni ve birbirleriyle iliskisiz degiskenler
bulmay1r amaglar (Toktay, 2017). Faktor analizi, birbiriyle baglantili ¢ok sayida
degiskeni bir gruba toplayarak, daha az sayida anlamli yeni degiskenler bulmayi
amaclayan istatistik yontem olarak da tamimlanabilir (Tavsancil, 2014 ). Faktor
analizinde amag degiskenler arasindaki korelasyonlar1 goz oniine alarak miimkiin olan
en az sayida degiskenler grubu belirlemektir. Boylece degiskenlerin temelinde yatan
ortak iligkiler analiz edilebilir. Faktor analizi ile elde edilen faktor olarak adlandirilan
yeni degiskenler diskriminant analizi, regresyon ve korelasyon analizi gibi yontemler
icin degisken olarak kullanilabilir (Albayrak, 2006).

Bu tanim ve amacglardan faktoér analizinde degiskenler arasinda bagimmli ve
bagimsiz degisken ayrimi olmadigi anlasilmaktadir. Aralarinda az veya ¢ok iligki
bulunan tiim degiskenler es anli olarak analiz edilmektedir. Diger bazi yontemlerde
oldugu gibi bagimlilik yapis1 arastirilmamaktadir. Faktor analizi yapilirken Oncelikle
verilerin faktorlenebilecek bir yapida olup olmadigma karar verilir. Cok degiskenli
varsayimlari saglayip saglamadigina bakilir.

Faktor ¢ikarma yontemlerinden biri ile faktor yiikleri matrisi ¢ikarilir. Bunun i¢in
en sik kullanilan yontemler temel bilesenler analizi ve en ¢ok olabilirlik yontemleridir.

Bunun devaminda ise faktor dondiirme yontemlerinden biri ile faktorler daha iyi
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yorumlanacak hale gerilmeye ¢aligilir. Daha sonra 6zdegerlerin incelenmesi ile analiz
sonucunda kag¢ faktoriin dikkate alinacagi belirlenmeye calisihir. Son olarak da
faktorlerin yani temel degiskenler altinda toplanan yeni degiskenlerin isimlendirilmesi,
yorumlanmasi ve aragtirmanin sonu¢ bolimiine gegilir. Faktor yiikleri temel bilesenler
yontemi, temel eksen faktorlestirme yontemi ve goriintii faktorlestirme yontemi gibi
yontemlerle elde edilebilir. Bu durumda veri matrisinin kendisi yerine veri matrisinden
elde edilen varyans-kovaryans matrisi veya korelasyon matrisi gibi ikincil verilerden
faydalanilir. Faktor analizinde, ¢ok sayida olmamak kosuluyla, kukla degiskenler
kullanilabilmektedir (Albayrak, 2005).

Biiyiikoztiirk (2002), faktor analizi temel kavramlarini ve Glgek gelistirmede
kullanim1 tizerine ¢alismustir. Isik ve ark. (2004), Tiirkiye ekonomisindeki finansal
krizlere faktor analizi uygulamislardir. Oven ve Pekdemir (2005), ofislerin kira
bedellerinde etkili olan degiskenleri faktor analizi ile incelemislerdir. Dogan ve
Basok¢u (2010), faktor analizi ve kiimeleme analizini karsilastiran bir calisma

yapmiglardir. Yaghoglu (2017), sosyal bilimlerde faktor analizi ve gecerlilik ¢caligmstir.

6.2. Kiimeleme Analizi

Kiime kelimesi denilince birbirine benzer nesnelerin olusturdugu topluluk akla
gelmektedir. Kiimeleme analizi, benzer goézlemleri bazen de benzer degiskenleri
homojen alt gruplara ayirmak i¢in kullanilan ¢ok degiskenli istatistik analiz teknigidir.
Benzer gozlemleri ayni kiimelere toplayarak boyut indirgeyen kiimeleme analizine
saglk, ziraat, ekonomi, anket ¢alismalar1 vs. bir¢ok alanda siklikla bagvurulmaktadir.
Kiimeleme analizi, genellikle gozlemleri kiimelere ayirmak icin kullanilsa da
degiskenleri kiimelemek i¢cin de kullanilabilecegi belirtilmektedir. Ancak degiskenlerin
kiimelere ayrilmasinda cogunlukla faktor analizi kullanilir. Kiimeleme analizi ile asir1
degerler de belirlenebilmektedir. Analiz sonucunda hi¢bir kiimeye dahil olamayan tek
basmna bir kiime olusturmus gibi sonu¢lanan bir goézlemin asir1 deger oldugu
diisiiniilebilir.

Bu analizin basarist i¢in aymi kiimede toplanan nesnelerin kendi aralarinda
miimkiin oldugunca benzer, kiimeler arasindaki farkin ise miimkiin oldugunca farkli
olmas1 istenir. Gozlemlerin gruplandirilmasinda kullanilan  kiimeleme analizi

diskriminant analizine de benzetilmektedir. Ancak kiimeleme analizinde, analiz
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sonucunda elde edilecek gruplar, diskriminant analizinde ¢aligmanin baslangicinda
yapilir. Bu daha dnce kesin bilinen 6ldii-yasiyor gibi gruplar veya arastirmacimnin kendi
tecriibe ve birikimi ile belirledigi gruplardir. Bu yoniiyle birbirine alternatif yontemler
olamazlar.

Kiimeleme analizi sonucunda elde edilecek kiime sayisini belirlemede standart bir
yaklagim bulunmamaktadir. Bu nedenle birden fazla sonug da elde edilebilir. Herhangi
bir gézlemin ait oldugu kiime, kullanilan yonteme ve kiime sayisina gore degisebilir. Bu
nedenle oOncelikle beklenen, analiz sonucunda kiimeler arasinda anlaml farklar
bulunmali1 ve olusan kiimeler kuramsal ag¢idan gecgerli olmalidir. Sonuglarin en dogru
degerlendirilebilmesi i¢in calisma konusu olan, alan bilgisine iyi hakim olmak
gereklidir. Kiimeleme analizi diger bazi istatistik yontemlerde oldugu gibi 6rneklemden
elde edilen sonuglara gore evren hakkinda tahminde bulunmaya imkan saglayacak bir
yontem degildir.

Kiimeleme analizi i¢cin 6nemli olan 6n degerlendirme degiskenler arasinda ¢oklu
baglant1 olup olmadigidir. Diger bazi yontemlerde aranan normallik, varyans
homojenligi gibi varsayimlar kiimeleme analizi i¢in ¢ok 6nemli degildir (Alpar, 2017).
Kiimeleme analizinde diger bazi yontemlerde oldugu gibi bagimli, bagimsiz degisken
ayrimi bulunmamaktadir. Kiimeleme analizi gozlemlerin tiim degiskenler {lizerindeki
Olciilen degerlerini hesaplayarak gozlemleri kiimelere aymrmaktadir. Goézlemler
arasindaki benzerlikleri belirlemek i¢in korelasyon olgiileri, uzaklik dlgiileri veya nitelik
veriler icin benzerlik Olgiilerini kullanmaktadir. Smiflama bagarili ise ayni kiime
icindeki gozlemler geometrik olarak birbirlerine yakin, farkli kiimeler arasindakiler ise
uzaktirlar (Kalayci, 2010)

Cakmak  (1999), kiimeleme analizinin  gegerliligi ve  sonuglarinin
degerlendirilmesini incelemistir. Cakmak ve ark. (2005), kiimeleme analizi ile illerin
kiiltiirel yapilarina gore smiflandirilmasit ve degisimlerini inceleme ¢aligmasi
yapmuglardir. Ersoz (2009), saglik gostergeleri iizerine ¢alisirken kiimeleme ve ayirma
analizlerinden faydalanmistir. Topak (2010), imalat sanayinde faaliyet gosteren firma
risklerinin belirlenmesi ¢calismasinda kiimeleme analizi iizerinde ¢alismistir. Altun Ada
(2011), AB iilkeleri ve Tirkiye’nin siirdiriilebilir kalkinma agisindan
degerlendirmesinde kiimeleme analizini kullanmistir. Celik (2013), kiimeleme analizi

ile Tiirkiye’de illerin saglik gdstergelerine gore smiflandirilma ¢aligmast yapmustir.
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6.3. Faktor ve Kiimeleme Analizlerinin Karsilastirma Uygulamasi

Universiteye giris sinavlarina hazirlanan 100 6grencinin yapnus olduklar1 netlere
gore benzer derslerin gruplandirilmak istendigi bir calisma ele alinsin. Benzer derslerin
ayni grupta toplanma durumlar1 faktor ve kiimeleme analizleri yapilarak iki yontem

arasinda karsilastirma yapilacaktir.

Tablo 6.1. Faktor Matrisi

Faktorler
1 2 3

Tiirkce 0,936

Dil 0,825

Cebir -0,758

Geometri | -0,718

Cografya 0,955

Felsefe 0,950

Tarih 0,939

Din 0,762

Fizik 0,952
Kimya 0,911
Biyoloji 0,733

Tablo 6.1’deki analiz sonuglarina gére Tiirkge, dil, cebir ve geometri dersleri ayni
faktor altinda toplanmistir. ikinci faktdrde tarih, cografya, felsefe ve din dersi

toplanmustir. Fizik, kimya, biyoloji ise li¢lincii faktorii olugturmustur.

86



Tablo 6.2. Ug Faktér ile Agiklanan Varyans Yiizdeleri

Dondiirilmiis
ilk 6zdeger Elde edilen yiiklerin kareleri yiikleril_l
Faktir toplam kareleri
toplamm
Toplam \{aryans. Bir.i-kimli Toplam \{aryans. Bir‘i-kimli Toplam
yiizdeleri | yiizde yiizdeleri | yiizde
1 3,839 | 34,896 | 34,896 | 3,839 | 34,896 | 34,896 3,215
2 3,201 | 29,103 | 63,998 | 3,201 | 29,103 | 63,998 3,368
3 1,320 | 12,002 | 76,000 | 1,320 | 12,002 | 76,000 2,872
4 0,907 8,242 84,242
5 0,579 5,264 89,507
6 0,401 3,641 93,148
7 0,306 2,778 95,926
8 0,230 2,088 98,014
9 0,108 0,986 98,999
10 0,071 0,645 99,644
11 0,039 0,356 | 100,000
Scree Plot

Eigenvalue
i

Component Number

Sekil 6.1. Yamag Grafigi

Yukaridaki Tablo 6.2 ve Sekil 6.1 incelendiginde dordiincii faktoriin total
degerinin 1 degerine yakin oldugu ve ii¢ faktorle toplam varyansin %76’s1 agiklanirken

dort faktorle bu oranin %84 oldugu goriilmektedir. Yine yamag grafigi incelendiginde
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de faktor sayismm dort olarak da belirlenebilecegi goriiliir. Faktor sayis1 dort olarak

belirlenip, analiz tekrar yapildiginda asagidaki sonuglar elde edilir.

Tablo 6.3. Faktor Matrisi

Faktorler

1 2 3 4
Dil 0,905
Tiirkce 0,839
Felsefe 0,976
Cografya 0,968
Tarih 0,968
Din 0,652 0,462
Fizik 0,966
Kimya 0,943
Biyoloji 0,659 0,325
Cebir 0,766
Geometri 0,735

Tablo 6.3’e gore faktor sayisi dort olarak segilip analiz yapilmasi durumunda,
derslerin gruplandigi dort faktoriin asagidaki gibi oldugu goriilebilir.

1. faktor: dil ve Tiirkge,

2. faktor: felsefe, cografya, tarih ve din

3. faktor: fizik, kimya, biyoloji

4. faktor: cebir ve geometri

Birinci faktor igin dil grubu, ikinci faktor igin sosyal bilimler grubu, ligiincii faktor
icin fen bilimleri grubu, dordiincii faktor igin matematik grubu isimlendirilmesi
yapilabilir.

Benzer olan sinavlar1 gruplama islemi faktor analizine benzer olarak kiimeleme
analizi ile yapilmasi durumunda elde edilen sonuglar asagida verilmistir. Faktor
analizinde oldugu gibi 6ncelikle derslerin ii¢ kiimeye ayrilmasit durumunda olusacak

gruplar igin Tablo 6.4’den yararlanilir.
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Tablo 6.4. Ug Kiimeli Gruplandirmada Kiime Uyelikleri

Sira | Dersler | Kiime | Mesafe
1 |Fizik 3 15,583
2 | Kimya 3 15,020
3 | Biyoloji 3 13,301
4 | Cebir 1 0,000
5 | Geometri 3 41,248
6 |Tarih 3 13,745
7 | Cografya 3 12,611
8 |Felsefe 3 13,264
9 |Din 3 12,929
10 | Tiirkge 2 0,000
11 |Dil 3 41,194

Birinci kiimeye sadece cebir dersi, ikinci kiimeye sadece Tiirk¢e dersi alinmigken,
diger tiim dersler ayni kiimeye toplanmistir. Tablo 6.5’de bu durumu her bir kiimeye

atanan ders sayilar1 ile vermektedir.

Tablo 6.5. Ug Kiimeli Gruplandirmada Her Kiimeye Isabet Eden Gozlem Sayis1

1 1,000
Kiime |2 1,000
3 9,000
Atanan 11,000
Atanmayan 0,000

Tabloya gore de birinci ve ikinci kiimeye sadece 1’er ders, liclincii kiimeye ise 9
ders atanmustir.

Dort grup olmalar1 durumundaki faktér ve kiimeleme analizlerini karsilastirmak
icin; faktor analizinde oldugu gibi kiime sayis1 dort olarak secilip analizler tekrar

yapildiginda kiimeler Tablo 6.6’daki gibi olugmaktadir.
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Tablo 6.6. Dért Kiimeli Gruplandirmada Kiime Uyelikleri

Sira | Dersler | Kiime | Mesafe
1 |Fizik 1 12,275
2 |Kimya 1 13,103
3 |Biyoloji 1 14,411
4 | Cebir 4 0,000
5 | Geometri 1 31,308
6 |Tarih 2 10,874
7 |Cografya 2 10,660
8 |Felsefe 2 10,883
9 | Din kiilttrti 2 11,775
10 |Tiirkge 3 0,000
11 |Dil bilgisi 2 35,069

Fizik, kimya, biyoloji ve geometri dersleri birinci kiimede toplanmistir. Tarih,
cografya, felsefe, din ve dil dersleri ikinci kiimeyi olusturmaktadir. Ugiincii kiimede
sadece Tiirk¢e dersi, dordiincii kiimede ise sadece cebir dersi yer almaktadir. Tablo

6.7°de bu durumu her bir kiimeye atanan ders sayilari ile vermektedir.

Tablo 6.7. Dort Kiimeli Gruplandirmada Her Kiimeye Atanan G6zlem Sayisi

1 4,000

. 2 5,000
Kiime 15 1,000
4 1,000

Atanan 11,000
Atanmayan 0,000

Tabloya gore birinci kiimeye 4, ikinci kiimeye 5, {iciincii ve dordiincii kiimelere
1’er ders atanmuistir.

Mevcut egitim sistemine gore derslerin gerek ii¢ gerekse dort gruba ayrilmasinda
faktor analizinin daha gergekci bir gruplandirma yaptigi diisiiniilebilir. Ug faktdre
ayrilan egitim gruplar1 isimlendirilecek olursa Tiirkge, dil, cebir ve geometri derslerine
esit agirhikly; tarih, cografya, felsefe ve din derslerine sozel agirlikli ve fizik, kimya,
biyoloji derslerine fen agirlikli smif dgrencileri denilebilir. Oysa kiimeleme analiziyle
dersler ii¢ kiimeye ayrildiginda, mevcut giincel egitim sistemi de gdz oniine alindiginda
iyi bir gruplandirma yapilamadigi sdylenebilir. Clinkii kiimeleme analizi, cebir ve

Tiirkce derslerini ayr1 birer kiime kabul etmis, diger tiim dersleri ii¢lincii kiimeye
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toplamistir. Derslerin dort gruba ayrilmasi halinde de faktor analizinin, egitim
sistemindeki duruma daha uygun sonuglar verdigi soylenebilir. Tiirkge ve dil dersleri
icin dil sinift; felsefe, cografya, tarih ve din dersleri i¢in sosyal bilimler sinifi; fizik,
kimya, biyoloji dersleri i¢in fen bilimleri sinift ve cebir, geometri dersi i¢in matematik
sinifi 6grencileri denilebilir. Dort kiime ile yapilan kiimeleme analizinin, ii¢ kiime ile
yapilan kiimeleme analize gore egitim sistemine daha uyumlu oldugu, ancak faktor
analizine gore yine zayif kaldig1 sdylenebilir. Clinkii kiimeleme analizi, Tiirk¢e ve cebir
derslerini yine ayr1 birer kiime olarak degerlendirmis; fizik, kimya, biyoloji ve geometri
derslerini bir kiimeye; tarih, cografya, felsefe, din ve dil derslerini de ayr1 bir kiimeye
toplamistir. Dort kiimeli kiimeleme analizinin, ii¢ kiimeli analize gére bir iyilesme
gosterdigi sOylenebilir. Tiirkge ve cebir derslerini yine ayri1 birer kiime olarak
degerlendirse de ayni kiimeye topladig: iiglincii kiimeyi ikiye ayirirken fizik, kimya,
biyoloji ve geometri dersleri i¢cin sayisal sinifi; tarih, cografya, felsefe, din ve dil

dersleri igin so6zel sinifi 6grencileri denilebilir.
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7. SONUC

Bu caligmanin gerek igerigi gerekse sonuclar1 degerlendirilirken istatistigin
deterministik degil stokastik iliskilerle ilgilendigi gercegi gbz dniinde bulundurulmadir.
Burada elde edilen sonuglar ile genel gecer kurallar elde edilmemis olup, bu ¢aligmada
kullanilan veriler ve simiilasyonlar ile elde edilen sonuglar paylasilmistir. Elde edilen
sonuclara gore herhangi iki veya daha fazla yontemin birbiriyle tamamen uyumlu
oldugu veya birinin digerlerinden daha {istiin oldugu sonucu c¢ikarilamaz. Benzer
calismalarin yapilmasi ve bu calisma sonuglar1 ile karsilastirilmasi halinde daha ¢ok
deger kazanacagi disiiniilmektedir. Herhangi bir konuda istatistik analiz sonuclarmi
degerlendirmek igin sadece konunun uzmani olmak yeterli olmadig: gibi sadece iyi bir
istatistik bilgisine sahip olmanin da yeterli olmadig1 unutulmamalidir. Bu ikisinin bir
arada olmasi her zaman miimkiin olmasa da konunun uzmanlar1 ile yapilacak ortak
calismalardan daha verimli sonuclar almacagi diisiiniilmektedir. Kullanilacak olan
yonteme karar verirken arastirma konusunun ve birimlerinin de dikkate alinmasi
onemlidir. Yanlis bir yontem veya karar sonucunda olumsuz etkilenecek olan aragtirma
birimleri de ydntem se¢mede hassasiyet nedenlerinden biri olabilir. Ornegin saglik
alaninda yapilan bir calismada kobay kullanilmasinda her ne kadar etik kurallara
uyulmasi gerekse de olumsuz etkileri dogrudan insanlara yansiyacak ¢aligmalarda ¢ok
daha titiz davranilmasi gerekmektedir.

Bu calismada tek degiskenli normallik degerlendirmeleri yapilirken literatiirde en
cok kullanilan yontemler kullanilmis olup bu yontemlerin, degiskenleri normallige
kabul etme derecelerinde farkliliklar bulundugu goézlemlenmistir. Ayn1 degiskenlerin
cok degiskenli normalliklerine de bakilarak tek ve cok degiskenli normallikler
arasmdaki iligkiye de bakilmustir.

DATA-1 verileri tek degiskenli normal dagilim i¢in Onerilen ve bu calismada
yararlanilan gorsel ve analitik yontemlerin tiimiine gore ayri1 ayri tek degiskenli
normalligi saglamistir. Bu veriler ¢cok degiskenli normallik sartin1 da saglamislardir.
Sadece bu veriler ile yapilacak olan degerlendirmeye gore tek degiskenli normalligi
saglayan verilerin her zaman ¢ok degiskenli normallik sartin1 da saglayacaklar1 veya
bunun tersi her zaman sodylenemez. Bu c¢alismanin DATA-2 olarak kullanilan

verilerinde bu durumun olmadig1 goriilmiistiir.
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DATA-2 verileri tek degiskenli normallik degerlendirmelerine gore tek degiskenli
normallik varsayimini saglamadiklar1 halde ¢ok degiskenli normallik sartini
saglamiglardir. O halde degiskenlerin tek degiskenli normalligi saglamamalar1 ¢ok
degiskenli normalligi de saglamayacaklar1 anlamina gelmeyebilir. Veya ¢ok degiskenli
normal dagilima uygun bulunan verilere ait degiskenlerin ayri1 ayr1 tek degiskenli
normalligi de saglayacaklar1 soylenemeyebilir.

DATA-3 verileri tek degigskenli normallik degerlendirmelerine gore tek degiskenli
normallik varsayimini sagladigi kabul edilebilecek degiskenler iken ¢ok degiskenli
normallik sartmi saglamadigi goriilmiistiir. Bu durum degiskenlerin tek degiskenli
normalligi saglamalar1 durumunda ¢ok degiskenli normalligi de saglayacaklar1 fikrine
uygun bulunmamastir.

Yontemlerin, degiskenleri normallige kabul etme derecelerindeki farkliliklar
DATA-1, DATA-2 ve DATA-3’de gbzlemlenmis bu durum DATA-4 verileri ile tekrar
incelenerek yOntemlerin ayn1 degiskeni normal dagilima uygun kabul etme
durumlarinin nasil oldugu anlagilmaya c¢alisilmistir. Bu yontemlerden, carpiklik ve
basiklik degerlerinin belli aralikta olmasini Oneren yonteme goére normallik sarti
genellikle saglanmaktadir. Bu yonteme benzer olan, carpiklik ve basiklik degerlerinin
kendi standart hatalarina boliinmesinin belli bir aralikta olmasini oneren yontem ise
sadece c¢arpiklik ve basiklik degerlerine bakan yontemden farkli olarak bazi
degiskenlerin normal dagilima uygun kabul etme araliginin u¢ degerlerine yaklastirarak
normal dagilima uygun bulmaktadir. Yani normallikten sapmaya yakin bulmaktadir.
Her iki yontemde de normal kabul etme igin standart bir aralik bulunmamasi bir
dezavantaj oldugu gibi bu yontemler garpiklik ve basikligi ayri ayr1 degerlendirmekte
olup, bunlardan birinin saglanip, birinin saglanmamast durumunda net bir sonug
vermemektedir. Ayni degisken i¢in basiklik ve carpikliktan birinin belirlenen aralikta
kalmasi digerinin araligin disinda kalmasi durumlarinda ayrica bir degerlendirme
gerektirmektedir.

Tek Ornek Kolmogorov-Simirnov testi, carpiklik ve basiklig1 ayr1 sonuglar olarak
vermeyip paket programlarin anlamlilik diizeyi olarak verdigi tek sonug ile karar
vermeyi kolaylastirmaktadir. Bu yontem yukaridaki iki yontem ile ayn1 degiskenler i¢in
karsilastirilmistir. Yukardaki yontemler ile degiskenlerin normal dagilima uygun kabul

etme araliinin u¢ degerlerine yaklagarak normal dagilima uygun bulunan degiskenler
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yani normallikten sapmaya yakin bulunan degiskenler Tek Ornek Kolmogorov-
Simirnov testi ile normal dagilima uygun olmadig1 goriilmiistiir.

Benzer sekilde diizeltilmis Kolmogorov-Smirnov (Lilliefors) testi de Tek Ornek
Kolmogorov-Simirnov testinin normal kabul ettigi bazi degiskenlerin normal dagilima
uygunlugunu reddedebilmektedir. Shapiro-Wilk istatistigi de diizeltilmis Kolmogorov-
Smirnov (Lilliefors) testinin normal kabul ettigi bazi degiskenlerin normalligini
reddedebilmektedir.

Normallik degerlendirmesinde bir degiskenin en ¢ok normallige uygunluk lehine
sonu¢ veren yontemin ¢arpiklik ve basiklik degerlerini dikkate alan yontemler oldugu,
anlamlilik diizeylerine bakarak degerlendirme yapan ydntemler arasinda ise Tek Ornek
Kolmogorov-Simirnov testi oldugu, en az normallige uygunluk Iehine sonug¢ veren
yontemin ise Shapiro-Wilk testi oldugu sdylenebilir. Bu durumda Shapiro-Wilk testinin
normale yakin olan degiskenlerin de normalligini reddedebildigi, Tek Ornek
Kolmogorov-Smirnov testinin ise normalden uzak verileri de normal kabul edebilecegi
sOylenebilir.

Normal dagilima uyan veya uymayan nicel veriler hatta nitel verilerin korelasyon
katsayisi kargilastirmalarinda bu ¢alismada kullanilan veriler i¢in Pearson, Spearman ve
Kendall's tau yontemleri benzer sonuglar vermistir.

Diskriminant analizi, lojistik regresyon analizi ve probit analizi karsilagtimalar1 su
Ozellikteki veriler i¢cin yapilmistir:

e Teck ve ¢ok degiskenli normal dagilima uygun, varyans ve kovaryans
homojenligi olmayan veriler

e Tek degiskenli normal olmayip, ¢oklu normalligi saglayan; varyans ve
kovaryans homojenligi olan veriler

e Tek degiskenli normal olmayip, ¢oklu normalligi saglayan; varyanslari
homojen, kovaryanslart homojen olmayan veriler

e Tek degiskenli normallige uygun, c¢oklu normalligi saglamayan;
varyanslar1 homojen, kovaryanslar1 homojen olmayan veriler

e Kategorik bagimsiz degiskenli veriler.

Yukarida verilen tek ve cok degiskenli normallige uygunluk ile varyans,
kovaryans homojenligi sartlarina uyma durumlarina gore farklilik gdsteren veriler igin

diskriminant, lojistik regresyon ve probit analizi sonuglar1 karsilastirilmistir.
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Yontemlerin modele aldiklar1 degiskenler arasinda ve dogru siniflandirma yiizdeleri
arasinda 6nemli bir fark bulunamamastir.

Daha ¢ok degiskenleri benzer gruplara ayirmak i¢in kullanilan faktor analizi ile
gbzlemleri benzer gruplara ayirmak icin kullanilan kiimeleme analizinin sonuglarinin
benzer olmadigi sdylenebilir.

Bu ¢alisma sonucunda istatistiksel yontemlerin sonuglar1 degerlendirilirken, tek
bir yonteme gore karar vermek yerine farkli yontemlerin sonucglarini birlikte
degerlendirmenin ve ¢aligmanm 6nemi dikkate alinarak degerlendirme yapmanin daha

uygun olacag diisiiniilmektedir.
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