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Tiirkce 1920’lerden giinlimiize kadar gelen siirecte Dil Devrimi’nin etkisiyle dnemli
yapisal degisikliklere ugradi. Dil Devrimi’nin amaglarina uygun olarak Tiirkge
tizerinde yabanci dillerin etkisini azaltacak sekilde adimlar atildi. Bu miidahaleler
sebebiyle dile pek c¢ok yeni kelime girerken bir o kadar kelime de giinlimiizde
kullanilmamaya baslandi. Kelime dagarcigindaki degisimlerin disinda dilin imla ve
gramer kurallarinda da degisiklikler goriildii. Bu calismada Tiirk¢e’nin bu hizh
degisimini motivasyon kabul ederek bu ¢alismada es anlamli kelimelerin diyakronik
hesaplamali diyakronik analizi gerceklestirildi. 1lk olarak 1920’lerden 2020’lere
kadar donemi kapsayan modern Tiirkge’nin en biiyiik diyakronik korpusu
Turkronicles’t olusturuldu ve bu korpus iizerinde frekans analizleri gerceklestirildi.
Ayrica korpusla beraber diyakronik analizlerde n-gram’lar, diyakronik kelime
vektorleri, bir yazilim kiitiiphanesi, dijitallestirilmis karsiliklar sozligi gibi cesitli
kaynaklart kullanima sunuldu. Analizlerimiz sonucunda Tirk¢e’nin kelime
dagarciginin yillar gectikge dnemli Slciide degistigini gordiik. imla kurallarinin nasil
degistigini gézlemlemek i¢in spesifik olarak sonu -b/-p ve -d/-t ile biten kelimeleri
inceledik ve benzer bir sonugla karsilasildi. Analizler biitiiniiyle ele alindiginda

olusturdugumuz kaynaklarin aslinda diyakronik analiz i¢in uygunlugunu gosterdi ve
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dilin ne olclide degistigini gozler dniine serdi. Ardindan bu kaynaklar1 kullanarak
farkli tarihlerde kullanilmis es anlamli kelimeleri tespit etmeye yarayan iki farkli
yontem Onerdik. Bu yoOntemler esasinda ortogonal doniisiim matrisini bulmaya
dayanir. Sonrasinda 6nerdigimiz yontemler dogrusal doniisiim matrisine dayali temel
bir yontem ile karsilastirildi. Yontemlerin basarisi iki farkli vektor algoritmasi
tizerinden test edildi. Buna ek olarak zaman farki arttikga yontemlerin
performansinin nasil degistigi gézlemlenip degerlendirildi. Deneylerin sonuglarinda
Onerilen yontemlerin temel yontemden daha iyi bir performans sergiledigini ve
zaman farkina daha dayanikli oldugu gozlemlendi. Son olarak es anlamli kelimelerin
zamanla anlaminin nasil degistigini gormek adina ¢esitli deneyler yuritildi. Spesifik
olarak es anlamli kelimelerin anlam daralmasi ve genislemesi dinamikleri incelendi.
Ilk olarak Turkronicles korpusunda yer alan hatali kelimeleri diizeltmek icin bir
Kodlayici-Coziicii modeli egitildi ve bir test kiimesi olusturuldu. Hatali kelimeler
diizeltildikten sonra anlam daralmasi ve genislemesini kelime iliski ¢izgesi ve bir
merkeziyet olgiitii etrafinda modellendi. Ardindan bu 6l¢iitiin bir es anlaml ¢ifti igin
zaman boyunca nasil degistigini gézlemlemek i¢in Spearman korelasyon katsayisini
hesaplandi. Son olarak birbirlerinin degisimini ne kadar etkiledigini 6lgmek icin bir
Dogrusal Karma Model egitildi. Deney sonuglarmma dayanarak es anlamli bir

kelimenin anlami genislerken digerinin anlaminin daraldig tespit edildi.

Anahtar Kelimeler: Diyakronik analiz, Dogal dil isleme, Tiirk¢e korpus, Es
anlamlilar, Semantik degisim, Dil degisimi
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ABSTRACT

Master of Science
COMPUTATIONAL DIACHRONIC ANALYSIS OF TURKISH SYNONYM
WORDS

Umur Togay Yazar

TOBB University of Economics and Technology
Institute of Natural and Applied Sciences
Computer Engineering Science Programme

Supervisor: Prof. Dr. Ahmet Murat Ozbayoglu
Date: December 2024

Turkish has undergone significant structural changes from the 1920s to the present
day, influenced by the Turkish Language Reform. In line with the aims of the
Language Reform, steps were taken to reduce the influence of foreign languages on
Turkish. As a result of these interventions, many new words were introduced into the
language, while many words fell out of use over time. Beyond changes in
vocabulary, modifications were also observed in the spelling and grammar rules of
the language. This study takes the rapid evolution of Turkish as its motivation and
conducts a diachronic computational analysis of synonym words. First, we created
Turkronicles, the largest diachronic corpus of modern Turkish, covering the period
from the 1920s to the 2020s, and performed frequency analyses on this corpus.
Additionally, we made various resources available for diachronic analyses, such as n-
grams, diachronic word vectors, a software library, and a digitized dictionary of
synonym words. Our analyses revealed that Turkish vocabulary has significantly
changed over the years. To observe changes in spelling rules, we specifically
examined words ending in -b/-p and -d/-t and encountered similar results. Overall,
our analyses demonstrated the suitability of the resources we created for diachronic
analysis and highlighted the extent of evolution of Turkish. Using these resources,
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we proposed two different methods to identify synonym words used in different time
periods. These methods are essentially based on finding an orthogonal transformation
matrix. We then compared the proposed methods to a baseline method, which relies
on a linear transformation matrix. The effectiveness of our methods was tested using
two different vector algorithms. Furthermore, we observed and evaluated how the
performance of the methods varied with increasing temporal differences. Our
experimental results showed that the proposed methods outperformed the baseline
method and were more robust to temporal differences. Finally, we conducted various
experiments to explore how the meanings of synonymous words change over time.
Specifically, we examined the dynamics of semantic specialization and
generalization of synonymous words. Initially, we trained an encoder-decoder model
to correct misspelled words in the Turkronicles corpus and created a test set. After
correcting the misspelled words, we modeled semantic specialization and
generalization using a word association graph and a centrality measure. To observe
how this measure changes over time for a pair of synonyms, we calculated the
Spearman correlation coefficient. Lastly, we trained a Linear Mixed Model to
measure the extent to which the changes in one synonym affect the other. Based on
the experimental results, we found that when the meaning of one word generalizes,

the meaning of its synonym tends to specializes.

Keywords: Diachronic analysis, Natural language processing, Turkish corpora,
Synonym words, Semantic change, Language change
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1. GIRIS

Diller, insan iletisiminin dogasini yansitir. Cesitli i¢sel ve dissal faktorlerin etkisiyle
zamanla evrilir. Teknolojik ilerlemelerle birlikte ortaya ¢ikan yeni konseptleri
tanimlamak i¢in yeni terimler dilde yer bulmaya baslar. Yalmzca teknolojik
gelismeler degil, kiiltiirel degisimler farkli diller arasinda kelimelerin
benimsenmesine veya uyarlanmasina neden olur. Tiirkiye’de ve Tiirkge’de belirgin
bir sekilde goriildigli tlizere, Siyasi kararlar da Ozellikle hiikiimetlerin veya
kurumlarin dil kurallarini diizenleyen politikalar da dil degisimlerinde 6nemli bir rol
oynar. Bu degisim, tamamen yeni kelimelerin yaratilmasi, modast ge¢mis terimlerin
yavas yavas ortadan kalkmasi ve kelimelerin orijinal anlamin1 kaybetmesi ya da daha
genel bir kullanima sahip olmas1 gibi bir¢ok farkli sekilde kendini gosterir. Bunlarin
disinda dilin diger katmanlarinda da degisiklikler yasanabilir; telaffuz kaliplarini
degistiren fonetik kaymalar, kelime olusum kurallarin1 etkileyen morfolojik
diizenlemeler baslica degisen elementlerdir (Aitchison, 2001; McMahon, 1994,
Bybee, 2015). Tim bu faktorler, toplum ve dil arasindaki karmasik iliskiyi ortaya
koyarak, dis ve i¢ faktorlerin dil degisimi iginde nasil yer aldigin1 gézler Oniine serer.
Ancak, Tiirk¢e’nin son yiiz sene icindeki doniisiimii, diger dillerde goriilen dogal
degisimlerden farkli olarak, devlet eliyle yonlendirilmis benzersiz bir degisim
stirecine sahne olmustur. 1923 yilinda Tiirkiye Cumbhuriyeti’nin kurulmasinin
ardindan, modernlesme yeni hiikiimetin temel hedeflerinden biri haline gelmistir. Bu
baglamda, iki biiyiik dil reformu gerceklestirilmistir. ilk olarak Arap-Fars alfabesi
birakilarak 29 harfli Latin alfabesi benimsendi. Sonrasinda dilin sadelestirilmesi ve
arindirtlmasi amaciyla, Osmanli Tiirk¢esi’'nde yogun olarak kullanilan Farsca ve
Arapga kokenli kelimelerin yerine, Tiirkge kokenli kelimeler kullanilmaya
baslanmigtir. Bu reformlar kapsaminda, Tiirk¢e’de siklikla neolojizm Ornekleri
goriilmeye basland1 ve Tiirkge soz varligr kokli bir sekilde degisime ugradi.
Tirk¢e’nin bu sistematik ve kasitli doniisiimii, dilin siyasi ve kiiltiirel glindemler

tarafindan nasil sekillendirilebilecegine dair dikkat cekici bir ornek olarak One
¢ikmaktadir.



Tiirkceye sistematik bir sekilde yapilan diizenlemeler dilin yapisinda kokli
degisimlere sebep olmustur. Tiirk¢e’nin ne denli degistigini anlamak igin Mustafa
Kemal Atatiirk’iin Nutuk eseri incelenebilir. Nutuk’un 1927 yilinda yazilmis
versiyonu geng nesiller tarafindan gitgide daha az anlagilmaya basglaninca 1960’larda
tekrar modern Tiirkge olarak tekrar basilmistir (Lewis G. 1999). Bu tez ¢alismasinda
Tiirk¢e’nin bu hizli degisimini motivasyon alarak Tiirk¢e’deki es anlamli kelimelerin
dildeki degisimlerini diyakronik bir yaklasimla, dogal dil isleme teknikleri

kullanilarak incelenmistir.

Ik olarak Tiirkce diyakronik kaynak derlemini Turkronicles'r olusturduk.
Turkronicles, Resmi Gazete ve Tirkiye Biiyilk Millet Meclisi belgelerinden
olusturulmus, 1920'den 2022'ye kadar olan donemi kapsayan bir Tiirk¢e diyakronik
korpustur. Turkronicles, 45 bin belge ve 842 milyon token® icererek Tiirkce’ nin
dilsel evrimini analiz etmek ve tarihi Tirkce belgeleri islemek i¢in modeller
gelistirmek adina 6nemli bir kaynak. Buna ek olarak, diyakronik derlemler tizerinde
hesaplamali diyakronik analiz yapilabilmesini miimkiin kilan bir kiitiiphane
gelistirdik. Ayrica, Turkronicles’ kullanarak Tiirk¢e kelime dagarciginin ve yazim
kurallarmin 1920'den bu yana nasil degistigi. Analizimiz, kelime dagarciginin 6nemli
Olclide degistigini ve bazi kelimeler i¢in birden fazla yazim bi¢iminin bulundugunu
ortaya koymaktadir. Ozellikle, beklendigi gibi, kelime dagarciginin farklilasmasimin
zamanla arttifin1 gozlemlendi. Kelime dagarcigindaki bu Onemli degisimlere
ragmen, eski Tiirkce kelimelerin yeni tiiretilmis kelimelerle ayni anlamlara sahip
oldugunu kelime vektdr modelleri kullanarak tespit etmenin miimkiin oldugunu
gosterilmigtir. Yazim kurallariyla ilgili olarak, sapka isaretlerinin kullaniminda
belirgin bir azalma tespit edildi. Spesifik olarak b ve d harfleriyle biten kelimelerin
biiyiik olctide, sirastyla p ve t harfleriyle biten karsiliklariyla degistirildigini, ancak

ilk bigimlerin hala kullanimda oldugu gozlemlendi.

Diyakronik korpusu olusturduktan sonra bu korpusu kullanarak farklt zaman
dilimlerinde kullanilan es anlamli kelimelerin tespit edilmesi igin iki farkli yontem
onerildi. Ik yontemde, ilgili zaman dilimlerindeki belgelerden olusturulan vektdr
uzaylarin1 hizalamak i¢in Ortogonal Procrustes Problemi’nin ¢éziimiinii kullandik.

Ikinci yontemde ise ilk ydntemi genisleterek, yillar boyunca kelimelerin frekanslari

! DDI’de bir model tarafindan islenen bir metin birimi.
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arasindaki Spearman Siralama Korelasyonu dahil edildi. Ayrica, hedef zaman dilimi
1960'lardan 1980'lere kaydiginda oOnerilen yontemlerin etkinliginin tutarli kaldigi

gozlemlendi.

Son olarak es anlamli kelimelerin anlamsal degismesinin anlam degisim mekanikleri
ile nasil uyum sagladigi arastirildi. Spesifik olarak kelimelerin baska bir anlam
alanina girdigi durumlarda, bu anlam alanina karsilik gelen diger bir kelimede anlam
daralmasi olup olmadigini es anlamli kelimeler iizerinden incelendi. Problem ilk
olarak kelime iliski ¢izgesi tizerinden analiz edildi ve anlam degisimlerini 6lgmek
icin bir ¢izge merkeziyet 6lgiitii olan Ara Merkezilik degeri kullanildi. Deneylerde
incelenen esanlamli kelimelerin zaman serilerinin bilylik ¢ogunlugunda hipotezi
destekler nitelikte korelasyon katsayisi tespit edildi ve bunlarin ¢gogunun istatistiksel
olarak anlamli ¢iktigin1 gozlemlendi. Bu bulgular1 desteklemek amaciyla zaman
serileri lizerinde bir Dogrusal Karma Model egitildi ve bir kelimenin digerine sabit
etki katsayisinin negatif isaretli oldugu bulundu. Bu sonuglar, esanlamli kelimelerin

anlamlarinin birbirine zit yonde degistigine dair kanitlar sunmaktadir.

Bu calismada, Tirkce’nin tarihsel siirecteki degisimlerini analiz ederek dildeki
degisimin etkilerinin gozlemlenmesi hedeflendi. Ozellikle, es anlamli kelimelerin
farkli donemlerdeki kullanimlari ve anlam kaymalarii incelenerek yapilan
calismalar {ic ana baslik altinda ele alindi. Elde edilen bulgular, Tiirk¢e’nin 20.
ylizyildan itibaren hizli bir doniisiim gecirdigini ve dilin, tarihsel, politik ve kiiltiirel
etkilerle nasil sekillendigini ortaya koymaktadir. Bu tez ¢alismasi, hem Tiirk¢e nin
degisimi hakkinda 6nemli veriler sunmakta hem de dogal dil isleme yontemleriyle

tarihsel metinlerin analizi igin gesitli yaklasimlar 6nermektedir.

1.1 Literatiur Taramasi

Bu boliimde literatiirde var olan ¢alismalar ti¢ farkli baslikta ve bu tezin literatiire

katkilarina paralel olacak sekilde incelendi.

1.1.1 Tiirkce korpuslar ve diyakronik calismalar

Tiirkge igin Dogal Dil Isleme (NLP) kaynaklari, Ingilizce'ye kiyasla oldukga sinirli
olsa da, akademik ¢aligmalarda siklikla kullanilan birkag Tiirk¢e korpus
bulunmaktadir. METU Korpus (Say ve dig., 2002) ve Tiirk¢ce Ulusal Korpus (TNC)
(Aksan ve dig., 2012), farklh tiirlerden belgeler iceren genel amacli, tiir dengeli
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Tiirk¢e korpuslardir. METU Korpus 2 milyon token igerirtken, TNC, sozciik sinifi
etiketlemeleriyle 50 milyon kelimeye sahiptir. Her iki korpus da 1990'dan once
yazilmis belgeler igermemektedir. Ancak, bu veri setleri zaman kapsamlari
diyakronik analiz i¢in bizim korpusumuzla karsilastirildiginda olduk¢a kisithdir.
Literatiir arastirmamiza gore Tiirk¢e i¢in erken cumhuriyet doneminden gilinlimiize
uzanan, nispeten biiyiik sayilabilecek, yalnizca bir diyakronik korpus bulunmaktadir.
Bu korpus, 1920-2015 yillar1 arasindaki parlamento oturumlarina ait tutanaklardan
olusan TBMM Korpusudur (Giingér ve dig., 2018). Bu dokiimanlar
milletvekillerinin konusmalariin tam transkript versiyonlar1 oldugundan, bu korpus
modern Tiirk¢e’nin tarihsel evrimini yansitabilir. Bu tez ¢alismasinda ise, parlamento
kayitlarinin zaman araligin1 2022'ye kadar uzatarak ve 1921-2022 yillar1 arasinda
yayimlanan Resmi Gazete sayilari taranarak daha kapsamli bir korpus olusturuldu.
Boylece, literatiir arastirmasina gore, Turkronicles, Tiirk¢e'nin dil dinamiklerine ve
Tiirkiye'nin siyasi sdylemine dair tarihi bir bakis sunan en biiyiik diyakronik korpus

olma 6zelligini tasir.

Literatiirde, dil degisiminin c¢esitli yonlerini diyakronik bir perspektifle ele alan
bir¢ok calisma bulunmaktadir. Michel ve dig. (2011) ile Lieberman ve dig. (2007)
Ingilizce’nin evrimsel dinamiklerine odaklanmslardir. Esas olarak kelimelerin farkli
zaman dilimlerindeki frekans analizi iizerine inga edilen bu galismalar, tarih boyunca
dil ile ilgili degisimleri incelemekte ve dilin degisimdeki uzun vadeli kaliplart ve
kiiltiire] degisimlerin etkilerini ortaya koymaya calismaktadirlar. Farkli bir
metodolojik yaklasim olarak, Pechenick ve dig. (2015) Ingilizce’nin evrimini
incelemek i¢in JSD gibi bilgi teorisi yontemlerini sunulan Google Books veri seti
(Michel ve dig., 2011) iizerinde kullanmislardr.

Ingilizce i¢in birgok diyakronik analiz ¢alismasi bulunmasina ragmen, Tiirkce igin
yapilan ¢aligmalarin sayis1 simirlidir. Bu ¢alismalar, dilin ¢esitli yonlerini diyakronik
olarak incelemektedir. Ornegin, Salan ve Kabay1 (2022) ile Vahit (2003), Tiirk¢e
kelimelerdeki kelime basi {inliilerindeki ses degisimlerine dair kapsamli incelemeler
sunmakta ve farkli dillerin sozliiklerini inceleyerek bu fenomenin Orneklerini
bulmaktadirlar. Sultanzade (2012), Dede Korkut Kitabi'ndaki bir dizi fiilin valans
degisimini niteliksel ve niceliksel olarak incelemis ve bunlari modern Tiirkge’deki
karsiliklariyla karsilastirmistir. Aksan (1965) ve Bahattin (2003) semantik degisimi

incelemistir. Hesaplamali yontemler kullanarak Tiirkge’yi bir korpus iizerinden



diyakronik inceleyen arastirmalar da mevcuttur. Ornegin, Can ve Patton (2010),
kelime uzunluklari, sikliklart ve yazarlarin yazim stillerindeki degisikliklerini
1900’lerin basindan 1990’larin sonuna uzanan aralikta kapsayan edebi eserlerin
olusturdugu bir korpus {lizerinde incelemis ve istatistiksel modeller kullanarak
Olglimlemistir. Ayrica, Altintag ve dig., (2007) tarafindan yapilan ¢alisma, edebi
eserlerin farkli zaman araliklarindaki ¢evirilerini karsilastirarak kelime koklerinin
uzunlugunun zamanla azaldigini, eklerin uzunlugunun ise zamanla arttig1 sonucuna
ulagmistir. Aragtirmalarimiza dayanarak, Giingoér ve dig. (2018) tarafindan yapilan
calisma, Tirk¢e dilini biiyiik korpus tabanli diyakronik bir sekilde analiz eden bu
calisma, bu tez calismasmna en yakin calismadir. Bu ¢aligma, yakin esanlamli
kelimelerin sikliklarindaki degisimleri ve konu dagilimlarint LDA yo6ntemini
kullanarak Tiirkge’nin dil degisimini gozler oniine serer. Bu tez calismasinda ise,
daha biiytik bir korpus iizerinde kelime dagarcigi ve yazim kurallarindaki degisimi

gozlemlemek i¢in farkli hesaplamali yaklasimlar kullanilmistir.

1.1.2 Es anlamh kelimelerin diyakronik tespiti

Neolojizm, yeni kelimeler veya kavramlar yaratmay1 ifade eder ve genellikle dil igi,
dil dis1 ve semantik mekanizmalar tarafindan yonlendirilir (Rodriguez Guerra, 2016).
Dilbilimde, neolojizm 6nemli bir kavramdir ¢iinkii dillerin kiiltiirel ve teknolojik
degisimlere nasil uyum sagladigini ortaya koyan mekanizmalar1 aydmlatir (Taylor,
2015). Ayrica, neolojizm anlayisi, dilbilimcilere diller arasindaki etkilesim
baglaminda dil degisimini ve evrimini izleme imkani tanir (Bybee, 2015).
Literatiirde, neolojizme hesaplamali bir perspektiften yaklasan calismalar
bulunmaktadir. Pechenick ve dig. (2015) ve Michel ve dig. (2011) Ingilizce {izerinde
diyakronik bir analiz gerceklestirerek, Ingilizce’yi on yillik dilimlerle karsilastirarak

dildeki degisiklikleri frekans tabanli yontemlerle gozlemlemislerdir.

Dagilimsal anlam yontemlerinin uygulanmasiyla, vektor temsilleri (Mikolov ve dig.,
2013), DDI c¢alismalarinda etkili bir sekilde kullanilmis ve cesitli dilbilimsel
hipotezlerin test edilmesine olanak tanimistir (Xu ve Kemp, 2015; Ryskina ve dig.,
2020). Kelime vektorlerinin siklikla kullanildigi alanlardan biri diyakronik analizdir.
Semantik degisimde, genellikle bir diyakronik korpus belirli zaman dilimlerine
ayrilir ve her bir dénem i¢in farkl tiirdeki kelime gomme algoritmalar1 kullanilarak

bir vektor alani elde edilir (Kulkarni ve dig., 2015; Hamilton ve dig., 2016; Rudolph



ve Blei, 2018). Kelime vektorleri olusturulduktan sonra, bu alanlar farkli zaman
dilimlerinde vektor karsilagtirmalari yapmak ic¢in hizalanir. Vektor alanlarim
hizalamak i¢in g¢esitli yontemler vardir, bunlar arasinda dogrusal doniisiimler
uygulama (Kulkarni ve dig., 2015), Ortogonal Procrustes hizalamasiyla ortogonal
doniislim matrisi bulma (Hamilton ve dig., 2016) ve sorgu kelimesinin vektoriinii,
hedef zaman dilimindeki iliskili kelimeleri dahil ederek hizalama (Zhang ve dig.,
2015) yer almaktadir. Baska bir yaklasim olarak, bazi arastirmacilar, hizalamay1
egitim asamasinda dikkate alarak kelime vektorlerini ortak bir sekilde egitmeyi
disiinmiislerdir (Yao ve dig., 2018; Di Carlo ve dig., 2019). Bu tez ¢alismasinda,
Ortogonal Procrustes Hizalamasi kullanilmigtir. Ayrica, Spearman Korelasyon
Katsayisi’n1 temel alan bir siralama mantigini entegre ederek Onerilen yontem

basarisi arttirilmistir.

Birgok aragtirmaci, kelime vektorlerini kullanarak neolojizmin etkilerini ele almistir.
Zhang ve dig. (2015) yerel ve global karsilik eslestirmesi yaparak bir sorgu
kelimesinin  karsiligin1  bulmuslardir. Global karsilik  yaklagiminda, tohum
kelimelerinin zamansal temsilleri arasindaki Oklid mesafesini minimize ederek bir
doniistim matrisi elde etmislerdir. Yerel karsilik yaklagiminda ise, sorgu kelimesinin
karsiligin1 bulmak i¢in semantik bir ¢izge temsili olusturmuslardir. Ancak, Zhang ve
dig. (2017), aym global doniisiimiin tiim kelimelere uygulanmasi durumunda
performans kayb1 gozlemlemislerdir. Her bir kelime ic¢in doniisim matrisi
olusturarak global doniisim yaklagimmin performans kaybini asmislardir. Bu
calismalar, analojik karsiliklar bulmayir amacglamaktadir, Ornegin, 1987-1991
yillarindan Walkman?  kelimesini  bulmak igin 2002-2007 yillarindan iPod
kelimesinin kullanilmasi (Zhang ve dig., 2015). Bu, bizim durumumuzdan farklidir
clinkii analojik karsiliklar bulmak, eslesen kelimelerin benzer veya iligkili semantik
alanlara ait olmasi gerektirir; zira sorgu kelimelerinin tam anlami 6nceki zaman
dilimlerinde ortaya ¢ikmamis olabilir. Buna karsilik, bu tez ¢alismasinda, Tiirk Dil
Devrimi nedeniyle modern Tiirk¢e kelimelerle degistirilmis, genellikle Arapca ve
Fars¢adan alinan kelimelere odaklanilmistir. Bu nedenle amag, belge-vesika gibi tam
olarak aymi kavram veya anlamla karsilik gelen kelimeleri bulmaktir. Bir diger fark

ise, tiim bu ¢alismalarin Ingilizce iizerinden yiiriitiilmesidir. Bildigimiz kadariyla,

2 Miizik galar.



calismamiz, Tiirk¢e’de neolojizmi hesaplamali bir perspektiften inceleyen ilk

caligmadir.

1.1.3 Anlam degisimi

Literatiirde semantik degisim uzun yillardan beri tarihsel dilbilimciler tarafindan
incelenen bir alandir. Bréal (1897) semantik kavramini tanimlarken ayni zamanda
insan dilini sekillendiren kurallar1 semantik acidan inceledi. Ardindan degisimleri
kategorilerine ayirip degisim sebepleri i¢in Ongoériiler ortaya koydu. Semantik
kavraminin ile ilgili 6gretilerin ortaya ¢ikmasindan sonra yapisal yaklasimlarin ile
semantik degisim tizerindeki rolii arastirmacilarin dikkatini ¢ekti ve anlamsal
degisimleri arastiran c¢aligmalar anlam alanlar1 iizerinden incelenmeye baslandi
(Stern, 1931; Traugott, 1985). Son c¢alismalarda odaklanilan nokta ise anlam
degisiminin dil bilimsel sebepleri ve mekanizmalarinin yaninda bu olgunun bilissel
stireclerine dayanir (Traugott, 1985). Bu bilissel siireglere 6rnek olarak konusmacinin

ve dinleyicinin konusmadaki rolii, analojik diistince gibi faktorler sayilabilir.

Vektor gosterimlerinin ortaya ¢ikmasi ve biiylik 6lg¢ekli korpuslarin erigiminin
kolaylagsmastyla anlam degisimi dogal dil isleme komiinitesinin odagina girmistir.
DDIi alaninda vyiiriitiilen semantik degisim calismalarinda, diyakronik bir korpus
genellikle belirli zaman dilimlerine ayrilarak her donem i¢in farkli kelime vektor
algoritmalar1 ile bir vektér alani olusturulur (Kulkarni ve dig., 2015; Hamilton ve
dig., 2016; Rudolph ve Blei, 2018). Bu vektor alanlari, kelimelerin farklh

donemlerdeki degisimlerini analiz etmek amaciyla hizalanarak karsilastirilir.

Anlam genislemesi ve daralmasi konusunda literatiirde vektorleri ve cizgeleri
kullanan ¢alismalar mevcuttur. Bu konuda bazi ¢alismalar ortak-olusum matrislerine
bagli olusturulan vektorlere dayanir (Sagi ve dig., 2009; Tang ve dig., 2016). Daha
sonra bu kelimelerin zaman boyunca ilgili dlgiitlerle vektorel degisimlerine bakarak
anlamin ne kadar daraldigi veya genisledigi 6l¢iilmeye ¢alisilir. Burada vektorlerin
bilesenleri olusturulurken farkliliklar goriilebilir. Ornegin, Sagi ve dig. (2009)
dogrudan ortak olusum vektorlerini kullanirken Tang ve dig. (2016) ise vektorlerde
entropideki degisime bakarak genislemeye veya daralmaya karar vermistir. Farkli bir
yaklagimda ise dogrudan ortak-olusum matrisi bir ¢izge olarak goriiliip bu ¢izge
tizerinde kiimeler birer anlam alan1 olarak diisiiniilmektedir. Ardindan bu kiimelerin

degisimi zaman i¢inde takip edilip anlam alanlarinin ne tiir bir anlamsal degisime



ugradigi tespit edilir (Mitra, ve dig., 2015). Cassotti ve dig., (2024) baglamsal kelime
vektor modelleriyle (RoBeRTa-Large), WordNet tabanli senkronik anlam
iliskilerinden yararlanarak kelimeler arasindaki anlamsal iligkileri siniflandirmis ve
bunlar1 genisleme ve daralma dahil olacak sekilde anlam degisim tiirleriyle

eslestirmisgtir.

Onceki calismalar incelendiginde Ingilizce igin yapilan pek ¢ok arastirma oldugu
goriiliiyor. Literatiir arastirmamiza gore Tiirk¢e’de heniiz hesaplamali olarak anlam
genislemesi ve daralmasini inceleyen bir ¢alisma bulamadik. Bu ¢alismada
digerlerinden farkli olarak Tiirk¢e dilinde anlam genislemesi ve daralmasini
incelendi. Ayrica yontem ve Olglit olarak diger calismalardan farkli bir sekilde

anlamsal degisim modellendi.



2. TURKRONICLES: TURKCE iCiN DIYAKRONIK KAYNAKLAR

Yasayan her canli varlik gibi, diller de zamanla pek ¢ok farkli perspektiften degisime
ugrar. Bu degisimlerin temelinde teknolojik gelismeler, sosyal degisimler, kiiltiirel
gecisler ve siyasi kararlar gibi bir¢cok etken vardir. Dilin kelime hazinesine yeni
kelimelerin eklenmesi, kelimelerin zamanla yok olmasi, anlam, ses yapisi, bigim ve
dilbilgisi kurallarinda yasanan degisimler dillerin gecirdigi degisimin baglica

kategorilerini olusturur (McMahon, 1994; Aitchison, 2001; Bybee, 2015).

Tiirkge, son yiizyilda diger dillere kiyasla dikkate deger bir sekilde farkli bir degisim
yolunu takip etti. 1923'te Tiirkiye Cumhuriyeti'nin kurulmasindan sonra, kiiltiirel ve
teknolojik modernlesme, yeni hiikiimet tarafindan benimsenen reform programinin
en onemli giindemlerinden biri olmustur. Tirk dili, bu modernlesme siireci
cercevesinde iki koklii degisim gegirmistir. Bu degisimler ilk olarak dilin temel
bilesenleri olan alfabe sistemini ve sozciik dagarcigi iizerinde etkilerini gostermistir.
1928'de, Osmanli Imparatorlugu doneminde kullanilan Arap-Fars alfabesi
kaldirilarak, 29 harften olusan Latin alfabesine gegildi. Tiirkge’deki ikinci 6nemli
degisim ise Osmanli doneminde ¢ok sayida bulunan yabanci kokenli kelimelerin
tarihsel olarak Tiirkce olan ya da Tirkge’nin morfofonolojik® kurallar1 ile
tiretilebilen kelimelerle degistirilmesi yoluyla Tiirk dilini "sadelestirme" ve

"saflastirma" girisimiydi.

Tirk dil reformu silirecinde yeni tiiretilmis kelimeler veya ifadeler, yani
neolojizmlerin (Fischer, 1998) yogun bir sekilde dilde goriilmesiyle, kelime
dagarciginda onemli degisikliklere yol agmustir. Bu durum, o6zellikle geng nesiller
icin dil reformu 6ncesine ve ilk yillarina ait metinleri anlamak giiglestirmistir Ayrica,
dilin evrimi, Dogal Dil Isleme (DDI) modellerinin tarihsel metinlere uygulanmasinda
cesitli zorluklar ortaya g¢ikarmaktadir. Bu metinler iizerinde islem yapmak igin
kullanilan modeller ile zaman uyumsuzlugu (Luu ve dig., 2022) gésterir. Ciinkii DDI
modelleri egitim verisinde bulunmayan tarihsel ifadeler ile karsilastiklarinda, Soru
Yanitlama (QA) (Zheng ve dig., 2024) ve Adlandirilmis Varlik Tanima (NER) (Luu
ve dig., 2022; Onoe ve dig., 2022) gibi ¢esitli gorevlerde performanslart diigme

egilimindedir. Ornegin, Zheng ve dig. (2024), metinde neolojizmler bulundugunda

3 Morfemlerin fonolojik temsili.



Makine Cevirisi (MT) performansinin diistiigiinii bildirir. Bu nedenle, tarihi belgeleri
etkili bir sekilde analiz edebilmek icin veri kaynaklarina ve modellere ihtiyag
duyulmaktadir. Ayrica Tiirk¢e icerisinde dil degisimi inceleyen korpus tabanh
caligmalar oldukca kisithdir. Literatlir taramasinda Tiirkce i¢in biiyiik 6l¢ekli korpus
tizerinden dil degisimini inceleyen yalmizca bir diyakronik korpus bulunmaktadir

(Glingor ve dig., 2018).

Bu boliimde, Tiirkge’de var olan en biiyiikk diyakronik korpus Turkronicles'
olusturduk ve bu korpus araciligiyla 1920'lerden bu yana Tiirk¢e’nin nasil degistigini
incelendi. Ilk olarak 1920-2022 yillar1 arasin1 kapsayan Resmi Gazetesi ve Tiirkiye
Biiyiik Millet Meclisi (TBMM) tutanaklar1 toplandi. Sonug olarak, 45.375 belge, 842
milyon kelime ve 211 bin 6zgiin kelimeden olusan Turkronicles korpusu olusturuldu.
Ayrica, ¢ekimli durumda ve lemmatize* edilmis kelimelerin igin n-gram frekanslari
Olciildi. Bunun yami sira, 1920'den bu yana Tiirk¢e kelimelerin anlamsal
degisimlerini arastirmaya olanak tanimak amaciyla her on yillik déonem igin kelime
vektor modelleri olusturuldu. Dahasi, Tiirk¢ce’de bulunan modern ve tarihi kelime
eslerinden olusan bir karsiliklar sozliigiinii otomatik olarak dijitallestirip kullanima
acildi. Son olarak, arastirmacilarin diyakronik korpuslarla dilbilimsel analizler
yapmalarina yardimci olmak amaciyla Lingan adinda bir Python kiitliiphanesi

kullanima sunuldu.

Korpusta bulunan her iki kaynagin da yasalar, diizenlemeler ve bunlarla ilgili
tartismalar gibi politik eylemler hakkinda belgeler igerdigini goz Oniinde
bulundurarak, diyakronik korpusun Tiirk dilinin evrimi ve hiikiimetin bu
doniistimdeki roliinli analiz etmek i¢in dnemli bir kaynak oldugu diisiiniilebilir. Bu
nedenle, korpusumuzu kullanarak asagidaki arastirma sorularina (AS) yanit

aranmaktadir.

AS-1: 1920'den bu yana Tiirk¢e kelime dagarcigi nasil degisti? Veri kiimesi on yillik
donemlere ayrildi ve her bir zaman periyodu icin kullanilan kelimeleri farkli
metodolojilerle karsilastirildi. Zaman farki arttikga iki donem arasindaki kelimelerin
daha fazla farklilagtig1 gézlemlendi. Beklendigi iizere, yeni tiiretilen Tiirkge
kelimelerin siklig1 zamanla artarken, yabanci kokenli kelimelerin sikliginin

azaldigim goriildii. Gegen yiizyil boyunca dildeki biiyiik degisikliklere ragmen,

4 Sozliik formuna indirgeme.
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olusturulan diyakronik kelime vektor modelleri ile ayn1 veya benzer anlamlara sahip
Arapga veya Farsca kokenli kelimeleri yeni tiiretilen Tiirkce kelimelerle eslemenin

miimkiin oldugu gosterildi.

AS-2: 1920'lerden bu yana yazim kurallar1 nasil degisti? 1920'ler ve 1930'larla
kiyaslandiginda, sapka isaretinin kullaniminin belirgin sekilde azaldig1 gézlemlendi.
Ayrica, son harfi b olan kelimelerin (6rnegin, kitab) kullanimi, son harfi p olan
formuna (yani kitap) kiyasla zamanla azaldig1 goriildii. Ancak, son harfi ’-d’ veya ’-
t” olan kelimeler i¢in farkli bir oriinti fark edildi: 2010'larda son harfi ’-d’ olan
kelimelerin son harfi ’-t’ olan kelimelere (6rnegin, Ahmed vs. Ahmet) orani,
1920'lerdeki oranina benzer oldugu gozlemlendi. Bununla birlikte, 1990'lardan bu

yana bu oranin azalan bir egilim gosterdi.

2.1 Resmi Gazete

Resmi Gazete, hiikkiimet faaliyetleri ve devlet adamlarinin ¢esitli konular hakkindaki
goriigleri gibi diger konularda bilgi vermek amaciyla 7 Ekim 1920'de kurulmustur.
Yayin siklig1 diizenli araliklardan (haftalik, giinliik vs.) diizensiz yayinlara degisiklik

gosterir. Gliniimiizde, tatil giinleri ve pazar giinleri harig¢ her giin yayimlanmaktadir.

Cizelge 2.1 : 1920 ve 2020 yillar1 arasindaki Resmi Gazete’den 6rnek climleler.

Tarih Ciimleler

(1) Hakimiyet bila-kayd ii sart milletindir. Idare usulii, halkin
mukadderatini bizzat ve bil-fiil idare etmesi esasina miistenittir.
7 Subat 1921 (2) Tiirkiye Devleti, Biiyiik Millet Meclisi tarafindan idare olunur
ve hiikkiimeti “Tiirkiye Biiyiik Millet Meclisi Hiikimeti” unvanini

tagir.

(1) Bu yonetmeligin amaci, TOBB Ekonomi ve Teknoloji
Universitesi Laboratuvar Okullarindaki egitim-6gretim, yonetim,
kayit-kabul, devam-devamsizlik, nakil ile 6grenci basarisinin

4 Ekim 2020 tespiti ve isleyise yonelik usul ve esaslari diizenlemektir. (2)
Laboratuvar okullar1 ile Universitenin grenci, 6gretim elemani ve
ogretmenleri birbirlerinin dersleri ile kiiltiir, sanat, spor ve sosyal
faaliyetlerine katilarak miisterek etkinlikler gergeklestirirler.

Resmi Gazete’nin igerigi Tiirkiye'nin yOnetim siirecinin bir yansimasidir. Resmi

Gazete sayilar1 gogunlukla asagidaki konularla ilgili haberleri igerir:

e Kanunlar,
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e Tiirkiye Biiyiik Millet Meclisi kararlar1 ve i¢ tiiziikleri
e Uluslararasi antlagsmalar,

e Cumhurbaskani yardimcisi, yiiksek yargi iiyeleri ve bakanlar gibi yetkililerin
gorevden alinmasi, se¢imi, atanmasi, yerine baskasinin atanmasi veya istifasi

ile ilgili islemler,

e Cumbhurbagkan1 yardimcisi, yliksek yargi liyeleri ve bakanlar gibi yetkililerin
gorevden alinmasi, se¢imi, atanmasi, yerine baskasinin atanmasi veya istifasi

ile ilgili islemler,

e Cumbhurbagkani tarafindan yapilan atama, gérevden alma ve gorev

sonlandirma kararlar,

e Idari yarg: degisiklikleri ve belediye kurulmasina iligkin kararlar gibi i¢ idari

kararlar.

Resmi Gazetede yer alan belgelerde neredeyse hi¢ yazim veya dilbilgisi hatasi
icermeyen resmi bir dil kullanilmaktadir. Uluslararas1 anlagsmalarin yayimlanma
zorunlulugundan dolay1 belgelerde Tiirk¢e olmayan metinler de bulunabilir. Ayrica,
ilk 1053 sayi, orijinal olarak Osmanli alfabesiyle yazilmistir. Ancak, 1928’de Harf
Devrimi’yle Latin harflerini kullanilmaya baglanmistir. Resmi Gazete dokiimanlari
figtirler, tablolar ve benzeri climle dis1 yapilar igerebilir. Cizelge 2’de, Resmi

Gazete’de yer alan 6rnek ciimleler verilmistir.

2.2 Genisletilmis TBMM Tutanaklari

Glingor ve dig. (2018) 1920-2015 yillarm1 kapsayan korpusunun zaman araliginm
1920-2022 olarak genislettik. TBMM tutanaklar1 1920'den itibaren sistematik olarak
belgelenen Tiirkiye Biiyiik Millet Meclisi oturumlarinda gergeklesen tiim faaliyetlere
dair metinlerden olusmaktadir; bu faaliyetler arasinda konusmalar, denetimler,
oylamalar, giiriiltiiler, tartigsmalar, programlar, giindemler, raporlar, mektuplar ve
Oneriler bulunmaktadir. Parlamentonun yillik toplanti takvimindeki degisiklikler

nedeniyle, bu belgelerin yayin siklig1 Resmi Gazete’ye kiyasla diizensizdir.

TBMM tutanaklar1 ve Resmi Gazete, ¢izelgeler, tablolar ve ele alinan konular gibi

yapisal unsurlar agisindan énemli 6l¢iide benzerdir. Ancak, Resmi Gazete'nin aksine,
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meclis kayitlar1 konugmaciya ve baglama bagli olarak resmi dilden giinliik konugsma
diline kadar degisen bir yelpazeyi icerir. 1920-1928 yillarina ait belgeler, Resmi
Gazete'de oldugu gibi Osmanli alfabesiyle yazilmistir. Ancak, bu belgelerin harf

ceviri versiyonlari resmi internet sayfalarinda bulunmaktadir.

Belgeleri toplamak icin agik kaynak kodlu bir Python web tarama kiitiiphanesi olan
Scrapy kullanildi. Dokiimanlarin kendisiyle beraber ilgili web sayfalarindan
metadatalar1® elde edildi. Metadata bilgisi yayimlayan kisi veya kurum, yayimlanma
tarihi, dosya adi, indirme baglantis1 ve cilt bilgilerini icermektedir. Sonug olarak, 7
Subat 1921 ile 31 Aralik 2022 arasinda yayimlanmis 31.999 adet Resmi Gazete
sayist ve TBMM tutanaklar1 i¢inse 23 Nisan 1920 ile 1 Agustos 2022 tarihleri
arasinda yayimlanmig 13.376 belge derleyip bir korpus haline getirildi.

2.3 Onisleme

Turkronicles korpusunda bulunan dokiimanlarin ¢ogu .pdf formatinda bulunmaktadir.
[k olarak indirilen dokiimanlar1 kolayca isleyebilmek icin bu dokiimanlari PyPDF
kiitliphanesi araciligiyla .txt formatina dontistiirdiik. Fakat Resmi Gazete'nin 24.092
ile 28.500 sayilarinin igerikleri .pdf dosyas1 yerine dogrudan HTML metin formatinda
olarak paylasildigi i¢in bu araliktaki dokiimanlar1 ilgili web sayfalarindan dogrudan
elde edildi.

Elde edilen metin dosyalari manuel olarak inceledik. Incelememiz sonucunda
dokiimanlarda giiriiltic varlig1 tespit edildi. Bu giiriiltii bilesenleri kaynagi gesitli
nedenlerle ortaya ¢ikmaktadir: Dokiimanlarin fiziksel durumunun zarar gormesi,
ciimle dis1 (tablo, figiir vs.) bilesenlerin dokiimanlardaki varligi, Optik Karakter
Tanima (OCR) sistemlerinin sinirlamalar1 nedeniyle olusan hatalardir. Bu sebeple

asagidaki onisleme adimlar gerceklestirildi:

1) Birden fazla ardisik boslugu tek bir bosluga indirgendi. Ayrica farkli
tiirde bosluk karakterlerini standartlastirildi

5 Veri hakkinda veri.
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i)

Tokenization® isleminde problemlere neden olan ve/veya UTF
kodlamasinda bir temsili olmayan karakterleri (6rnegin \xa0 ve \xad)

silindi.

Gozlemlere dayanarak, dokiimanlardaki girilti ifadelerin  nadir
goriilen tokenlerin’ olusmasia sebebiyet verdigini gozlemledik. Bu
nedenle siklig1 belirli bir esik degerden daha az goriilen tokenler
elendi. Ancak, .pdf dosyalarinin kalitesinin ve dolayisiyla PyPDF'nin
performansinin yillar i¢inde degistigi fark edildi. Bu nedenle, tiim

belgeler igin tek bir esik degeri kullanmak yerine, her bir zaman dilimi

N
10000000

icin esik degerini [ ] formiilityle belirledik. Burada N bir
zaman periyodundaki toplam token sayisini ifade etmektedir. Bu tarz

bir filtreleme yonteminin giiriiltiilii kelimeleri filtreledigi gozlemlendi.

Tiirkge sondan eklemeli ve morfolojik olarak zengin bir dil
oldugundan ¢ekimli kelimelerin dogrudan analizinde yaniltici bir
etkiye sahip olabilir. Bu sebeple kelimeleri sozlik formuna
indirgemek icin, Oztiirel ve dig. (2019) tarafindan dnerilen morfolojik
analiz aract kullanildi. Bu aracin kelimeleri analiz etmekte yetersiz
kaldig1 noktalarda ise Can ve dig. (2008) ¢aligmasinda kok bulmada
etkili oldugu gosterilen F5 (kelimenin ilk bes harfini kok olarak

belirleme) yontemi uygulandi.

2.4 Dijitallestirilmis Karsihiklar Sozliigii

Eski Osmanlica kelimelerin modern Tiirkge karsiliklarinin bulundugu bir karsiliklar
sozlugi Tirk Dil Kurumu (TDK) tarafindan 1935 yilinda yayimlandi (TDK, 1935).
Bu sozlik, 1930’1u yillarda modern Tiirk¢e’ye yeni girmis kelimelerin Osmanlica
karsiliklarint belirli bir diizende okuyucuya sunar. Sozlikkteki her bir girdi, ¢ok
anlamli kelimelerin farkli anlamlarini, esanlamlilari, terimleri, kisaltmalar1 ayiran

Ozel isaretlerle belirtilmistir.

® Ciimlelerin modellerin isleyebilecegi nispeten anlamli birimlere boliinmesi islemi.
" Tokenization islemi sonucunda ortaya ¢ikan birimlere verilen isim
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Bu sozliigii dijitallestirmek adina ilk olarak .pdf dokiimanini tesseract Optik Karakter
Tanima (OCR) kiitiiphanesi ile diiz metin dosyasina doniistiiriildii. Ardindan, yeni
tiiretilmis Tiirkge kelimeleri ve eski karsiliklarini ¢ikarmak igin kural tabanli
yontemler (6rnegin Diizenli ifadeler) kullanildi. Nihayetinde 8.647 girdi iceren bir
JSON dosyasi olusturuldu.

2.5 n-gram’lar

n-gram’lar®, arastirmacilar tarafindan dil degisimini ve kiiltiirel degisimi analiz
etmek i¢in gesitli ¢alismalarda kullanilmistir (Pechenick ve dig., 2015; Michel ve
dig., 2011). Bu baglamda n-gram’larin tarih boyunca istatistiklerinin sunuldugu en
biiyiik ve kapsaml1 sayilabilecek ara¢ Google Books Ngram Viewer’dir®. Fakat bu
platformda Tiirk¢e dili su an kullanilabilir degil. Bu nedenle, korpusumuzdan elde
edilen n-gram ile alakali dosyalar1 diger tim kaynaklarla birlikte erisilebilir hale
getirildi. Bilhassa, her dosyadan frekanslariyla birlikte 1-gram, 2-gram ve 3-gram
verisi kaydedildi. Ek halindeki kelimeler ve s6zliikk formuna indirgenmis kelimelerin
frekans1 hesaplandi. Ayrica n-gram’lar1 zaman dilimlerine gére gruplandi. Boylece
belirli kelime veya ifadelerin kullanimindaki degisimlerin incelenmesi miimkiin
kilindi. Bunun yani sira, kelimeler arasindaki kullanim iliskisini daha derinlemesine
anlamak icin unigramlarin'® PPMI degerlerini de verilere eklendi. Bu kaynaklar,
arastirmacilarin zaman iginde ifadelerin ve kelimelerin frekans degisimlerini kolayca
incelemelerine, dilbilimsel kaliplar kesfetmelerine ve farkli zaman dilimlerinde Tiirk

dili hakkinda hipotezler test etmelerine olanak tantyacaktir.

2.6 Diyakronik Kelime Vektorleri

Diyakronik kelime vektdrleri DDI calismalarinda kelimelerin anlamlarinin zaman
boyunca nasil degistigini, daha teknik bir tabirle semantik kayma, incelemek igin
kullanilan bir yontemdir (Hamilton ve dig., 2016; Kulkarni ve dig., 2015). Bu
nedenle, olusturulan diyakronik kaynak derlemi i¢ine Turkronicles belgeleri tizerinde

egitilmis diyakronik kelime vektorleri dahil edildi. Bu vektorler {i¢ farkli kelime

8 Metin verisinde yan yana gegen N ardisik birim.
® https://books.google.com/ngrams/
101-gram
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vektor algoritmasi ile olusturuldu: Pozitif Noktasal Karsilikli Bilgi (PPMI) yontemi,
PPMI matrisinin Tekil Deger Ayrisimi (SVD) ve Siirekli Kelimeler Torbasi (CBOW)
(Mikolov ve dig., 2013). Oncelikle, 6n islenmis metin dosyalar1 yayimlanma
tarihlerine goére 10 yillik donemlere ayrildi. Her donem igin terimden terime
eslesmeleri sayarak PPMI matrisini olusturuldu. Bu matrisin elemanlarini doldurmak
i¢in Esitlik (2.1)’de gosterilen formiilden yararlanildi:

(2.1)

PPMI(u,v) = max <l0g P, v) >

PP

Burada u ve v birer kelime, p(u, v) bu kelimelerin ortak olasilik dagilimi ve p(u)
u’nun marjinal olasilik dagilimma karsilik gelmektedir. PPMI degerlerinin nadir
olaylara hassas oldugu bilinmektedir (Mikolov ve dig., 2013). Bu durumdan
kaynaklanan negatif etkileri azaltmak adina p,(v) v’nin diizeltilmis unigram
dagilimi PPMI degerlerinin hesaplanmasina dahil edilir. Deney asamasinda «
degerini 0,75 olarak belirlendi. Ayrica hedef kelimeleri baglam kelimeleriyle

iliskilendirmek i¢in boyutu 5 olan bir baglam penceresi kullanild:.

SVD yaklasiminda, kelimelerin vektor gosterimlerini W = UEY/2 ile hesapladik;
burada U matrisi PPMI matrisinin sol tekil vektorleri ve X ise PPMI matrisinin tekil
degerleridir. Vektor boyutu olarak 300 degeri segildi. Klasik SVD uygulamasindan
farkli olarak kelime vektorleri tekil degerler matrisinin karekdkii alinarak hesaplanir.

Bu islemin kelime vektorlerinin kalitesini arttirdigi gosterilmistir (Levy ve dig,

2015).

Son olarak, her bir zaman dilimi i¢in CBOW vektorlerini gensim kiitiiphanesi
kullanarak olusturduk. CBOW algoritmasi i¢in SVD gommelerinde oldugu gibi 2
boyutunda bir baglam penceresi, a degeri 0,75 ve vektér boyutunu 300 olarak segctik.
Ayrica, negatif kelime sayis1 ve diislirme orani gibi CBOW'a 6zgii parametreleri

sirasiyla 5 ve 0,00001 olarak belirledik.

SVD'nin tekil olmayan yapist ve CBOW algoritmasinda yer alan rastgele siirecler,
farkli zaman dilimlerine ait olan vektorlerin karsilastirilmasini engeller (Hamilton ve
dig., 2016; Kulkarni ve dig., 2015). Ancak, iki vektor uzay1 bir doniisiim matrisi R
araciligryla dondiiriilebilir, 6telenebilir veya olgeklenebilir. Bu nedenle, farkli zaman

dilimlerine ait kelime vektorlerini karsilastirmak icgin kelime vektér matrislerinin
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W,,ve W,,’yi birbirine hizalamak gerekir. Bu sebeple hizalama algoritmas1 olarak
Ortogonal Procrustes yontemi kullanildi (Schonemann, 1966; Hamilton ve dig.,
2016). Ortogonal Procrustes probleminin ¢éziimii, iki vektor uzayinin kare farkinin
Frobenius uzakligini en aza indiren bir donilisiim matrisi R bulmay1 amaglar. Bu
ifadenin probleme uygulanmis halinin matematiksel gosterimi Esitlik (2.2)’de

verilmigtir.

argmin||Wg R — W, ||F (2.2)

Ayrica R iizerinde bir ortogonal olma kisiti bulunmaktadir. Yani transformasyon
matrisi RTR =1 kosulunu saglamalidir. R matrisi bulunurken ilk olarak M =
WtZTthmatrisinin SVD kullanilarak sol tekil vektorleri U ve sag tekil vektorleri

elde edilir. Ardindan R = UVT islemiyle transformasyon matrisi olusturulur. Bu
yontem, farkli zaman dilimlerindeki kelime vektorlerinin karsilagtirilmasint miimkiin
kilar. Bu yontemi kullanarak farkli zaman dilimlerinin hizalanmis vektorleri ve her

zaman dilimi ¢ifti i¢in bir doniisiim matrisi kaynaklara dahil edildi.

2.7 Lingan: Diyakronik Analiz icin Python Kiitiiphanesi

Diyakronik korpuslar iizerinde dilbilimsel analizler yapmak amaciyla Lingan adli
genel bir Python kiitiiphanesi gelistirildi. Bu kiitiiphaneyi gelistirerek diyakronik
dilbilimsel analize hesaplamali yaklagim yontemlerini kullanan arastirmalarin deney
asamasini daha kolay uygulanabilir hale getirmek amaglandi. Literatiir taramasinda
diyakronik analiz i¢in gelistirilen kiitiiphanelerin olduk¢a az oldugu gozlemlendi.
Daha spesifik olarak literatiirde yalnizca bir adet agik kaynak Python kiitiiphanesine
rastlandi, DRIFT (Sharma ve dig., 2021). Lingan’m, DRIFT kiitiiphanesinden farki
ise hesaplamali diyakronik analiz acisinda farkli fonksiyon ve operasyonlara sahip

olmasidir.

Lingan, temel olarak {i¢ farkli soyutlama katmanina dayanir: Data, Container ve
Operation. Cizelge Ek.1, bu bilesenler iizerinde tanimli fonksiyon ve metotlari

ayrintilariyla aciklamaktadir.

Data bileseni, dilbilimsel analizde kullanilan gercek verilerin bir temsilidir. Bu
bilesenin temel sorumlulugu, veriyi yonetmektir. Pratikteki karsiliklari, kelime

vektorleri, kelime haznesi ve n-gramlar gibi ¢esitli veri tiirlerini igerir. Bu veri
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tirlerinin programlama dilindeki karsiliklar1 olan ve Data simnifindan tiireyen
Embeddings, NGrams ve Vocabulary siniflar1 da kiitiiphanenin igine dahil edildi. Bu
siniflar, gergek verilerin gesitli DDI gorevlerinde etkili bir sekilde temsil edilerek
islenmesini kolaylastirir. Container topluca olusturulan metinsel verileri temsil eder
ve teknik olarak, verileri temsil eden nesneleri sarmalamak i¢in kullanilan konteyner
smiflariin hiyerarsik yapisi i¢in ortak bir arayiizdiir. Container bileseninin temel
amaci, Operation bileseninde tanimlanan fonksiyonlar igin Data bilesenini

hazirlamaktir.

Operation bileseni, Container lizerinde gergeklestirilen algoritmalardan sorumludur.
Algoritmalar, esneklik ve siirdiiriilebilirligi artirmak amaciyla veri yapisindan
(Container) ayrilmistir. Boylece, birlesik yapiy1 degistirmeden, Operation sinifindan
yeni bir siif tiireterek kolayca yeni islemler tanimlanabilir. Operation bileseninin bir
diger amact ise ham metin verisini yapisal Data temsillerine doniistiirerek sistem

genelinde biitiinliik ve tutarlilig1 saglamaktir.

Lingan’in kolay kullanimini gostermek igin Sekil 2.1’de bir 6rnek kod pargasi
verilmistir. Verilen kodda, belge kelimesinin goreceli sikligini iki farkli zaman
diliminde hesaplanir. Bu kod pargasinda dolayli bir varsayim mevcuttur. Corpus
nesnelerinin olusturulup lokal diske kaydedildigini varsaymaktadir. ik olarak, 1930—
1939 ve 1980-1989 yillarmna ait korpuslar yiiklenir [Satir 1-2]. Sonrasinda, bu korpus
objeleri ile birlikte diyakronik bir korpus olusturulur [Satir 3].

1. corpus_1930 = Corpus.load("path/to/corpus_1930")

2. corpus_1980 = Corpus.load("path/to/corpus_1980")

3. dia_corpus = DiachronicCorpus(corpora=[corpus_1930, corpus_1980])

4. frequency_series = dia_corpus.perform(Frequency(word = "belge", normalize=True))

5. print(frequency_series)

Sekil 2.1 : Lingan'in 6rnek bir kullanimi.

Ardindan, verilen bir kelimenin goreceli sikligin1 hesaplamaktan sorumlu olan yeni
bir Frequency nesnesi olusturulur ve diyakronik korpusun perform metoduna
argliman olarak verilir [Satir 4]. Sonug, frequency_series degiskenine kaydedilir ve

ardindan yazdirilir [Satir 5].

Arastirmacilar kendi hiyerarsik program yapilarmi olusturmak i¢in Lingan

kullanabilirken, onlara daha fazla yardimci olmak amaciyla cesitli islevler ve veri
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yapilar1 i¢in de hazir fonksiyonlar ve metotlar sagladik. Ozellikle, farkli zaman
dilimlerinde kelime dagarcig1 benzerligini hesaplama, belirli bir kelime i¢in verilen
bir donemde en yakin kelimeleri tespit etme, belirli bir zaman araligi boyunca
kullanilan kelimeleri belirleme gibi ¢esitli gorevler igin islevler gelistirildi. EK.2

kiitiiphanede bulunan 6nemli islevleri ve aciklamalarini listelemektedir.

2.8 Korpus Istatistigi

Cizelge 2.2 Turkronicles hakkinda genel istatistikleri sunmaktadir. Veri seti 45.375
belgeden olugmakta olup, metin formatinda 8.5 GB boyutundadir. Filtreleme

adimimizdan 6nce veri seti yaklasik 849 milyon token ve 1.961.044 ¢esit sozliik

Cizelge 2.2 : Turkronicles korpusunun genel istatistigi.

Dokiimanlarin sayisi 45375
Filtrelemeden dnce kelime sayisi 849.335.014
Filtrelemeden sonra kelime sayis1 842.957.298
Filtrelemeden once indirgenmis kelime ¢esidi sayisi 1.961.044
Filtrelemeden sonra indirgenmis kelime ¢esidi sayisi 211.775
Kelime g¢esidi sayisi 10.689.405
Dokiiman bagina diisen token sayisi 18.718

formuna indirgenmis kelime igermektedir. Filtreleme isleminden sonra toplam token

sayis1 842.957.298’¢, indirgenmis kelime ¢esidi sayisi ise 211.775’e diigsmiistiir.

2.9 Kelime Dagarciginin Degisimi

Bu boliimde korpusta bulunan dokiimanlar 10 yillik zaman dilimlerine ayrilarak
farkli agilardan karsilastirilmistir. Tiim hesaplamalarda, sozliik formuna indirgenmis
kelimeleri kullanildi. Ik olarak, zaman dilimlerine gore kelime dagarcig
biiyiikligiini elde edildi. Sekil 2.2, her bir zaman dilimi i¢in indirgenmis formdaki
kelime ¢esidi sayisin1 gostermektedir. Kelime dagarcigr biiyiikliigiiniin genel olarak
zaman dilimleri arasinda dengeli oldugunu goézlemlendi. Ancak, 2020-2022 igin
indirgenmis kelime ¢esidi sayisi, dokiiman sayisinin azligr nedeniyle diger tiim
zaman dilimlerinden daha disiiktiir. 2000-2009 yillar1 arasindaki kelime dagarcigi
biiyiikliigii, 2020-2022 haricindeki diger donemlerden daha azdir. Bunun nedeni, bu
donem icin metin ¢ikarma siirecinde PDF dosyalari yerine HTML dosyalarinin

kullanilmas1 olabilir. Aslinda bu durumda optik tarama hatalarinin daha az olmasi
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beklenti dahilindedir. Ciinkii dokiimanlar dijital olarak hazirlanmistir. Dolayistyla

kelime ¢esidi sayist da daha az ¢ikmasi beklenmektedir.

60,000

40,000

920,000

Kelime Cesidi Sayis1

Sekil 2.2 : Her 10 yillik zaman dilimi i¢in indirgenmis kelime ¢esidi sayisi
Siradaki inceleme zaman dilimleri arasindaki kelime dagarcigi farklarina
odaklanmaktadir. Ilk olarak, her 10 yillik dénem igin kelime gesitlerinin oldugu birer
kiime olusturuldu. Ardindan, farkli zaman araliklarindaki dokiimanlar arasinda
Jaccard Index (JI) ve Jensen-Shannon Sapmasi (JSD) degerleri hesaplandi. Bu
metriklerin matematiksel gosterimleri sirasiyla Esitlik (2.3-2.4)’te verilmistir. Esitlik
2.3’te yer alan Vr, ve Vr,, T;ve T, zaman dilimlerine ait kelime kiimesi, Esitlik 2.4’te
yer alan Py ve Pr, ise T;ve T, zaman dilimlerindeki unigram olasilik dagilimi temsil

etmektedir. Esitlik 2.4’te bulunan M degiskeni ise ortalama dagilimdir ve M =

%(PTI + Pr, ) seklinde elde edilir.

|VT1 n VTzl
I(Vp, Vp,) = ——% 2.3
1 1
JSD(Pr, | Pp,) = EKL(PTl Il M) + EKL(PTZ I M) (2.4)

Sekil 2.3, her zaman dilimi ikilisi i¢in JSD degerini gostermektedir. Bu 1s1 haritasini

inceledigimizde zamana dilimleri arasindaki uzaklik arttik¢a, farklilasmanin da
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arttig1 goézlemlendi. Benzer sekilde, Sekil 2.4 her bir zaman dilimi ikilisi igin Jl

benzerlik degerlerini 1s1 haritasi formatinda gosteriyor.

1920-1929
1930-1939 -0.35
1940-1949

F0.30
1950-1959

- 0.25
1960-1969 -

1970-1979 0.20

1980-1989
0.15

1990-1999

2000-2009 0.10

2010-2019 0.05

2020-2022

0.00

Sekil 2.3: Zaman dilimleri arasindaki JSD degerlerini gosteren harita

Iki ardisik zaman dilimi arasindaki JI degerinin yaklasik yarisinda %50 nin altinda
oldugunu gozlemlendi. Ayrica, 1920'lerdeki kelime dagarcigi ile 1990'lardaki kelime
dagarcig1 arasindaki benzerlik yaklasik 9%0,2dir, bu da dilin 100 y1l i¢inde dramatik
bir sekilde degistigini gdstermektedir. Bu biiyiik de§isimi gostermek i¢in, Cizelge
2.1°’de gosterilen ilk ciimlenin modern Tiirkge karsiligi yeniden yazildiginda
“Egemenlik (Hakimiyet) kayitsiz sartsiz (bila-kayd ii sart) milletindir. Yonetim
(idare) sekli (usulii), halkin yazgisini (mukadderatini) dogrudan dogruya (bizzat) ve
fiilen/gercekten  (bilfiil)  yonetmesi  (idare etmesi) esasina dayanmaktadir
(miistenittir)” climlesi ortaya c¢ikmaktadir. Orijinal climledeki kelimeler parantez
icinde, modern karsiliklar1 kirmizi renkte, degismeyen kelimeler ise siyah renkte
belirtilmistir. Orijinal climlede 15 kelime olup, bunlarin 11'1 (%73,3) modern

karsiliklariyla degistirilmistir.

Kelime dagarcigindaki degisimin daha ayrintili incelenmesi igin, 1930-1939 ve
1980-1989 JSD degerine katkisina gore siralandi (Pechenick ve dig., 2015). Sekil
2.5, 1930-1939 ve 1980-1989 yillarina ait dokiimanlar arasindaki JSD degerine en
biiylik katki saglayan 60 kelimeyi gostermektedir.
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1920-1929

1930-1939

1940-1949

1950-1959

1960-1969

1970-1979

1980-1989

1930-1999

2000-2009

2010-2019

2020-2022

Sekil 2.4 : Zaman dilimleri arasindaki JI degerlerini gdsteren harita

Sekil 2.5'te, 1980-1989 donemindeki birgcok modern Tiirkge kelimenin karsilik
geldigi Arapca ve Farsca kokenli kelimelerin yerine gectigi gozlemlendi. Yatay
cubuklar, karsilik geldigi kelimenin JSD skoruna katkisinin biiyiikliigiini
gostermektedir. Degerlerin isareti, kelimelerin goreceli olarak daha sik bulundugu
zaman dilimini belirtir; soldaki kirmizi gubuklar 1930-1939 doneminde daha yaygin
olan kelimeleri, sagdaki mavi ¢ubuklar ise 1980-1989 doneminde daha sik kullanilan
kelimeleri temsil etmektedir. Cizelge 2.3, Sekil 2.5'te farkli zaman dilimlerinde
ortaya c¢ikan ancak ayni veya benzer anlama sahip tim kelime giftlerini
listelemektedir. Ornegin, hem reis hem de baskan kelimeleri Tiirkge’de ayn1 anlama
gelir; ancak reis kelimesi 1930-1939 doneminde sik gegen ve JSD skoruna en ¢ok
katki saglayan kelimelerden biriyken, baskan 1980-1989 doneminin en farklilik
gosteren  kelimelerinden  biridir.  Ayrica, baz1 kelimelerin  karsilagtirilan
dokiimanlardaki icerik veya iislup degisiklikleri nedeniyle Sekil 2.5'te ortaya ¢iktigi
gozlemlendi. Ornegin, 1980-1989 dénemindeki Resmi Gazete’de yer alan
uluslararas1 anlagmalar ve sdzlesmeler nedeniyle the ve of gibi ingilizce kelimeler iki
zaman dilimi arasinda en ¢ok farklilik yaratan kelimeler listesinde yer almaktadir.
Uslup degisikligine iliskin olarak ise, Tiirk Lirasi'min kisaltmas: olan TL ve lira,

farkli zaman dilimlerinden gelen iki ayr1 terim olarak rastlanmaktadir; bu durum, lira
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icin TL kisaltmasinin benimsenmesine yonelik bir kaymayi isaret etmektedir. Arapca
ve Farsca kokenli kelimelerin yerini almak iizere nasil yeni kelimelerin ortaya
¢iktigin1 daha iyi anlamak i¢in aymi anlama sahip iki farkli kelime ikilisine
odaklanild1: i) gerek ve mucip ve ii) yi/ ve sene.

Cizelge 1.3 : Benzer veya ayni anlama sahip olup farkli zaman dilimlerinde JSD
skoruna en c¢ok katki saglayan bazi kelimeler.

1930-1939 1980-1989
vekil bakan
sene yil

umumi genel
reis baskan
heyet, enciimen kurul
vesika belge
icra uygula
mucip gerek
aza uye
idare (et) yonet
say1 numara
layiha tasari

Sekil 2.6 ve Sekil 2.7, bu kelimelerin normalize edilmis frekanslarinin yillara gore
degisimlerini gostermektedir. gerek ve mucip 1920'lerde mevcut olmasina ragmen,
Arapga kokenli mucip, gerek kelimesinden daha sik kullanilmaktadir. Ancak sonraki
donemlerde gerek kelimesi mucip’e gore daha popiiler hale gelmistir ve mucip
kelimesi 1970'lerden sonra dokiimanlarda goziikmek. Ikinci 6rnekte, baska bir ilging
durum gozlemlendi. yi/ kelimesi, korpusta 1920'lerde mevcut degildir; ancak

1930'lardan sonra sene kelimesinden daha yaygin hale gelmistir.

2.10 Zaman Periyotlar1 Boyunca Semantik Benzerlik

Bu boliimde kelime vektorleri ile diyakronik bir analiz yaparak, farkli zaman
dilimlerinde anlamsal olarak benzer kelimelerin tespit edilip edilemeyecegi
arastirildi. JSD analiziyle tutarlilik saglamak acisindan ayni zaman araliklar1 1930-
1939 ve 1980-1989 donemleri olarak belirlendi. Daha sonra, 1980-1989 doneminin
kelime vektorleri, 1930-1939 doneminin vektér uzayma Ortogonal Procrustes
yontemi kullanilarak hizalandi. Kelime giftleri arasindaki benzerligi 6lgmek igin
kosiniis benzerligi kullanildi. Tlk olarak, 1980-1989 déneminde JSD analizimize gére
en c¢ok farklilik gosteren 12 kelime iizerinden ve her kelime i¢in 1930-1939

donemindeki en yakin 10 kelime belirlendi. Bulunan en yakin 10 kelimenin iginde,
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ilk kelime veya ikinci kelime, ¢ogunluk durumda 1980'ler donemindeki karsilik

gelen kelimeyle ayn1 anlama sahiptir.

Cizelge 2.4 : 1980'lerde kullanilan kelimeler ilk siitunda, bu kelimelere 1930'larda
kullanilan en benzer on kelime ikinci siitunda gosterilmektedir.

1980-1989 1930-1939 yillar1 arasindaki 10 en yakin kelime
bakan vekalet, ik, tktis, vekal, igtimal, maarif, tkzs, iktisat, nafia, icra
yil sene, yil, yilma, ay1, takvim, aylik, seneye, iptida, dérd, katil
belge vesika, ibraz, istek, vesai, makbu, musaddak, miitea, vesaik, talih,
9 makbuz
gerek icabe, iktiza, gore, icap, ayrig, kanuni, zaruri, kabil, liizum, 6nce
reis, miitesekkil, se¢im, zatte, miistesar, inha, vekalet, miital,
baskan .
riyaset, sec
midiir, umum, isle, umumi, idare, zeski, denizyolu, genel,
genel .
havayolu, idare
kurul secim, heyet, icra, 6dev, baro, segilir, yonetim, inha, tesekkiil, se¢
tatbik, gore, gozet, digmd, hitkiim, 6nce, tatbikat, icabl, istisnai,
uygula ’
tatbi
iive sec, secilir, se¢ilmis, se¢im, iiye, intihap, se¢i, zatte, miintahap,
Y miintehap
yonet talimatname, talimat, nizamname, teskilat, boliim, teski, izahname,

sayil, ilgili, planl

numara numara, yazi, degistiri, asagy, ilisik, gosteri, say1, mezkdr, iin, yaz

layih, layiha, eneiim, enciim, degisik, miitenazir, tadil, bazi,

tasari N .
enclimen, ncti

Bu duruma uymayan ye ve yonet kelimeleri i¢in bulunan kelimelerin neredeyse
tamam semantik olarak iliskili kelimelerdir. Ilging bir sekilde, iiye kelimesi her iki
donemde de yer almakta, ancak 1980’lerdeki iye kelimesini 1930’larin uzayim
hizalanmis vektoriine en yakin besinci kelime olarak yer almistir. Cizelge 2.4

sonuclar1 gostermektedir.

Turkronicles korpusu hizalama yontemleriyle birlikte kullanildiginda belirli bir
zaman diliminde mevcut olmayan bir kavram ile ilgili kelimeleri tespit etmeyi de
miimkiin kilmaktadir. Ornegin, helikopter kelimesi 1930-1939 kelime dagarciginda
bulunmamaktadir ve o yillarda bilinen bir kavram degildi. 1930'larda helikopter ile
iligkili kelimeleri incelemek icin, 1980-1989 doénemindeki helikopter kelimesinin
vektoriinii 1930-1939 vektdr uzayia hizaladik. Ardindan 1930-1939 yillar arasinda
helikopter kelimesine en yakin olan on kelimenin ulasim kavramiyla yakindan iligkili
oldugunu bulduk: nakliyat, vasita, hava, motor, deniz, otobiis, motor, binek, sefine ve

gemi.
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Analizler biitiiniiyle ele alindiginda, Turkronicles korpusu iizerinden olusturulan
kelime vektorlerinin, farkli zaman dilimlerinde kullanilan kelimeler arasindaki

anlamsal iliskileri kesfetmeyi ve incelemeyi miimkiin kildigini ortaya koymaktadir.

wm..w.f'.w I||||‘

00015 00010  -00005 00000 0.0005 0.0010 0.0015 0.0020

Sekil 2.5: 1930-1939 ve 1980-1989 donemlerinden Jensen-Shannon farkina
katkilarina gore siralanan ilk 60 kelime.

2.11 Yazim Kurallarinda Degisim

Yazim kurallarindaki degisiklikleri incelemek i¢in iki farkli analiz gerceklestirildi.

[k olarak, kelimelerin sonlarmin nasil degistigi ve ardindan diizeltme isaretinin

kullanim sikliginin zamana gore degisimi incelendi. Tiirkge kdkenli kelimeler, birkag

25



5-107° i
—&— mucip »
—eo— gerek e P
4-1073 — T
o 1n—3 |
3-10 o
e
2.107% e —
/I’
J
—3
1-10 —r
0
P P PP PP SR
¥ FEFE S

N W & N $ N Y
NN SN AN N N N “9@ D

Sekil 2.6 : mucip ve gerek kelimelerinin yillara gore frekans degisimi
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Sekil 2.7 : sene ve yi/ kelimelerinin frekansinin yillara gére degisimi

istisna disinda b, ¢, d ve g harfleriyle bitmez. Ancak, Arapca ve Fars¢adan alinan ve

bu harflerden biriyle biten birgok 6diing kelime bulunmaktadir.

Bu kelimelerin, son harfin b,c,d,g yerine p,¢ tk olarak degistigi iki farkli sekilde
yazildig1 gozlemlenmistir (6rnegin, Ahmet vs. Ahmed). Bu kelimelerin doniisiimiinii
gozlemlemek icin, dnce bu fonetik kurala gore tek bir harfin farkli oldugu kelimeler
tespit edildi. Daha sonra her 10 yillik zaman dilimi i¢in d ve b ile biten kelimeler ile
bunlarin t ve p ile biten karsiliklarinin frekanslarin1 hesapladik. Nadiren olmalari
sebebiyle c-¢ ve g-g harfleriyle biten kelimeler hesaplama asamasina dahil edilmdi.
Son olarak, b/p harfleriyle biten kelimeler, d/t harfleriyle biten kelimelere orani

hesaplandi. Sonuglar Sekil 2.8’de gosterilmektedir.
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Sekil 2.8 : Farkli zaman dilimlerindeki, "-b/-d" harfleriyle biten kelimelerin "-p/-t"
harfleriyle biten kelimelere orani.

Sekil 2.8 incelendiginde her iki harf ¢ifti i¢in de oran 1'in altindadir; bu, tiim zaman
dilimlerinde kelimelerin t ve p harfleriyle bitmesinin, d ve b harfleriyle bitmesinden
daha yaygin oldugunu gdstermektedir. Ancak, bu durum kullandigimiz morfolojik
analiz aracindan kaynaklaniyor olabilir. Ozellikle, ara¢ modern Tiirkge dilbilgisi
kurallarina dayali olarak gelistirildiginden, bazi durumlarda kokleri t ve p ile
bitiyormus gibi tamimlayabilir. Bu nedenle, gercek degerler yerine egilime
odaklanmak oOnemlidir. b/p orami 1920'ler ile 1940'lar arasinda Gnemli Olgiide
azalmaktadir. Daha sonra, b harfiyle biten kelimelerin yiizdesi 0.16 ile 0.24
seviyeleri arasinda dalgalanmaktadir. Ancak, d harfiyle biten kelimeler i¢in farkli bir
oriintii gdzlemliyoruz. Ilging bir sekilde, d harfiyle biten kelimelerin yiizdesi 6nce
artmakta (1920'lerden 1930'lara) ve ardindan azalmaktadir. Sonraki zaman
dilimlerinde, d/t oran1 0.1 ile 0.2 arasinda dalgalanmaktadir. Bu dalgalanmalar,
korpusun yetersizliginden veya insanlarin dildeki reformlara kars1 direng

gostermesinden kaynaklaniyor olabilir.

Tirkge’deki imla degisiklikleriyle ilgili ilging bir konu, sapka isareti () tasiyan
harflerin kaldirilmasina dair sehir efsanesidir. Ozellikle baz1 kelimelerde a, : ve u
gibi harfler sapka isaretiyle yazilir, 6rnegin, kdgit, abidevi, sira vb. Bu harfler
kaldirilmamis olmasina ragmen, bir¢cok kisi sosyal medya platformlarinda 6nce

kaldirildigi, ancak daha sonra geri getirildigi iddiasinda bulunmaktadir. Hatta

27



dogruluk kontrolii yapan web siteleri bile bu iddianin gercekligini dogrulamak

zorunda kalmistir!®,

Turkronicles korpusunda, bu sehir efsanesine odaklanarak diizeltme isareti tasiyan
harflerin sikliginin degisimi incelendi. Sonuglar Sekil 2.9'da gosterilmektedir.
Diizeltme isareti tasiyan harflerin zaman i¢inde degisen sikliklarda kullanildigini,
ancak kullanilmaya devam edildigi gézlemlenmektedir. Bununla birlikte, bu harflerin

sikliginin 6nemli 6l¢iide azaldig1 da gézlemlenmektedir.

2.12 Simirlamalar

Calismamiz, 1920'lerden bu yana Tiirk dilinin nasil degistigine dair degerli i¢goriiler
sunsa da Turkronicles kullanilirken dikkate alinmasi gereken baz1 hususlar
bulunmaktadir. Turkronicles, agirlikli olarak yonetime iliskin konularda yetkililer

tarafindan kullanilan politik dilin kullanildig1 dokiimanlar1 icermektedir.
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Sekil 2.9 : Turkronicles’ta sapka isaretinin kullanim sikligi.

Bu nedenle, Tiirk¢e’nin tiim 6zelliklerini kapsamli bir sekilde temsil etmemektedir.
Bununla beraber, Tiirk¢e’nin nispeten hizli degisim gecirmesinin baslica
nedenlerinden biri, Arapga veya Farsca kokenli kelimelerin yerine yeni kelimeler
onermek ve alfabeyi degistirmek gibi dil reformunu hedefleyen politikalardir. Bu
baglamda, Turkronicles, Tiirk dil reformu iizerinde alinan kararlarin etkisini

aragtirmak i¢in en iyi kaynaklardan biri olabilir.

1 https://www.malumatfurus.org/sapka-isaretinin-kaldirildigi-iddias
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Calismamizda, PDF dosyalarindan metin ¢ikarma ve kok bulma islemlerini
otomatiklestirmek icin araglar kullandik. Ancak, ortaya ¢ikan sonuclar kullandigimiz
araclarin basarisina ve diger etkenlere dogrudan baghdir. Ornegin, analizlerde
goriilen bazi kelimelerin higbir anlam tasimadigini gézlemliyoruz (Bkz. Cizelge 2.4).
Yazim hatasi igeren bu kelimeler, egitim asamasinda kelime vektor modellerini de
yaniltmaktadir. Bu nedenle, asir1 nadir kelimeleri filtrelemek gibi giiriiltiyi
azaltmaya yonelik Onlemler aliyoruz. Bu sorunu daha da hafifletmek igin,
bulgularimizin tekrarlanabilirligini artirmak ve korpusumuz iizerinde daha fazla
aragtirma yapilmasin1 saglamak amaciyla kodumuzu ve ham verilerimizi de
paylasiyoruz. Yine de bulgularimizi analiz ederken kullandigimiz araglarin olasi

etkileri dikkate alinmalidir.
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3. FARKLI ZAMAN DILIMLERINDE KULLANILAN ES ANLAMLI
KELIMELERIN TESPITI

Dil, insanlarin anlam iletmek i¢in kullandigi bir iletisim kanalidir. Dillerin en
belirgin 6zelliklerinden biri dinamik yapilaridir. Bir dili olusturan temel bilesenler
zamanla degisebilir (Aitchison, 2005; Bybee, 2015; McMahon, 1994). Bu
degisimler, dilin i¢cinde bulundugu toplum tarafindan sekillenir ve sosyo-kiiltiirel
ozellikleri yansitir. 1920’lerin sonlarinda baslayan Tirk Dil Reformu, Tiirkge’yi
sosyo-kiiltiirel ve sosyo-politik eylemlerin dil evrimini nispeten kisa bir siire i¢inde
etkilerinin kolaylikla incelenebilecegi bir dil haline getirdi. Tiirk Dil Reformu ile, ilk
adim, 1928'de Latin alfabesine gegildi. Ardindan, Osmanli déneminde sayica fazla
olan Farsca ve Arapga kokenli kelimelerin, Tiirk¢e kokenli kelimelerle degistirildi

(Lewis, 1999).

Bu tarz dildeki degisiklikler tarihi belgelerin analiz edilmesini ve anlasilmasini
zorlastirmaktadir. Tiirk Dil Reformu sirasinda yapilan kapsamli ¢aligmalari, bir dilde
bir kavram i¢in yeni bir kelimenin (Fischer, 1998) dilde tiiremesi, 6zellikle geng
nesillerin cumhuriyetin ilk donemlerinde ortaya c¢ikan dokiimanlari anlamasini
zorlagtirmaktadir. Bununla beraber, sozlikkler de dilin degisiminden etkilenir:
sozlikler bir dilin belirli bir zaman araliginda sahip oldugu kelime varligimin tiimiinii
iceremez. Bu durum onlar1 dogas1 geregi eksik kilar. Ornegin miitesir'?, bab®® ve

vecahi'* gibi kelimeler TDK ’nin Giincel Tiirk¢e SozIiigii’nde!® yer almamaktadir.

Bunlara ek olarak bir dildeki degisiklikler tarihi belgeler tizerinde NLP modellerinin
performansin diisiiriir. Ornegin Biiyiik Dil Model’lerinin (LLM) performansi, egitim
verisinin zaman diliminden farkli bir dénemden gelen kelimeler veya ifadelerle
karsilastiklarinda, zaman uyumsuzlugu durumunda (Luu ve dig., 2022), 6nemli
Olgiide diiser. Bu durum, NER (Luu ve dig., 2022; Onoe ve dig., 2022), ve QA

12 TBMM Tutanaklar1 — 06.12.1961 — 18. Birlesim
13 Resmi Gazete — Say1: 3027

14 Resmi Gazete — Say1: 1100

15 https://sozluk.gov.tr/
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(Zheng ve dig., 2024) gibi gorevlerde modellerin dogrulugunu ve giivenilirligini
azaltabilir. Yakin zamanda Zheng ve dig. (2024), modele verilen metin kesitlerinde
neolojizm kelimeler yer aldiginda MT’de dramatik bir performans diisiisii
gozlemlendigini bildirmistir. Bu nedenle, tarihi bir belgede verilen bir kelimenin
anlamin1 tespit edebilecek ve bu belgeleri etkili bir sekilde analiz edebilecek

modellere ihtiya¢ duyulmaktadir.

Bu boélimde, Turkronicles korpusu kullanilarak bir zaman diliminde olan bir
kelimenin, farkli bir zaman diliminde anlam olarak yakin veya benzer kelimeleri
tespit etmek icin iki farkli yontem Onerildi ve literatiirde farkli zaman dilimlerindeki
analog kelimelerin tespitinde kullanilan bir metot ile Onerilen yoOntemler
karsilagtirildi.  Onerilen ydntemler Ortogonal Procrustes Hizalamast (OP) ve
Ortogonal Procrustes ile Spearman Siralama Korelasyonu (OP+SC)’dur. OP, iki
farkli zaman diliminin vektdr uzaylar1 arasinda doniisim matrisiyle uzaylarin
birbirine hizalanmasina dayanir. OP+SC ise OP metodunun iizerine bir eklenti
olarak, bir siralama mekanizmasi koyar: kelime ikililerinin belirtilen zaman araliklar
boyunca degisen kullanim sikliklarin1 g6z Oniine alarak Spearman korelasyon
katsayisin1 hesaplayip kiiclikten biiylige siralar. Deneylerde Onerilen yontemlerin
performansint CBOW ve SVD vektorleri lizerinde nasil degistigi incelendi. Sorgu
zaman dilimi ve hedef zaman dilimleri arasindaki mesafenin artmasiyla bu
yontemlerin performansinin nasil degistigi de gozlemlendi. Ayrica Spearman
korelasyon katsayisinin dahil edilmesi, ¢cogu durumda hem CBOW hem de SVD
vektorlerinde OP modelinin performansi arttigi goriildii. Son olarak, oOnerilen
yontemlerin  performansinin, hedef zaman dilimi 1960'lardan 1980'lere
degistirildiginde benzer kaldigini, ancak sonraki zaman dilimlerinde kademeli olarak

azalma egiliminde oldugu tespit edildi.

Literatiir aragtirmasinda, bu ¢alisma dogal dil isleme yontemleriyle Tiirk¢e’de biiyiik
Olgekli bir korpus kullanilarak hesaplamali bir bicimde neolojizme odaklanan ilk

calisma oldugu goriildii.

3.1 Problem Tanim

Amag iki farkli donemde yazilmis belgelerde kullanilan esanlamlilar1 belirlemektir.
Bu problemi bir siralama problemi olarak ele almak makuldiir. Sorgu zaman dilimi

T, ve hedef zaman dilimi Tr olsun. T, sorgu zaman diliminde kullamlan bir kelime
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w igin, hedef zaman dilimi T;'deki kullanilan ve w ile anlam olarak ayni veya yakin
kelimelerin bulunmasi problemin 6ziinii olusturur. Farkli bir perspektiften
bakildiginda bu problem bir siralama problemidir: T;'de olan kelimelerin  w’ya

anlam agisindan benzerliklerine gore siralanmasidir.

Fakat bu problemin, yalnizca vektor uzaylarindaki benzer kelimeleri bulmanin
tesine gectigini belirtmek 6nem arz eder. Ilk olarak, bir kelimenin anlami1 zamanla
degisebilir. Dolayisiyla, bir kelime her iki zaman diliminde de mevcut olsa bile,
anlamlart her donemde farkli olabilir. Bu durum da bir kelimenin iki farkli zaman
dilimine ait vektorlerinin ayn1 olmayacagini gosterir. Ayrica, bir kelime anlamsal bir
degisim gegirmese bile, kelime vektdr algoritmalarinin isleyis bigimlerinden otiirii
yan etki olarak ortaya c¢ikan doniigiimler nedeniyle farkli zaman dilimlerinden elde
edilen temsilleri dogrudan Kkarsilastirillamaz. Ciinkii karsilagtirilan vektorlerin ait

oldugu uzaylarin eksenleri farklidir.

3.2 Onerilen Metotlar
3.2.1 Ortogonal procrustes hizalamasi (OP)

Sezgisel olarak, bir kelimenin yerine yeni baska bir kelime dile girdiginde bu yeni
kelimenin en azindan var olan kelime kadar anlam bilgisini tagimasi gerekir. Bu
nedenle, anlami degistirmeden, yeni kelimeyi eski kelimenin baglaminda
kullanilabilinir. Bu sezgiden ve kelime vektorlerinin anlam-baglam bilgisini iyi bir
sekilde ifade ettigi varsayilarak, ilk olarak T, ve T, zaman dilimleri i¢in ayr1 ayri
kelime vektor uzaylar elde edilir. T, ve T, zaman dilimlerine karsilik gelen kelime
vektor uzaylari igin sirasiyla ve Wy ve W, gosterimleri kullanilacaktir. Bu asamadan
sonra T, dan segilen bir w kelimesine T, zaman diliminde anlam olarak en yakin
kelimeler bulunur. Anlam olarak yakin kelimeler bulunurken w kelimesinin vektor
gosteriminin, wy € W,, T; zaman diliminde bulunmas1 gereklidir. Ancak bu
kelime hedef zaman periyodunda olmayabilir ve eger yoksa diger kelimeler ile boyle
bir anlamsal kiyaslama yapilamaz. Bu nedenle ilk olarak w kelimesinin vektor
gosterimini T; zaman diliminde olusturmak gereklidir. Bu noktada ilk ¢6ziim olarak
w kelimesinin T, zaman dilimindeki vektoriiniin wq € Wy dogrudan kullanilmasi

diisiiniilebilir. Fakat farkli zaman dilimlerinden vektorler iki farkli uzaym vektorleri
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olacagi i¢in bir uzayin vektorii baska bir uzayda dogrudan kullanilamaz (Kulkarni ve
dig., 2015; Hamilton ve dig., 2016). Bu nedenle, vektorler arasinda dogru bir
karsilastirma yapilabilmesi i¢in iki vektdr uzayr birbiriyle hizalanmalidir. Bu
hizalama islemi Ortogonal Procrustes yontemiyle yapilir. Ortogonal Procrustes iki
vektor uzayini hizalarken ortogonal doniisiim kisit1 sebebiyle vektorler arasindaki
acilart korumaya calisir. Hizalama islemin sonunda iki vektor uzayi arasinda bir
ortogonal doniisim matrisi Q elde edilir. Bu dontisim matrisini kullanarak w

kelimesinin T, zaman dilimindeki vektorii insa edilir.

Bu ihtiyaglar dogrultusunda, Wy'yu W;’ye hizalamak igin Ortogonal Procrustes

yontemi kullanilmistir. Yontemin objektif fonksiyonu su sekilde formiile edilir:
argmin|[EqQ — El|» (3.)

Burada Q € R%*¢ T, ve T; zaman dilimleri arasinda koprii gorevi goriir ve bir

zaman diliminden digerine anlam agisindan gecisi saglar. d vektor uzaylarinin

boyutudur. Eq ve E;, T, ve T; zaman dilimlerinde ortak bulunan kelimelerin indeks

olarak hizalanmig vektor matrisleridir. Daha agik bir sekilde Eq; ve E; asagidaki

bi¢imdedir:
—wj — —wj —
Eq = Et = 't
_wg —_ —WS -

Iki zaman dilimi arasindaki ortak kelime sayismin s oldugunu varsayilsin. Bu
durumda wij i’nci kelimenin j’nci zaman dilimindeki vektorel gosterimidir ve 0 <
i <s,j€q,t. Rnin optimum degeri, M =W[{Wt matrisine SVD uygulanarak

bulunabilir (Schonemann, 1966).

Q matrisini bulduktan sonra, w kelimesinin vektoriini wy € Wy, w' = Qwg
doniigiimii ile hizalayarak w’nun T, zaman dilimindeki vektorel gosterimi w’
olusturulur. Burada yeni olusturulan w’ vektoriiniin, w kelimesinin aranan
karsiligiyla hedef zaman diliminde ayni semantik alana karsilik gelmesi beklenir.
Son olarak, w’ vektoriine anlamsal olarak benzer kelimeleri k-komsuluga bakarak

kosiniis benzerligine gore siralanir ve aranilan kelime tespit edilir.
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3.2.2 Ortogonal procrustes hizalamasi ile Spearman katsayis1 (OP+SC)

1920'lerin ikinci yarisindan itibaren, diger dillerden 6diing alinan kelimelerin yerine
Tirkge kokenli birgok yeni kelime dile dahil edilmistir. Dolayisiyla, 6diing
kelimelerin kullannminin zamanla azalmasi, buna karsilik yeni tanitilan kelimelerin
sikliginm artmas1 beklenebilir. Ornek olarak, belge kelimesi, Arapca kokenli vesika
kelimesinin yerine kullanilmak iizere tanitilan yeni bir Tiirk¢e kelimedir.
Turkronicles veri setinde, bu kelimelerin 1920'lerden 2020'lere kadar olan

sikliklarindaki degisim Sekil 3.1'de gosterilmektedir.
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Sekil 3.1 : 1920 ile 2022 yillar1 arasinda Turkronicles veri setindeki on yillik
donemler i¢in belge ve vesika kelimelerinin goreceli sikligi.

Bu gézlem OP'nin performansimi artirmak i¢in hesaplama asamasina dahil edilir. Tlk
olarak, OP'yi kullanarak sorgu kelimesi w igin T}, zaman diliminde k en yakin komsu
kelimelerin olusturdugu K kiimesi elde edilir. Daha sonra, her aday ikili (w,c),c €
K, i¢in bir frekans-zaman serisi olusturulur. Ardindan, bu ikilileri Spearman
Korelasyon Katsayisina gore artan sirayla yeniden siralanir. Bu yontem, w

kelimesinin K kiimesindeki aranan karsiliginin siralamasin1 yiikseltir.
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3.3 Deneyler
3.3.1 Onisleme

Turkronicles veri kiimesini olustururken uygulanan 6nisleme agamalar1 degisiklik

yapilmadan ayni sekilde uygulanda.
3.3.2 Test Kiimesi

Onerdigimiz yontemlerin performansini degerlendirmek i¢in manuel olarak bir veri
seti olusturduk. Yeni kelimelerin eski karsiliklarinin kapsamli bir listesini belirlemek
oldukca yogun bir efor gerektiginden, asagidaki strateji benimsendi. Ilk olarak, sorgu
zaman dilimini T, = 1980 — 1989, hedef zaman dilimi ise T, = 1930 — 1939
olarak segildi. Daha sonra, bu segilen zaman araliklarinda gecen kelimeler igin
unigram dagilimlar1 olusturuldu. Son olarak, bu unigram dagilimlari kullanilarak,
JSD degeri hesaplandi. Bu hesaplamada, JSD skoruna en fazla katkida bulunan ilk
5.000 kelime segildi. Daha sonra bu kelimeler, ilgili zaman dilimlerindeki goreceli
frekanslarina gore kategorize edildi. Bu siireg, frekansi bu donemler arasinda 6nemli
Olclide degisen ve potansiyel olarak yerini baska kelimelere birakmis kelimelerin
belirlenmesini sagladi. Ardindan, Giincel Tirk¢e Sozlik kullanilarak, bu 5.000
kelime arasindan sorgu doneminde yer alan kelimeleri (w) ve onun hedef
donemindeki eski karsiligini (c) iceren kelime ikilileri (w, c) manuel olarak

olusturuldu. Sonug olarak, 221 kelime ¢ifti i¢ceren bir test kiimesi elde edildi.
3.3.3 Deney Parametreleri

Deneylerde, farkli parametre degerlerinin yontemlere farkli etkisini incelendi. Bolim
2’de belirtilen SVD ve CBOW algoritmalari sonucunda olusturulmus kelime
vektorleri kullanildi. Kelime vektorleri 1921°den 2022°ye kadar olan her 10 yillik

donem icin elde edilmistir.
3.3.4 Karsilastirilan Yontem

Onerilen yontemler, temel yontem olarak Zhang ve dig., (2015) ‘in dogrusal
doniistim (LT) yaklasimi ile karsilagtirildi. LT ile kelimelerin farkli zamanlardaki

analoglar1 bulunurken 6nemli olan nokta hizalanan zaman dilimlerine ait vektor
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uzaylart arasinda bir dogrusal doniisiim matrisi olusturmaktir. Doniistim matrisi su

Esitlik 3.2 deki gibi elde edilir:

argmin )" || Mxq = X,||? + a||M]] (32)
X€EK

Burada M dogrusal doniisiim matrisi, K her iki donemde de ortak bulunan kelimeleri
igeren kiime, x4 Ve x; bu ortak kelimelerin sirasiyla sorgu ve hedef donemlere ait
vektorleridir. Zhang ve dig., (2015)'te, kelime ¢iftleri hem sorgu hem de hedef zaman
dilimlerinde ortak olan ve frekansa gore ilk %5'lik dilimde bulunan kelimeler olarak
tanimlanmistir. Deneylerimizde, LT i¢in ortak kelimeler her iki donemde de en sik
gecen 1.000 kelime arasindan segildi. Son olarak, a = 0.2 parametresiyle Ridge

Regresyon modeli egitilerek M matrisini elde edildi.
3.3.5 Degerlendirme Metrikleri

Problem, her sorgu kelimesi i¢in yalmizca bir dogru kelimenin bulundugu bir
siralama problemi olarak ele alindi. Bu nedenle, yontemlerin performansini 6lgmek
icin bilgi erisim alanindan Duyarlilik (Recall) ve Ortalama Karsilikli Sira (MRR)
metrikleri kullanildi. Bu metriklerden MRR, sorgu i¢gin yalnizca tek bir dogru karsilik

oldugunda etkili olan bir yontemdir ve Esitlik 3.3 te verildigi sekilde hesaplanabilir:

IN|

1 1

_ 3.3

MRR = 1o 'El s (3.3)
i=

Burada |N| sorgularin (kelimelerin) sayisini, rank; i-inci sorgu ig¢in ilk dogru

kelimenin siralama pozisyonunu ifade eder.

Duyarlilik metrigi sistemin dogru 6geleri ilk k sonug iginde ne kadar iyi elde ettigini

6lgmek i¢in kullanilir ve Esitlik 3.4 teki gibi formiile edilir.

Recall@k = — % 3.4
A = TP, + FN, (34)

Burada TP, ilk k sonug¢ igindeki dogru pozitiflerin sayisini; FNp, ilk k sonug
icindeki yanlig negatiflerin sayisin1 ifade eder. Deneylerde, k degerleri 1, 10 ve 100
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olarak belirlendi. OP+SC yontemi igin, sirasiyla Recall@l, Recall@10 ve
Recall@100 metrikleride en yakin 5, 15 ve 150 komsuyu dikkate aliyoruz.

3.3.6 Analiz

Ik deneyde, segilen zaman dilimleri T, = 1930 — 1939 ve T, = 1980 — 1989 igin
dogrusal doniisiim matrisi Q'yu, CBOW ve SVD vektor yontemleri ayr1 ayri
kullanilarak elde edildi. Cizelge 3.1 ve Cizelge 3.2, sirasiyla CBOW ve SVD vektor
algoritmalar1 i¢in sonuglar1 gdstermektedir. OP+SC yonteminin Recall@],
Recall@10 ve MRR metriklerinde diger yontemlere gore daha iyi performans
sergiledigi gozlemlendi. Recall@100 metrigi agisindan, OP yontemi SVD
vektorlerinde OP+SC yonteminden daha iyi performans gosterirken, CBOW
vektorlerinde OP+SC yontemiyle ayni skoru elde etmistir. LT yontemi ise tiim
durumlarda en diisilk skoru alarak oOnerilen yontemlerin etkinligini ortaya
koymaktadir.

Cizelge 3.1 : 1930—1939 hedef donemi ile 1980—1989 sorgu donemi arasinda farkl
yontemlerin CBOW vektorleri kullanildiginda performanslari.

Recall@1 Recall@10 Recall@100 MRR

LT 0,09 0,34 0,61 0,17
OP 0,33 0,71 0,84 0,45
OP+SC 0,35 0,74 0,84 0,84

Cizelge 3.2 : 1930—1939 hedef donemi ile 1980—1989 sorgu donemi arasinda farkli
yontemlerin SVD vektorleri kullanildiginda performanslari.

Recall@1 Recall@10 Recall@100 MRR

LT 0,23 0,59 0,82 0,34
OP 0,32 0,66 0,86 0,44
OP+SC 0,33 0,70 0,85 0,85

Kelime vektor algoritmalarinin problem {izerindeki etkisiyle ilgili olarak, SVD
vektorleri kullanildiginda OP ve OP+SC yontemlerinin Recall@1 ve Recall@10
skorlarinin azaldigi, ancak Recall@100 skorlarinin arttigi gozlemlendi. Bununla
birlikte. LT yonteminin performansi, SVD vektorleri kullanildiginda tiim metriklerde

belirgin bir sekilde iyilesmistir.

Bir sonraki deneyde, temel zaman diliminden hedef zaman dilimine olan zamansal

mesafenin sonuglar1 nasil etkiledigi incelenmektedir. Bu baglamda, hedef zaman
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dilimi T = 1930 — 1939 ve sorgu zaman dilimleri ise sirasiyla T, = 1960 —
1969, T,, =1970-1979, T,, =1980—1989, T, =1990-1999, T, =
2000 — 2009 ve T, =2010—2019 olarak secildi. Sorgu zaman dilimlerini
belirlerken, karsilastirmalarin adil olmasi i¢in hedef dilimler arasindaki token
sayisinin benzer olmasina dikkat edildi. Daha sonra, test kiimesindeki (w,w') kelime
ikililerini filtreleyerek ve bu sayede secilen ikililerde w kelimesinin tiim hedef zaman
dilimlerinde olmasini saglayarak sonuglar dogrudan karsilastirilabilir hale getirildi.
Sonug olarak 221 kelime ikilisinde 220 kelime ikilisi bu sart1 sagladi. LT, OP ve
OP+SC yontemlerinin farkli zaman dilimlerine karst Recall@10 degerleri
hesaplandi. Sekil 3.2 ve Sekil 3.3, sirastiyla CBOW ve SVD vektorleri i¢in deney

sonuclarint géstermektedir.
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Sekil 3.2 : CBOW vektorler ile farkli sorgu zaman dilimlerinde yontemlerin
Recall@10 degerleri.

Ik olarak, sonuglar OP ve OP+SC yéntemlerinin LT'ye kiyasla zamansal
farkliliklara karsi daha stabil oldugunu gostermektedir. Ikinci olarak, énerdigimiz
yontemlerle hem CBOW hem de SVD vektorlerinde benzer sonuglar elde edilmistir.
LT'nin performansi hedef dénem ile sorgu donem arasindaki zaman farki arttikga
azalma egilimi gosterirken, OP ve OP+SC yontemlerinin 1960'lar ile 1980'ler
arasindaki sorgu zaman dilimlerinde benzer kalmaktadir. Ancak, daha sonraki
donemlerde Recall@10 degerlerinde bir diislis gostermektedir. Bu durum, dilin
kendine 6zgii 6zelliklerinin bir sonucu olabilir. Ozellikle, hedef dénem ile sorgu
donemi arasindaki mesafe arttik¢a, iki donem arasindaki kelime dagarciginin

benzerligi azalmaktadir. Onceki zaman dilimlerinden baz1 kelimeler, zaman gectikce
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dilden yok olmaktadir. Sonu¢ olarak, iki donem arasinda paylasilan kelimelerin
sayisi azalmaktadir. Bu durum, dolayisiyla, Esitlik (3.1) ve Esitlik (3.2) iizerinden
diisiiniildiiglinde, Q ve M’yi 6grenmek icin kullanilan verinin miktarinin azalmasina
neden olmaktadir. Bu da dogrudan doniisiim matrislerinin kalitesini diistirmektedir.

Ayrica, kelimeler zamanla semantik degisimlere ugramaktadir.

0.70
0.65 1
a
3 0.60
Q
—
® 0.55-
T
(9]
]
< 0.50
—— [T
0.45 1 oP
—— OP+SC

1960-1969 1970-1979 1980-1989  1990-1999 2000-2009  2010-2019

Sekil 3.3 : SVD vektorleri ile farkli sorgu zaman dilimlerinde yontemlerin
Recall@10 degerleri.

3.4 Smirlamalar

Deneylerde, modern Tiirkge kelimelerin eski karsiliklarini bulmak igin Onerilen
yontemlerin etkili oldugu gosterilmektedir. Ancak bu ¢alisma birkag farkli agidan
gelistirilebilir. Ik olarak, Turkronicles veri seti, veri setinin olusturulmas: sirasinda
belgelerden metinleri ¢ikarmak icin kullanilan yontemlerin sinirlamalari nedeniyle
ortaya cikan bircok giiriiltiilii kelime icermektedir. Bu kelimeler, bir kelime icin
benzerlik kiimesinin olusturulmasini etkilemektedir. Ornegin, vesik kelimesinin,
muhtemelen vesika kelimesinin yanlis yazilmis bir versiyonu oldugunu, OP yontemi
kullanildiginda belge kelimesi ig¢in en benzer 10 kelime arasinda bulunmustur. Bu
nedenle, aslinda dogru olan ancak bu giiriiltiili kelimeler nedeniyle yanlis kabul
edilen bircok kelime olabilir. Ayrica, giriiltiilii kelimeler, Onerilen ydntemlerle

bulunan dontisiim matrislerinin kalitesini etkilemektedir.

Bir diger eksiklik ise Spearman korelasyonunu hesaplamak i¢in unigram frekansinin
kullaniliyor olmasidir. Bu yontem, kelimenin baglam kelimeleriyle birlikte goriilme

sikligin1 da dikkate alarak gelistirilebilir.

40



Ayrica iki uzay arasinda tek bir global doniisiim matrisi bulmak kelimelerin kendi
icindeki dinamikleri g6z ardi edecek bir durumdur. Bu ilgili kelimeler i¢in lokal

doniisiim matrisleri olusturulabilinir.

Son olarak, deneyler tek bir diyakronik korpus kullanilarak olusturulan bir test
kiimesine dayanmaktadir. Turkronicles, Tirk¢e i¢in en biiyikk ve kapsaml
diyakronik korpus olsa da korpustaki belgeler Tiirk¢e dilinin tim 6zelliklerini
yansitmamakta ve yalnizca son 100 yili kapsamaktadir. Bu nedenle, bu tir bir
diyakronik korpus olusturuldugunda, deneylerimizin daha genis ve kapsamli bir veri
kiimesinde tekrarlanmasi deneylerin daha saglikli sonu¢ vermesini saglayacaktir.
Ayrica, manuel olarak olusturulan test kiimesinin genisletilmesi, daha giivenilir

sonuclar elde etmek agisindan faydali olacaktir.
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4. TURKCE’DE ES ANLAMLI KELIMELERIN ANLAM GENISLEMESI
VE DARALMASI

Dogal dillerin en 6nemli 6zelliklerinden birisi zamanla degismesidir. Her dil kendini
olusturan bilesenler {izerinde farkli agilardan degisime ugrar. Bu degisimlerin bir¢cok
farkli sebebi vardir. Bunlar baslica kiiltiirel, politik, tarihsel ve dil bilimsel olarak
kategorilere ayrilir. Dil iginde var oldugu toplumu dogrudan yansittigi igin toplum
tizerindeki degisimler dogrudan dil tizerinde etki géstermeye baslar. Bu etki dilin
semantik Ogelerinde degisime yol agabilir. Bréal (1897) semantik kavramini ilk
ortaya atmasindan bu zamana kadar dil bilimciler semantik degisimin
mekanizmalarini incelemisler smiflandirmiglar. Bu mekanizmalardan baslica 6ne
cikanlar Metaforik Degisim, Ad Aktarmasi Yoluyla Degisim, Genisleme, Daralma,
Anlam lyilesmesi, ve Anlam Kétiilesmesi’dir (Bybee, 2015). Anlam degisimi dilin
ve anlamin sahip oldugu bazi 6zellikler sayesinde meydana gelir. McMahon (1994)
anlam degisimini miimkiin kilan olan ¢ farkli kosulu belirtir. Bunlarin ilki
kelimelerin ¢ok anlamli olma durumudur. Kelimeler insanlar tarafindan farkli
baglamlarda kullanildik¢a yeni anlamlar kazanmaya baglar ve bu anlamlar birbiriyle
genellikle iliskilidir. Ikinci kosul ise dilin aktarilma asamasinda kesikli bir sekilde
alictya gegmesidir. Buna Ornek olarak, c¢ocuklar anne ve babalarindan ve
cevrelerinden dilin gramer kurallarin1 tam olarak kavrayamaz ve kendi kurallarini
olusturur. Bu da dilde anlamsal degisime sebep olur. Son olarak gdstergenin (Sign)
rastgeleligi anlam degisiminin olmasi i¢in gerekli bir kosuldur. Gosterge gosteren
(signifier) ve gosterenden (signified) olusur. Bu iki bilesen arasindaki bag keyfidir.

Zamanla iKisi birbirinden bagimsiz olarak degisebilir.

Genisleme, bir kelimenin anlaminin anlam uzayinda daha biiyiik bir alana yayilmasi,
anlam daralmas1 ise bir kelimenin anlaminin zaman gectikce anlam uzayinda
nispeten daha kiiciik bir bolgeye cekilmesidir. Ornegin Tiirkge’de oglan kelimesi
eski kullanimlarda hem kiz hem de erkek ¢ocuk anlamina gelirken zamanla yalnizca
erkek c¢ocuk anlamini tasimaya baslamistir (Bahattin, 2003). Daralma ve

Genisleme’nin sebeplerinden bir tanesi, bir kelimenin baska bir kelimenin anlam
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alanmna girmesi oldugu disiiniilmektedir (Bybee, 2015). Bu alana ait diger
kelimelerin artik anlami eskisi kadar aktaramamasina sebep olur ve daha nis bir
anlam alaninda etkili olur. Bdylelikle konseptlere karsilik gelen kategorileri
tanimlayan kelime kiimelerinde degisiklikler olur. Anlam alanlarina yeni kelimelerin
girmesine neden olacak durumlara 6rnek olarak diller arasi etkilesimler ve neolojizm
gosterilebilir. (Bréal, 1897; Bybee, 2015; McMahon, 1994)

Tiirkge anlam genislemesini ve daralmasinin  kisa bir zaman igerisinde
gozlemlenebilecegi dinamiklere sahiptir. Tirk Dil Devrimi’nin baslangicindan
itibaren Tiirkge’yi arilestirmek adina Arapga ve Farsga kokenli bir¢ok kelime yerini
Tiirkge kokenli yeni kelimelere birakti. Tiirk¢e’de bu sebeple bircok neolojizm
ornegi bulunur. Yukaridaki tanimlar ve 6rnekler bu ugrasimnin semantik alanlari
degistirmeye itecegini gosterir. Ciinkii boylelikle Arapca ve Fars¢a kelimelerin
yerine esanlamli bir kelime koyarak aslinda bu kelimelerin semantik alanlarina
dogrudan bir miidahale gergeklesir. Bu da bu alanlardaki kelimelerin anlam
geniglemesi ve daralmasi degisikliklerine sebep olabilir. Buna uygun olarak
arastirma Sorusu su sekilde olusturuldu: Tiirk¢e’de bir kelime baska bir kelimenin
anlam alanina girdiginde, bu anlam alanini temsil eden diger bir kelimenin anlami

daralirken digerinin genisliyor veya nispeten sabit kaliyor mu?

Bu arastirma sorusunu temel alinarak c¢alismanin bu boliimiinde es anlamli
kelimelerin semantik uzayda anlam genislemesi ve daralmasi agisindan birbirlerine
gore hareketlerini incelenmektedir. Bunun igin ilk olarak es veya yakin anlama gelen
kelimelerin anlam genislemesi ve daralmasi bir kelime iligski ¢izgesi (word
association graph) ile modellendi. Ardindan anlam degisimini 6lgmek igin ¢izge
teorisinde bir merkeziyet 6l¢iitii olan Ara Merkezilik (Betweenness Centrality) (Cg)
kullanildi (Freeman, 1977). Ardindan Giincel Tiirkge Sozlik kullanilarak es anlamli
kelimeler tespit edildi. Sonrasinda kelime ikililerinin 1930 ve 2010 yillar1 arasindaki
zaman dilimlerindeki Cp degerleri olgiildii ve her bir kelime i¢in zaman Serisi
olusturuldu. Zaman serileri kullanilarak bu esanlamlilarin birbirini genisleme ve
daralma agisindan hangi yonde etkiledigini 6lgmek i¢in Sperman Korelasyon
Katsayis1 hesaplandi. Son olarak iki kelimenin birbirine etkisini sayisal olarak
gostermek adina bir Dogrusal Karma Model (LMM) egitildi. Sonuglar analiz
dildiginde es anlamli kelimelerin daralma ve genisleme agisindan birbirlerine gore zit

bir egilimde oldugu istatistiksel olarak anlamli bir sekilde gozlemlendi.

44



4.1 Problem Tanimi

Bir kelimenin anlamini genisleterek semantik degisime ugramasina genisleme, anlam
olarak daha dar bir alana denk gelmesine ise daralma denir. Eger bir kelime baska bir
kelimenin anlam alanina girerse, bu anlam alanindaki bagka bir kelimenin anlamin1
daraltmasina sebep olabilir. Bir noktada ayni1 anlam alanindaki iki kelime esanlamli
hale gelir. Anlamin1 genisleten kelime eski anlamiyla bir iliskisi olacak sekilde yeni
anlam kazanir. Anlami daralan kelime ise yine iliskili bir bi¢imde anlamin1 daraltir.
Ormnegin, Ingilizce’de germen kokenli hound (taz1) kelimesi bir zamanlar
evcillestirilmis kdpek anlamina gelirken Iskandinav kokenli dog (k&pek) kelimesinin
dile girmesiyle anlami daralmis ve av kopegi ile ilgili anlam alanina g¢ekilmistir

(Bybee, 2015).

Sekil 4.1’de anlam genislemesi ve daralmasi sematik olarak gosterilmistir. Burada
sol tarafta ideal durumda ayni semantik alana diisen iki kelimenin, S; ve S,, herhangi
bir andaki durumlar1 gosterilmektedir. Sekil 4.1 (a) incelendiginde her iki kelime de
basta ayn1 semantik alana karsilik gelir. Pratik olarak, bu iki kelime dil iginde
kullanimlarinda ayni1 anlamlar1 tagimasi beklenir. Fakat bu durum gergege aykiridir.
Bir kelimenin digeriyle tam olarak ayni anlama gelmesi olduk¢a nadir rastlanan bir
durumdur. Bu sebeple figiirler sadece genisleme ve daralmanin mantiginin
gosterilmesi amaciyla olusturulmustur. Sekil 4.1 (b)’de ise farkli baglamlarda
kullanilan S; ‘in anlam alaninin genisledigi (ag¢ik mavi ile gosterilen alan) ve S,’nin
karsilik geldigi anlam alaninin daraldigi (agik yesil ile gosterilen alan) goriiliiyor.
Burada dikkat edilmesi gereken nokta S; genislerken eski anlamini da i¢ermesi. Yani
bir kelime anlamini genisletirken eski karsilik geldigi anlami da nispeten
karsilayabilmesi gerekir. Bu sebeple bir dnceki anlami ifade eden turuncu bolge agik
mavi bolgenin i¢inde gosterilmistir. Bunun yaninda bir ihtimalde birinin anlam alani

goreceli sabit kalirken digeri anlam alanini1 daraltmasidir.

Buradaki ama¢ ayni anlam alanina diisen iki kelimenin zamanla anlam degisimi
acisinda nasil bir hareket sergiledigini 6lgmektir. Farkli bir deyisle ifade etmek
gerekirse iki es anlamli kelimenin anlammin zaman siirecinde birbirlerine gore

genisleme ve daralma agisindan hangi yonde degistigini gostermektir.
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4.2 Modelleme

Problemin tanimindan yola ¢ikarak genisleme daralma dinamiklerini iyi sekilde
yansitacak yapi bir yonsiiz kelime iliski ¢izgesidir. Bu kelime iligki ¢izgesinde her bir

diigtim birer kelime kelimeler arasindaki agirlikli baglanti ise kelimelerin arasindaki

S1
S1 Sz Sz
(a) (b)

Sekil 4.1 : Aymi anlam alanina denk gelen kelimelerin zamanla degisiminin
gosterimi.

iliskinin “giiciinii” ifade eder. Formal bir tanimla G = (V, E)) bir kelime iliski ¢izgesi
olsun. V bu ¢izgede kelimelere karsilik gelen diiglimler ve E ise kelimeler arasindaki
iliskiyi temsil eden PPMI degerleriyle agirliklandirilan baglantilardir. Genisleme ve
daralma dinamiklerini modellemeden once kelimenin anlam alanin ¢izgede nasil bir
yapiya karsilik geldigi tanimlanmasi gerekir. Anlam alani baglam ile iligkili oldugu
icin dolayli olarak genisleme ve daralma baglam tizerinden gézlemlenebilinir. Bu
bilgileri gbéz oOniinde bulundurursak kelimelerin metin igerisinde kullanildig:
baglamlar, ilgili kelimenin ¢izgedeki dogrudan komsuluguna denk gelir. Yani bir
kelimenin anlam alani, dolayli olarak baglami, ona karsilik gelen diiglimiin
komsulariyla birlikte olusturdugu alt ¢izgedir. Daha formal bir bigimde ifade edecek
olursak u € V' kelimesinin anlam alanini olusturan alt ¢izge G, = (V},, E,) dur.
Burada V;, = {v: PPMI(u,v) > 0, Vv € V} U u seklindedir. Diiglimler arasindaki
baglantilar ise E,, = {(x,y):x,y € V,, (x,y) € E} elde edilir. u kelimesinin yaninda
bir de esanlamlisi olan v € V' kelimesi olsun. Bu kelimelerin ¢izgedeki ortak

komsularinin goreceli olarak fazla olmasini beklemek makuldiir. Fakat kelimelerin
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kullanim sikligindan otiirii farkliliklar ortaya ¢ikabilir. Bu sebeple u ve v esanlaml
kelimelerinin  karsilik geldigi baglamlar1 bulmak adma, bu kelimelerin
komsuluklariyla birlikte olusturdugu alt ¢izgenin birlesimi alinir, Gy = G, U G, =
(Vs Em). Gy u ve v’nin karsihik geldigi baglamlar1 ifade eder. Bu birlestirme
islemiyle olusan baglam, ¢izgenin tiimiinde izole bir sekilde diistiniiliir. Bu izolasyon
hesaplama agamasinda diger semantik alanlarin bu iki kelime ve onlarin anlam alani

tizerindeki giiriiltilerini azaltir.

Problem tanimindan yola ¢ikarak genisleme ve daralma dinamikleri incelendiginde
anlami genisleyen bir kelimenin kullanildigi baglam sayisinda artis gozlenmesi
beklenir. Dolayisiyla bu kelimenin ¢izge iizerindeki baghi oldugu kelime sayisi
artacaktir. Anlami daralan bir kelime igin tersi durum gegerlidir. Bu durum g¢izge

tizerinde Sekil 4.2°de gosterilmistir.

G GCs

— /

(a) (b)

Sekil 4.2 : Semantik iligkileri temsil eden ¢izgenin zaman i¢indeki degisimi.

Sekil 4.2 (a)’da iki esanlamli kelime a,b baslangigta ayni anlam alanma denk
gelmektedir. Zaman gegtikce a kelimesi daha farkli baglamlarda kullanilarak
anlamini genisletmis, bu sirada b kelimesi daha az baglamda kullanildigi i¢in anlami1
daralmig seklinde distiniilebilir. Boylelikle Sekil 4.2 (a)’daki c¢izge, Sekil 4.2
(b)’deki duruma gelmistir. Bu gézlemden yola ¢ikarak anlami genigleyen kelimenin
aslinda anlam uzayinda daha merkezcil bir konuma geldigi goriilir. Semantik
yakinlik agisindan bakildiginda anlami genisleyen kelime farkli semantik alanlardaki
kelimeleri dolayli olarak birbirine yaklastirarak aralarindaki semantik uzakligim

azaltir. Yani anlami genisleyen kelimenin baglamindaki kelimeler ile genislemeden
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onceki kelimeler daha iligkili hale gelir. Buradaki dogal varsayim ise iki kelime
arasindaki iligkinin ¢izge ilizerindeki mesafe arttikca azalmasidir. Bunun yaninda
anlam1 genisleyen taraf hiyerarsik ve ideal olarak anlami daralan kelimenin
baglamini kapsamasi gerekir. Bu durumda anlami daralan kelime izole anlam
alaninda daha diisitk merkeziyete sahip olacaktir. Bu gozlemden yola ¢ikarak bir
kelimenin merkeziyetini Ara Merkezilik (Cg) degeri ile bagdastirdik. Cg 06lgiitli bir
cizgede bulunan bir diiglimiin, tiim diigiimler arasinda en kisa yol hesaplandiginda 0
diiglimiin stiinden gecen en kisa yolun sayisinin tiim diigiimler arasindaki en kisa

yol sayisina oranidir. Asagidaki esitlikte gosterilmistir.

Cp(v) = z 95: (V) 4.1)

o
stevy ¢

Burada Cz(v), v € V), kelimesine karsilik gelen diigiimiin merkeziyet degerini temsil
eder. gy ise s,t diigiimleri arasindaki en kisa yollarin sayisi ve o5 (v) v digimi
tizerinden gegen s —t arasindaki en kisa yollarin sayisidir. Ardindan bu o6lgiit

1/(N — 1)(N — 2) degeri ile normalize edilir.

Zaman gectikce esanlamli kelime ¢iftindeki bir kelimenin Cp degerinin nispeten sabit
veya artarken diger kelimenin Cy degerinde azalma olmasi beklenir. Yani aslinda iki
kelimenin Cp degerlerini temsil eden zaman serileri arasinda negatif veya 0
korelasyon mevcuttur. Bu korelasyonu ise Spearman korelasyon katsayisi ile 6l¢mek

problemimiz i¢in uygundur.

4.3 Onisleme

Turkronicles korpusundaki belgeler, orijinal halinde ya basili ya da dijital olarak
olusturulmustur. Basili belgeler, orijinal materyalin taranmasiyla dijitallestirilmistir.
Dijitallestirme siirecinin 6nemli bir kismi, metin verisi olusturmak i¢in Optik
Karakter Tanima (OCR) yazilimin1 kullanmaktir. Ancak, Boliim 2’de de belirtildigi
tizere, belgelerin nispeten eski ve fiziksel olarak hasarli olmast ve OCR
yazilimlarinin giiriiltitye kars1 hassasiyeti nedeniyle, korpusta hatali kelimeler ortaya

cikmaktadir.

OCR sonrasi hatalar1 diizeltme ile ilgili dogal dil isleme literatiiriinde bircok farkli

calisma bulunmaktadir. Bu yontemler metodolojilerine gore kategorilere ayrildiginda
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Kitle Kaynak Kullanimi (Crowd Sourcing), Sonlu Durumlu Déondstiiriici (Finite
State Transducer), Diziden Diziye Modeller (Sequence-to-Sequence Models), ve
LLM’leri kullanan c¢aligmalar seklinde ana basliklar ortaya ¢ikar (Nguyen ve dig.,
2021). Bu calismadaki deneyler yapilirken Mokhtar ve dig. (2018) yaptig1 ¢alisma
temel alinip hatalar1 gidermek igin bir Kodlayici-Coziicti (Encoder-Decoder) modeli
egitildi. Bu yaklasimda OCR hatalarini diizeltme problemi bir MT problemi olarak
diisliniildii. Yani, bu hatalar1 kaynak metinden hedef metne doniisiim olarak ele
alarak, yanls karakterlerin dogru karsiliklartyla degistirilmesini saglayacak sekilde
bir makine MT modeli gelistirildi. Referans metin, OCR ¢iktisi olan ve hatali
kelimeler iceren metin; hedef metin ise bu hatali kelimelerin diizeltildigi metin olarak
tanimlanir. Bu sekilde calisan bir modelin egitilmesi icin paralel bir korpusa ihtiyag
duyulur. Fakat Tiirkge’de literatiir arastirmasinin gosterdigi kadariyla boyle bir

paralel korpus bulunmamaktadir.

Tamamen insanlar tarafindan etiketlenip olusturulacak biiyiik bir paralel korpusun
maliyeti oldukga yiiksek olacaktir. Bu nedenle, daha az maliyetli ve daha hizli bir
¢dziim sunmak icin otomatik bir yontem ile paralel korpus olusturuldu. ilk olarak
Turkronicles’da bulunan belgeler ciimlelere béliitlendi. Ciimleleri béliitlerken bir
acik kaynak Python kiitiiphanesi olan nltk!® kullanildi. Ardindan iginde higbir hatali
kelime olmayan ciimleleri ve hatali ciimleleri Oztiirel ve dig. (2019) morfolojik
analiz aract kullanilarak tespit edildi. Sonrasinda ic¢inde hatali kelime olan
ciimlelerden her 10 yillik zaman diliminden olabildigince esit sayida olacak sekilde
climleler secildi. Toplam 309856 hatali climle gpt4o LLM’1 kullanarak diizeltildi.
Ardindan ciimle sayisimi arttirmak i¢in sentetik sekilde ciimlelerde hatalar
olusturuldu. Bu iglemi yapmak icin Onceden tespit edilen ve hata icermeyen
climlelerin kelimeleri rastgele karakter ekleme, silme ve degistirme islemleri ile
bozuldu. Boylelikle son durumda 535364 ciimlelik paralel bir korpus olusturuldu.
Cizelge 4.1 otomatik olarak olusturulan paralel korpustan bir kesit gostermektedir.
Paralel korpus olusturulduktan sonra %S5 validasyon ve %95 egitim kiimesi olacak
sekilde climleler ayristirildi. Modelin performansinin  degerlendirilmesi igin,
Turkronicles belgelerinden rastgele secilmis hatali ctimleleri i¢eren bir test kiimesi

hazirland. Ilk olarak, yazim hatasi igeren bir kelimeler belirlendi ve ardindan bu

16 https://www.nltk.org/
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hatali kelimeyi iceren en fazla 2 climle test kiimesine dahil edildi. Climlelerdeki
yazim hatalarin1 isaretlendi ve hatali kelimeler belgelerin ilgili kismi ile manuel

bi¢imde karsilastirilarak diizeltildi.

Cizelge 4.1 : OCR hatalar1 i¢in tam otomatik olarak tiretilmis paralel korpustan bir
Kesit.

Bl1 buguk doniim arazi bir kdyliiye Bir buguk donlim arazi bir koyliiye
diiseise bu kdyde hayat vardir deneniez | diiserse bu kdyde hayat vardir denemez.
Gemlike yapilacak demir yolu hatta Gemlik’e yapilacak demir yolu hatta
Eskisehir i¢iii ¢ok hayatidir Eskisehir i¢in ¢ok hayatidir
Devletin biiiiin gelir ve siderlerini, Devletin biitiin gelir ve giderlerini,
Anayasa geregi, Tiirkiye Biiyiik Millet Anayasa geregi, Tiirkiye Bliyiik Millet
Meclisi denetlemek durumdadir Meclisi denetlemek durumdadir.
Bcg sene bitii Bes sene bitti
Sinzin pooiilist politika tiyguladiginizi Sizin popiilist politika uyguladiginizi
ifade etmiyor ifade etmiyor

Test verisini hazirlama siirecinde veri seti ile ilgili su bulgular1 gézlemledik: Bazi
belgeler muhtemelen Ingilizce igin egitilmis OCR yazilimlar1 kullanilarak taranmus.
Bu nedenle, baz1 Tiirkce karakterler, 6zellikle i, s, ¢, 0, gorsel olarak benzer 1ngi1izce
harfler olarak OCR yazilimlari tarafindan yanlis yorumlanmis. Ornegin, belgelerdeki
i harfi ii veya u olarak algilanmis. Ayrica, bazi belgeler ciddi sekilde hasar gormiis.
Hasarli boliimlerdeki yazilar kontrol asamasinda anlagilmasi oldukc¢a giic hale
gelmistir. Bunlarin disinda, belgelerin yazarlarindan kaynaklanan yazim hatalar1 da

cumlelerde mevcuttur.

Cizelge 4.2 test verisinin genel istatistiklerini gostermektedir. Test kiimesi 999 hatali
climle icermektedir. Toplamda 11019 kelime bulunmaktadir. Bunlarin 2760 tanesi
yazim hatasi igeriyor ve bu da yaklasik %25’e tekabiil etmektedir. Test verisinin
OCR hata miktar1 iki farkli metrikte 6l¢iildii. Kelime Hata Oran1 (WER) ve Karakter
Hata Oran1 (CER), ASR ve OCR sistemlerinin performansini degerlendirmek igin

kullanilan o6lgiitlerdir. WER metrigi P54 2 formiilii ile hesaplanir. Burada Y

referans ciimledeki bir kelimenin yerine gelen yanlis kelimelerin sayisi, S referans

climledeki bir kelimenin silinme sayisi, E referans ciimleye yeni bir kelimenin

YK + SK + EK

eklenme sayis1 ve N ise toplam kelime sayisidir. CER metrigi ise S

seklinde hesaplanir. YK referans ciimledeki bir karakterin yerine gegen yanlis

karakterlerin sayisi, SK referans ciimledeki bir karakterin silinme sayisi, E referans
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climleye yeni bir karakterin eklenme sayisi ve N ise toplam karakter sayisidir.
Cizelge 4.2°de test verisinin WER degeri 0,250 ve CER degeri ise 0.056’dir. Ek
olarak hatali bir climle ile diizeltilmis versiyonu arasindaki Levenshtein Mesafesi
hesaplanmistir. Hem ekleme hem de silme masrafi 1 olarak belirlenirken, yerine
koyma masrafi 2 olarak ayarlandi. Bu parametrelerle yapilan hesaplama neticesinde,

climle bagina ortalama 7.75 diizenleme mesafesi oldugu gozlemlenmistir.

Cizelge 4.2: Test verisi istatistigi

Ciimle Sayis1 999
Kelime sayisi 11019
Hatali Kelime Sayis1 2760
Kelime Hata Oran1 (WER) 0,250
Karakter Hata Oran1 (CER) 0,056
Ortalama Levenshtein Mesafesi 7,75

Literatiir arastirmasina gore olusturdugumuz test kiimesinin tarihi Tiirkce
belgelerden olusturulmus ilk test kiimesi olma 6zelligini tasir. Bu test kiimesi, Dil
Modellerine (LM) dayanan OCR sonrasi diizeltme gerceklestiren sistemlerin
performansinin degerlendirilmesi asamasinda katki saglayacaktir. Ayrica test
kiimesini a¢ik erisim hale getirerek, OCR sonras1 diizeltme sistemlerinin gelisimine

ve degerlendirilmesine katkida bulunmay1 amagliyoruz.

Egitim asamasina ge¢ilmeden Once, tiim climleler SentencePiece algoritmasiyla

tokenize edildi. Kelime dagarcigi boyutu 30000 olarak belirlendi.

OCR hatalarmi diizeltmek amaciyla gelistirilmek istenen model, Kodlayici-Coziicti
mimarisine dayanmaktadir. Kodlayici ve Coziicii bilesenlerinin her biri 6 adet
Dontistiiriici (Transformer) blogu icermektedir. Her Doniistiiriici blogunda 4 adet
Attention Head'’” mekanizmasi1 bulunmaktadir. Kelimelerin vektdr boyutlar1 d = 512
olarak belirlenmistir. Transformer bloklarindaki ileri beslemeli aglarin ara
katmanlarinin (hidden layer) boyutlari ise dy; = 2048 olarak tanimlanmigtir. Model
hem anlam biitiinliigiinii koruyacak sekilde ciimleleri islemekte hem de yanlis

kelimeleri baglami dikkate alarak diizeltmeye odaklanmaktadir.

Model egitildikten sonra, olusturulan test kiimesi ile modelin basarist oSlgiildii.
Cizelge 4.3 test sonuglarmi gostermektedir. Cizelge 4.3, modelin diizeltme

performansint WER ve CER metriklerinde degerlerini. WER (Kelime Hata Orani),

17 Doniistiiriicii bloklarinda kullanilan temel bilesenlerden biri.
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orijinal test verisinde 0,250 iken diizeltme sonrasinda 0,120’ye diismiis ve bu durum
%351,9 oraninda bir iyilestirme saglamistir. CER ise baglangigta 0,056 olarak
Olclilmiis ve dilizeltme sonrasi 0,031°’e¢ diiserek %44,6 oraninda bir iyilesme
gostermistir.

Cizelge 4.3 : Modelin test sonuclart WER ve CER metrikleriyle birlikte test verisi
tyilestirme orani.

Orijinal Test Verisi | Diizeltme Sonuglari lyilestirme
Oram
WER 0,250 0,120 %51,9
CER 0,056 0,031 %44,6

Elde edilen bulgulara dayanarak, modelin hem kelime hem de karakter seviyesindeki
hata oranlarin1 6nemli 6l¢giide azalttigin1 ve diizeltme performansinin etkili oldugunu

ortaya koyar.

Hata diizeltme islemleri tamamlandiktan sonra ilk olarak ciimleler tokenize edildi.
Ardindan tiim kelimeler kiigiik harfe déniistiiriildii. Icerisinde harf disinda herhangi
bir karakter olan kelimeler kaldirildi. Boliim 1°de kullanilan morfolojik analiz araci
kullanilarak kelimeler sozlilkk formuna indirgendi. Eger morfolojik analiz araci

basarisiz olursa ilgili kelime analize ve modellere dahil edilmedi.

4.4 Veri Kiimesi

Anlam genislemesi ve daralmasini degerlendirmek i¢in Gilincel Tiirkge Sozliik
kullanilarak bir test kiimesi olusturuldu. Ilk olarak sozliikte bulunan es anlaml
kelimeler tespit edildi. Ardindan bu kelimelerin biitiin zaman dilimlerinde en az 50
kere gectiginden emin olacak sekilde eleme islemi gercgeklestirildi. Frekans esik
degerinin sebebi ise bu kelimelerin baglamlarinin yeteri kadar kapsayict olmasini

saglamaktir. Boylelikle 673 adet es veya yakin anlaml kelime ¢ifti elde edildi.

4.5 Deneyler

Onisleme asamasidan gegirilmis Turkronicles korpusu ilk olarak 10 senelik zaman
dilimlerine ayrildi. 1920-1929 aras1 dokiimanlar Osmanli alfabesinde yazildig1 i¢in
yakin zamanda Latin Alfabesine c¢evrilmistir ve token sayisi diger zaman
periyotlarina  gore olduk¢a disiiktiir. Ayrica 2020-2022 zaman araligi

tamamlanmadig1 i¢in bu aralikta da token sayisi digerlerine nazaran oldukga azdir.
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Bu sebeplerle 1920-1929 ve 2020-2022 zaman araliklarinda bulunan dokiimanlar
analize dahil edilmedi. Bu durumda analiz yapilan zaman araligi 1930-2019 yillar
arasin1 kapsamaktadir. Zaman araligim1 belirledikten sonra her 10 zaman periyodu
icin kelime iliski ¢izgesi olusturuldu ve PPMI degerleri kullanilarak diigiimler arasi
baglantilar agirliklandirildi. PPMI  degerleri bulunurken baglam penceresinin
biiylikliigii sagda ve solda 2 token olmak iizere toplam 5 olarak se¢ildi. Ardindan
PPMI degeri 3’ten diisiik olan baglantilar bu ¢izgelerden kaldirildi. Bu islemi
yaparak, yalnizca giiclii ve anlamli baglantilarin kalmasi saglandi. Boylece, modelin
daha dogru ve tutarli sonuglar iiretmesi hedeflendi. Bu islemlerin sonunda her bir

zaman dilimi i¢in birer ¢izge elde edildi.

Cizgeler olusturulduktan sonra test kiimesindeki her bir esanlaml kelime ¢ifti i¢in,
her bir zaman dilimine ait G, alt ¢izgesini olusturuldu. Gy, ¢izgesi kullanilarak bir
esanlamli ¢iftindeki her bir kelime i¢in birer zaman serisi olusturuldu. Bu zaman
serilerinin elemanlari, bir kelimenin ilgili zaman araligindaki G,; ¢izgesi yardimiyla
hesaplanan Cg degerine karsilik gelmektedir. Sekil 4.3, orneklerdeki es anlamli
kelime ciftlerine ait kelimeleri Ara Merkezilik degerleri arasindaki iliskiyi
gostermektedir. Cp,, bir es anlaml kelime ¢iftindeki ilk kelimenin Ara Merkezilik
degeri, Cp, ise ikinci kelimenin Ara Merkezilik degeridir. Es anlamli giftlerini temsil
eden noktalar alindigr zaman dilimine gore renklendirilmistir. Grafik gorsel olarak
incelendiginde ilk goze c¢arpan kismin iki kelimenin birbirini negatif olarak
etkileyecek sekilde dogrusal bir trend olusturdugudur. Farkli zaman dilimlerini
temsil eden renkler, bu negatif iliskinin donemler boyunca tutarli oldugunu da ortaya
koymaktadir. Ayrica grafigin iki ucuna bakildiginda asagi ucta 1930’lardan
noktalarin daha yogun oldugu, yukari ucta ise 2010’lardan noktalarin daha
yogunlukta oldugu gozlemlenmektedir. Bu da zaman diliminin es anlamli kelime
gruplar1 arasindaki etkisini g6z Oniine serer. Test kiimesi icerisinde gegen her bir
kelimenin zaman serileri olusturulduktan sonra o kelimenin es anlamlisinin zaman
serisiyle arasindaki Spearman Korelasyon Katsayis1 ol¢iildii. Negatif korelasyon,
uygulanan modele gore bir kelimenin anlami genisledikge digerinin daraldigini
gosterir. Diger taraftan, pozitif korelasyon, bir kelimenin anlami genisledikce

digerinin de benzer bir hareket ettigine isaret eder.
Korelasyon katsayilariin dagilimi Sekil 4.4°teki histogram grafiginde gosterilmistir.

[lk olarak korelasyon araliklar1 [—1.0, 0.8) ¢ok giiclii negatif, [—0.8, —0.6) giiclii
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Sekil 4.3 : Ayn1 anlam alanindaki iki kelimenin birbirlerine gore Cp degerini
gosteren grafik..

negatif, [—0.6, —0.4), orta derecereli negatif, [—0.4, —0.2) zayif negatif, [—0.2, 0.0)
cok zayif negatif, [0.0,0.2) ¢ok zayif pozitif, [0.2,0.4) zayif pozitif, [0.4,0.6) orta
dereceli pozitif, [0.6,0.8) giclii pozitif, [0.8,1.0] cok giclii pozitif olarak
kategorilere ayrildi. 673 es anlamli kelime c¢iftinin 630'unda negatif korelasyon
gozlemlendi. Bunlardan 484’1 istatistiksel olarak anlamhdir (p < 0,05). 348 kelime
ciftinin ¢ok giiclii negatif korelasyon grubunda oldugu gériiliiyor. Orneklerin ¢ogu
cok giiclii ve gii¢lii negatif korelasyon grubundadir (%75). Ayrica Bununla beraber
korelasyon katsayilarinin %931 negatif korelasyonludur. 673 6rnegin 43’i pozitif
korelasyona sahiptir. Pozitif korelasyona sahip ornekler ¢ok zayif, zayif, ve orta
derece pozitif kategorilere dagilmistir. Bu kelimeler arasinda hari¢-dis, mis-giizel,
mutlaka-kesin, nadir-seyrek, salim-esen, resit-ergin gibi sifat ve zarf niteliginde olan
ikililerin var oldugunu gériiyoruz. Ozellikle sifat ve zarflarin baglamsal esneklikleri
ve ¢esitlilikleri nedeniyle bu kelime ikilileri pozitif korelasyona sahip olmus olabilir.
Ayrica pozitif korelasyon sahip es anlamli ¢iftlerinin hi¢ biri istatistiksel olarak

anlamli sonug¢ vermemistir (p > 0,05).
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Sekil 4.4 : Esanlamli kelime ¢iftlerini merkeziyet degerlerinin korelasyon
katsayis1 histogram grafigi.

Bir kelimenin anlam genislemesi ve daralmasinda, es anlamli karsiliginin anlam
alanint ne kadar etkiledigini 6lgmek i¢in LMM kullanilarak bir analiz
gerceklestirildi. ilk olarak her bir es anlaml kelime gifti essiz bir sekilde
tanimlanmast i¢in indekslendi. Her bir kelime ¢iftine ait 1930-2010 yillarini
kapsayacak sekilde merkeziyet degerlerinin Sl¢limii olan zaman serileri olusturuldu.
Bu sebeple global trendin yaninda grup igi varyasyonlar1 6lgmek adina modele her
bir kelime ¢iftine karsilik gelecek sekilde rastgele etki katsayist u; dahil edildi.
Ayrica zaman periyotlarinin genisleme/daralma iizerindeki etkisini 6lgmek igin,
zamani kategorik bir degisken olarak diisiiniiliip modele sabit etki g, dahil edildi.
Son durumda bu model Esitlik 4.2°de gosterilmistir.

Clg?i =B+ B- nggi Tu+ Ei(t) (4.2)

Cs? . t zaman diliminde i'nci esanlaml iftindeki ilk kelimenin Cp degeridir. CS°
ise t zaman diliminde i’nci esanlaml ¢iftindeki ikinci kelimenin Cy degeridir. u; ~

PR

N (0,0?%) i'nci esanlamli ciftinin rastgele etki katsayisidir. Bu modeli egittigimizde

sonuclar es anlamli kelime c¢iftlerinde semantik genisleme ve daralmanin

dinamiklerini gii¢lii bir sekilde desteklemektedir. Clg?i’nin sabit etki katsayis1 § =
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—0,692 olarak bulunmustur (p < 0,001). Bunun yaninda, modelin R? degeri 0,90
olarak hesaplanmistir. Bu deger modelin degisimdeki varyasyonun %90’ 1n1
aciklayabildigini gostermektedir. Bu da kullanilan modelin giivenilirligini ve
uygunlugunu gosterir. Tiim bu veriler iki esanlamli kelime arasindaki daralma ve
genisleme seklindeki anlamsal degisimin giiglii bir negatif iliski i¢cinde oldugunun

gliclii bir kanitin1 sunar.

4.6 Ornek Incelemeler: amac-gaye, kusak-nesil

—e— amag
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Sekil 4.5 : amag¢ ve gaye kelimelerinin yillara gére Ara Merkezilik (Cg)

degeri.
Modellemenin dogrulugunu incelemek i¢in bilinen anlami genislemis baz1 kelimeler
tizerinden incelemeler gerceklestirdik. amag¢-gaye, al¢ak-kisa, kusak-nesil kelimeleri
Tiirkce Tarama Sozligli ve Giincel Tiirkce Sozlik karsilagtirilarak anlamlar
genisledigi tespit edilmistir (Ozavsar, 2013). Bu kelime c¢iftlerinin ara merkezilik
zaman serileri iizerinde yapilan analiz, esanlamli kelimelerden birinin anlam alanim
genisletmesi durumunda digerinin daraldigina isaret edecek sekilde dinamik

etkilesimleri ortaya koymaktadir.
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ama¢ kelimesi 18. Yiizyillda hedef, nisangah®® anlamma gelirken  giiniimiiz
Tiirk¢e’sinde anlamini1 genisleterek gaye anlamini tagimaya baglamistir. Sekil 4.5
amag Ve kelimelerinin yillara gére Cg degerleri goriilmektedir. Ilk yillarda gaye daha
yuksek ara merkezilik degeriyle genis bir anlam alanina sahipken, 1960’tan sonra
amag¢ kelimesinin baglam cesitliligi giderek artarak onu daha merkezi bir hale
getirmistir. Bu kelimelerin Cz zaman serileri arasinda giiglii negatif korelasyon

gozlemlenmistir (r = —0.95, p < 0.001).

Benzer sekilde, kusak-nesil es anlamli ¢ifti i¢in elde edilen gii¢lii negatif korelasyon
(r =-0.87, p = 0.0025), birbirine zit hareketi destekleyen bir baska Ornektir.
Baslangigta kusak daha yiliksek Cp degerine sahipken, 1940’tan sonra nesil kelimesi
giderek merkeziyet degerini arttirmis ve 1990°da kugsak’t gegmistir. Bu sirada kusak

kelimesi zaman boyunca anlamini daraltmasi Cgz degerlerine yansimistir.

4.7 Stmirlamalar

Anlam genislemesi ve anlam daralmasini modellemek i¢in PPMI ¢izgelerinden
yararlanilmistir. Modelleme asamasinda anlam alani olusturulurken iki es anlamlh
kelimenin komsularinin olusturdugu alt ¢izgelerin birlesimi alinmaktadir. Bu durum
kelimelerin ¢ok anlamlilik 6zelliklerini g6z ardi edip bazi durumlarda uzak
anlamlarin hesaba katilmasima sebep oluyor olabilir. Ornegin, es sesli bir kelime
(0rnegin "yiiz") farkli baglamlarda kullanildigindan, izole anlam alanina uzak veya
ilgisiz kelimeler girebilir. Bu sebeple iki kelimenin sadece ilgili anlam alanlarini

daha iyi ¢ikartacak bir yontem uygulanmasi modelin basarisini arttiracaktir.

Genisleme ve daralma dinamigini o6lgmek i¢in Cp Olclti kullanilmistir. Cyg
hesaplanirken PPMI degerlerinden, alakasiz kelimelerin elenmesi asamasinda
yararlanilmigtir.  Fakat bu Olciit hesaplanirken herhangi bir sekilde baglantilarin
agirliklart dikkate alinmiyor. Bu agirliklar kelimelerin bir anlamda birbirine
baghiliklarini ve giiclerini belirttigi icin PPMI degerleri mesafe hesabina katildiginda

model daha farkli sonuglar verebilir.

Baglam c¢esitliligini yansitmak adina, her bir kelime c¢ifti i¢in belirli bir zaman

diliminde bulunma sarti ve frekans i¢in esik degerler belirlenmistir. Ancak,

18 TDK Tarama SozIiigii.
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kelimelerin kendi baglam g¢esitliligi veride yeterince iyi yansitilmamis olabilir. Bu
durum, modelin sonuglarini sinirlayabilecek bir faktordiir. Bununla birlikte, bu
caligmanin tekrarlanmas1 ve daha biylk, daha c¢esitli bir veri kiimesiyle

uygulanmasi, elde edilen sonuglarin dogrulugunu artirma potansiyeline sahiptir.

Analizler iki kelime iizerinden yapilmistir. Bu durum sonuclar1 etkiliyor olabilir.
Ornegin semantik alana iigiincii bir kelime girdiginde, yeni giren kelime, digerlerini

daralmaya itebilir. Bu da sonuglarda pozitif korelasyon seklinde goriilebilir.
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5. SONUC VE ONERILER

Tiirkgce, Ozellikle alfabenin degistirilmesi ve 0Odiing kelimelerin Tiirkge kokenli
kelimelerle degistirilmesi gibi girisimlerle son yiizyilda 6nemli degisikliklere maruz
kalmistir. Tiirkge’nin bu doniisiimiinii inceleyecek ve gelecekteki ¢alismalar1 ve
tarihi belgeleri islemek icin NLP araclarinin gelistirilmesini desteklemek amaciyla
1920'den 2022'ye kadar Resmi Gazete ve Tirkiye Biiyilk Millet Meclisi
kayitlarindan ¢ikarilan diyakronik bir korpus olan Turkronicles't olusturuldu. Ayrica,
bu 6nemli konu iizerindeki caligmalar1 desteklemek i¢in farkli tiirlerde diyakronik
hizalanmis vektdrler, PPMI ve frekans matrisleri, dijitallestirilmis karsiliklar sozligii
ve bir Python kiitliphanesi kullanima sunuldu. Turkronicles ile erisime agilan
diyakronik kaynaklarin, dildeki degisim iizerine odaklanan ¢aligmalar i¢in yararl bir
kaynak olacagim1 diisiiniilmektedir. Tiirkce i¢in bir diyakronik korpusun
olusturulmasi, dilbilimsel arastirmalarda énemli bir boslugu doldururken, gelecekte
korpusumuzu gazeteler, edebi eserler ve kamu yayinlar1 gibi diger kaynaklardan
metinler eklenerek genisletilmesi planlanmaktadir. Cesitli kaynaklardan daha biiyiik
bir diyakronik korpus olusturduktan sonra, Tiir Dil Devrimi’nin Tiirkge tizerindeki
etkisini inceleyen analizlerin genisletilmesi ve farkli veri kaynaklarini

karsilastirilmasi hedeflenmektedir.

Diyakronik korpus olusturulduktan sonra modern Tiirk¢e kelimelerin eski
karsiliklarin1 bulmak i¢in ortogonal doniisiimler temelinde iki yontem Onerildi.
Yontemler farkli vektor algoritmalari tizerinden karsilastirilarak zaman dilimleri
arasindaki farklarin performansa etkisini degerlendirmek amaciyla cesitli deneyler
gerceklestirildi. Yapilan analiz tarihsel silirecte modern Tiirkge kelimelerin eski
karsiliklarinin bulunmasinda ortogonal doniisiimiin dogrusal dontisiimden daha iyi
sonu¢ verdigini gostermektedir. Ayrica, sorgu kelimesinin ilgili hedef zaman
dilimindeki benzerlik kiimesini Spearman sira Kkorelasyon degerlerine gore
siralamanin, OP yonteminin performansini hem SVD vektorlerinde hem de CBOW

vektorlerinde ¢ogu durumda artirdigi gozlemlendi.
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Son olarak bir kelimenin anlamini genisleterek baska bir anlam alanina girdiginde 0
anlam alanindaki bagka bir kelimenin anlaminin daralmasina sebep olup olmadigi
incelendi. Bu degisimi en iyi sekilde gézlemlemek i¢in analizler esanlamli kelimeler
iizerinden gerceklestirildi. ilk olarak problem PPMI ¢izgesi ile modellendi ve anlam
degisikligi dinamigini 6l¢mek icin Ara Merkezilik olgiitii kullanildi. Yaptigimiz
deneyler sonucunda esanlamli kelimelerin birbirlerine gore aslinda zit sekilde anlam
degisikligine ugradiklarini gosteren bulgular elde edildi. Ardindan zaman serileri igin
bir LMM modeli egitildi ve onceki deneylerde elde edilen bulgular pekistirildi.
Burada bulunan sonuglar da esanlamli kelimelerin birisinin anlami genislerken

digerinin daralmasini destekler nitelikteydi.

Bu caligmada Tiirk¢e’nin zaman boyunca gelisimini anlamak ve dogal dil isleme
araglartyla bu doniisiimii modellenmesi agisindan onemli bulgular igermektedir.
Turkronicles gibi diyakronik bir korpusun olusturulmasi, sadece Tiirk¢e’deki
degisimlerin izlenmesine degil, ayn1 zamanda dilin degisimiyle ilgili daha genis
kapsamli ¢aligmalarin yapilmasina olanak saglayacak bir altyapi sunmaktadir. Bu
baglamda diisiiniildigiinde esanlamli kelimelerin diyakronik tespit edilmesi ve anlam
genislemesi ve daralmasi gibi dilin degisim mekanizmalarint modellemek igin
sunulan kaynaklarin, dil degisikligi {izerine yapilacak gelecek calismalar igin bir
temel olusturacagini diisiiniiyoruz. Elde edilen sonuglar hem metodolojik hem de
dilbilimsel agidan 6nemli katkilar sunarken, Tiirk¢ce ve diger dillerdeki tarihsel dil

degisimini anlamaya yonelik caligmalara da ilham verecektir.
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EKLER

EK 1: Lingan

EK 2: Boliim 3’te kullanilan es anlamli kelimeler
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EK1

Bilesen

Metot

Aciklama

Data

save(path)

Data nesnesini, path
tarafindan belirtilen
konuma kaydeder.

load(path)

Data nesnesini
belirtilen path ‘ten
yukler.

transform(f)

Ham veriyi f
fonksiyonunu
kullanarak dontistiiriir.

merge(other)

other m igerigini data
objesiyle ile birlestirir.

Container

save(path)

Container nesnesini
belirtilen path
konumuna kaydeder.

load(path)

Container nesnesini
belirtilen path'ten
yiikler.

perform(Operation)

Bir Operation
nesnesini parametre
olarak alir ve
Operation bileseninde
taniml ilgili
yonlendirme
metotlarini ¢agirir.

period()

Container nesnesinin
zaman araligini
dondiirdr.

is_diachronic()

Container nesnesinin
Diyakronik analiz i¢in
uygun olup
olmadigini dondiirtir.

is_synchronic()

Container nesnesinin
Senkronik analiz i¢in
uygun olup
olmadigini dondiirtir.

69




add(cont)

Container nesnesi
cont'u metodu ¢agiran
Container yapisina
ekler.

remove(cont)

Container nesnesi
cont'u metodu ¢agiran
Container yapisindan

cikarir.

get(time_range)

Zaman dilimi
time_range i¢ine
diisen tiim Container
objelerini dondiirtir.

get_data()

Container objesinde
tutulan Data nesnesini
dondurdr.

on_diachronic(DiachronicCorpus)

Operation

Bir DiachronicCorpus
nesnesini alir ve
DiachronicCorpus
tizerinde iglem
mantigini uygular.

on_synchronic(Corpus)

Bir Corpus nesnesini
alir ve Corpus
lizerinde islem

mantigini uygular.

Islem Veriyapisi

Aciklama

Exists(word, time_range) Vocabulary

word kelimesinin
time_range zaman
araliginda bir mevcut
olup olmadiginm
kontrol eder..

Frequency(word, time_range) Vocabulary

time_range zaman
araliginda, her bir
bilesini word
kelimesinin ilgili
zaman dilimindeki
frekansi olan bir
zaman serisi dondiirtr.

FilterFrequency(threshold,

time_range) Vocabulary

time_range zaman
aralig1 i¢inde, frekansi
belirtilen threshold
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degerinden daha
diisiik olan kelimeleri
kaldirir.

VocabularySimilarity(time_range)

Vocabulary

Her bir elemani farkli
zaman dilimlerinde
kullanilan kelimeler
arasindaki Jaccard

Index sonucunu temsil
eden bir matris
dondiiriir.

VocabularyDistance(time_range)

Vocabulary

Her bir elemani1 farkli
zaman dilimi ikilileri

arasindaki JSD
degerini temsil eden
bir matris dondiriir.

MorphemFrequency(morpheme,
time_range)

Vocabulary

time_range zaman

araliginda
morpheme’in kullanim
frekansini1 dondiiriir.

UniqueWordCount(time_range)

Vocabulary

Her bir eleman,
time_range araliginda
bulunan benzersiz
kelimelerin toplam
sayisini temsil eden
bir zaman serisi
dondiiriir.

CommonWords(time_range)

Vocabulary

time_range igerisinde
bulunan ve her
korpusta var olan
kelimelerden olusan
bir kiime dondiirtir

CoFrequency(u, v, time_range)

Embeddings

Zaman aralig1
time_range iginde, U
ve v kelimelerinin
birlikte goriilme
frekansini temsil eden
bir zaman serisi
dondiirir.

Collocations(word, k, time_range)

Embeddings

kelime kiimesi olan bir

Her bir eleman bir

dizi dondiirtir.
Biytikligi k olan bu

kiimeler, her zaman
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dilimi i¢in word ile en
yiiksek ortak kullanim
degerine sahip
kelimelere karsilik
gelir.

Association(u, v, time_range)

Embeddings

Her bir eleman ilgili
zaman diliminde u ve
Vv kelimeleri arasindaki
ortak kullanim
degerine karsilik gelen
bir zaman serisi dizisi
dondiiriir.

Similarity(u, v, time_range)

Embeddings

Her bir eleman ilgili
zaman diliminde u ve
v arasindaki semantik
benzerlige karsilik
gelen bir zaman serisi
dondiirdir.

AlignedMostSimilar(word, k,
target_period, base_period)

Embeddings

target_period'un
vektor uzaymi
base_period'in vektor
uzayina hizalar ve
base_period zaman
diliminden word
kelimesine semantik
olarak en benzer k
kelimeyi dondiiriir

SemanticChange(word,
time_range)

Embeddings

Her bir elemani, word
kelimesinin baslangig
donemindeki
vektoriinden olan
uzaklig1 temsil eden
bir zaman serisi dizisi
dondiirtr.

EK 2

bakan - vekil
baskan - reis
gorev - vazife

tl - lira

milletvekili - mebus
kurul - heyet
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uygula - tatbik
onerge - takrir
tiye - aza

yil - sene

tasart - layiha
genel - umum
yasa - kanun

tilke - memleket
islem - muamele
sun - takdim

gelir - varidat

oy - rey

okul - mektep
stire - miiddet
ozel - hususi
durum - vaziyet
yardim - muavenet
toplam - yekiin
yabanci - ecnebi
saglik - sthhat

ilgi - aldka

tiiziik - nizamname
basbakan - basvekil
yetki - saldhiyet
ek - ilave

tekel - inhisar
uygun - muvafik
belge - vesika
once - evvel

etki - tesir

tarim - Ziraat
incele - tetkik

son - nihayet
neden - sebeb
sonug - netice

yon - cihet

ilge - kaza

se¢im - intihap
isim - ad

yolluk - harcirah
karsilik - mukabil
iliskin - miiteallik
yer - mahal
giindem - ruzname
bigim - tarz

adet - aded
satinal - mubayaa
gerek - icap
olaganiistii - fevkaldde
istek - talep



uzman - miitehassis
toplanti - i¢tima
belirli - muayyen
sekreter - kdtip
yuiriirliik - meriyet
gore - nazaran
kullan - istimal
denet - murakabe
konu - mevzu

uluslararasi - beynelmilel

dernek - cemiyet
sart - serait

kisi - sahis

yarar - istifade
deger - kiymet
yayum - nesir
sorun - mesele
tutanak - zabit
onem - ehemmiyet
arag - vasita
aralik - kanunuevvel
yeter - kafi

nitelik - mahiyet
onarum - tamirat
dagitim - tevzi
indirim - tenzildt
harca - sarfiyat
ogrenci - talebe
tiiketim - istihlak
gazete - ceride
dilekge - istida

i¢ - dahil

savas - harp

onay - tasdik
kuzey - simali
ocak - kdanunusani
giiney - CENUpP
sayman - muhasip
yiikiim - miikellef
gelis - inkisaf
sakl - mahfuz
gergek - hakiki
kapt - bap

yasl - ihtiyar
yayin - nesriyat
parti - firka

ekim - tesrinievvel
degisik - muaddel
boliim - kisim
ozellikle - bilhassa
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kasim - tegrinisani
basin - matbuat
tiretim - istihsal
cevap - cevab

engel - mani

kagit - kagid

yasak - memnu
cumhurbagkani - reisicumhur
kayit - kayrd

basar: - muvaffakiyet
sorumlu - mesul
tutar - meblag
konut - mesken
tiniversite - dariilfiinun
koru - muhafaza
aday - namzet

Suc - curiim

aykart - hilaf

yiice - ulvi

bildirim - beyanname
il - vilayet

disiplin - inzibat
dogu - sark

benzer - miimasil
ogretim - tedrisat
stnav - imtihan

olay - hddise

oysa - halbuki
yakacak - mahrukat
ortak - serik

emekli - miitekait
sorustur - tahkikat
dis - harict
ekonomi - iktisat
tist - mafevk
kapsam - szimul
cogunluk - ekseriyet
ornek - niisha
zorunlu - mecburi
vade - miihlet

¢tkar - menfaat
eksik - noksan
yasak - memnuiyet
ama - amma

tutuk - mahkiim
kapsa - ihtiva
baslangi¢ - bidayet
kural - kaide

sakat - maliil

kotii - fena



odiil - miikafat
cogunlukia - ekseriyetle
kesin - kati

ilgili - alakadar
alkol - ispirto
fiyat - fiat

saldirt - taarruz
belirti - aldmet
toren - merasim
gergek - hakiki
olus - vuku
esdeger - muadil
dil - lisan
ekonomik - iktisadi
cocuk - evldd
matematik - riyaziye
kaynak - memba
temsil - miimessil
gozlem - rasat
cok - pek

sahip - malik
gozetim - nezaret
hiikiim - ahkdm
ortalama - vasati
iliski - miinasebet
profesor - miiderris
fiilen - bilfiil

koca - zevg

¢izgi - hat

artma - tezayriit
arama - taharri
bayindir - nafia
atélye - atelye

bos - miinhal

yiik - hamule

gezi - seyahat

salt - mutlak
amacg - maksat
kavram - mefhum
bircok - miiteaddit
bati - garp

miizik - musiki
esit - miisavat

Z0r - miiskiil

kira - isticar

bitki - nebat

az - kit

rast - tesadiif
dayan - istinaden
cevre - muhit
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varlik - mevcudiyet
giiven - itimat
kesim - mukataa
kimlik - Aiiviyet
yoksun - mahrum
kamu - dmme

tiizel - hiikmi
dogum - tevelliit
albay - miralay
yasama - tesri
tanik - sahid
belediye - sehremaneti
gosterge - icmal
zarar - ziya
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