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Bu calismada Cok Degiskenli Uyarlamali Regresyon Uzanimlari(Multivariate
Adaptive Regression Splines/MARS) ydntemi ve bu ydntemle kurulan modellerin
olusturulma slreci ayrintili olarak arastiriimistir. Son yillarda degiskenler arasindaki
iligkilerin arastiriimasinda karmasik algoritmalarin kullanilabilirligi artmigtir. Boylece
modelleme yaparken degigkenler arasindaki karmasik iligskilerin daha detayh bir
sekilde incelenebilmesi miUmkin kilinabilmis ve kurulan modellerin geleneksel

istatistik yontemlere gore oldukga basarili oldugu gdsterilmistir.

Yapilan arastirmada MARS modelleme yonteminin gelisimi, literatlirdeki
uygulamalari, MARS vyazilimi ile gergeklestiriien ¢ézimleme slreci ve gergek

verilerle ydntemin uygulanabilirli§i gosterilmis, sonuglar tartisiimistir.

Calismada uygulamadan o6nce kullanilan MARS vyaziliminin Ozellikleri, kullanim
asamalari 6zetlenmistir. Daha sonra yontemin uygulanabiliriliginin gosterilebilmesi ve
geleneksel istatistiksel yontemlerle kiyaslanabilmesi amaciyla gergek veri uygulamasi
gerceklestiriimigtir. Uygulama igin Tarkiye’deki bir finans kurulusundan elde edilen
bireysel kredi basvuru verileri kullaniimistir. Kredi kararinin kabul ya da reddedilmesi
durumuna gére modelleme vyapilmistir. Kurulan MARS modelinin geleneksel
yontemlerle karsilastirilabilmesi igin ikili lojistik regresyon ydntemi ile modelleme
yapilmistir. MARS modeli dogru siniflandirma orani, |. Tip Hata ve Il. Tip Hata’ya
gore ikili lojistik regresyon modelinden daha iyi sonuglar vermistir. Kurulan her iki
model ile kredi kararini etkileyen faktorler arastirldiginda MARS modelinin daha

detay yorumlar yapabilmeye olanak saglayan sonuglar verdigi tespit edilmigtir.

Anahtar Kelimeler: Cok Degigskenli Uyarlamali Regresyon Uzanimlari, MARS,
Regresyon Uzanimlari, Temel Fonksiyon, Kredi Degerlendirmesi
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ABSTRACT

In this study, Multivariate Adaptive Regression Splines (MARS) method and the
modeling process of the MARS models studied in detail. The usability of complex
algorithms in analysis of relations between variables has increased in recent years.
Thus, it has become possible to analyse complex relations between variables in
detail when modelling and it has been shown that the constructed models are

considerably successful than the traditional statistical methods.

The development of MARS modelling method, its applications in litterateur, analysis
process with MARS software and applicability of the method with real data are shown

and results are discussed in this study.

Before the application, the features of MARS software and its utilization steps are
summarized. Then a real data application is performed to be able to show the
applicability of the method and to compare it with traditional statistical methods.
Personal loan application data that is obtained from a financial institution in Turkey is
used for application. Modelling is made according to acceptance and refusal of credit
decision. In order to compare constructed MARS method with traditional methods,
modelling is made with binary logistic regression method. MARS model has given
better results than binary logistic regression according to classification success ratio,
Type | and Type Il Errors. With both of the constructed methods, it is observed that
the MARS modelling gives better results which allow to make more detailed

interpretation when the factors that affect credit decision is analysed.

Keywords: Multivariate Adaptive Regression Splines, MARS, Regression Splines,

Basis Function, Credit Scoring.
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BiRINCi BOLUM

1. GIRIS

Degigkenler arasindaki iligkilerin modellenmesinde regresyon yontemleri sik¢a
kullaniimaktadir. Kurulan modeller dogrusal ya da dogrusal olmayan yapida

olabilmektedir.

Kurulan modellerde degiskenler arasindaki iligkilerin gergcek yapisinin daha iyi
anlagilabilmesi igin ¢ok fazla degisken ve degiskenlerin etkilesimleri bir arada
kullaniimaktadir. Ancak geleneksel ydontemler kullanilarak bu yapida modellerin
kurulabilmesi zordur. Son yillarda bilgisayar teknolojisindeki gelismelere paralel bir
sekilde bircok degigkenin bir arada degerlendirildigi algoritmalarin kullanilabilirligi
artmigtir. Bu karmasgik algoritmalari kullanan regresyon yontemlerinden birisi de
“Cok Degiskenli Uyarlamali Regresyon Uzanimlar” (Multivariate Adaptive
Regression Splines / MARS) teknigidir. Dogrusal ve dogrusal olmayan geleneksel
yontemlerin aksine, kullanilacak bagimli ve bagimsiz degiskenler i¢in herhangi bir
varsayim olmadan c¢alisan bu teknikte, bagimsiz degiskenlerin belirlenen farkli
aralik degerleri igin farkl katsayilar Uretilir ve modele etkilesim terimlerinin de

katilmasiyla gercek yapiyi daha iyi yansitan modeller kurulabilmektedir.

Y bagimh degisken ve X aciklayici degiskenleri arasindaki iliski Es. 1.1'de
verilmistir. Buradac¢; Y ve X dgiskenle ri arasindaki iligkiden, bagimli degiskenin
sapmasini gostermektedir.

Hata! Yer isareti tanimlanmamis.

Y=f(X)+¢ (1.1)

Parametrik olmayan modellemenin temelinde yatan gorus, Es. 1.1’deki gibi bir
model yapisindaki X degiskenleri arasinda dogrusal olmayan bir iligkinin
bulunabilecedi olasiligidir. Bu modelde f(X), dogrusal, lojistik veya dogrusal

olmayan bir iligki iginde olabilmektedir.

Cok Degigkenli Uyarlamali Regresyon Uzanimlari yontemi, 1991 yilinda Stanford
Universitesinden Jerome H. Friedman(1991a) tarafindan geligtiriimistir. Literatlrde



bu yontem, yabanci dildeki kendi orijinal adinin bas harflerinin kisaltiimasiyla
(Multivariate Adaptive Regression Splines: MARS) anilmaktadir. MARS’In temeli
bir bagimh degisken ile bir acgiklayici degiskenler seti arasindaki olasi iligkiyi
belirlemekte “dlzlestirme uzanimlar” (smoothing splines) kullaniimasina
dayanmaktadir. Yani bagimh ve bagimsiz degigkenler arasindaki dogrusal
olmayan iligkileri dogrusal yapiya donusturme amaciyla uygun donusumler bularak
calisir ve bagimsiz degiskenler arasindaki etkilesimleri belirlemek igin kullanilan
bir yeniliktir. MARS teknigi bagimli ve bagimsiz degiskenler arasinda olusturulan
fonksiyonel iligkiye ait higbir varsayim igermeyen parametrik olmayan bir yontemdir
(Temel vd., 2005).

Yoéntemde; degiskenler arasindaki iliskideki degisimlerin meydana geldigi noktalar
belirlenmektedir ve bu noktalar arasinda her bir tanim araliginda uygun
donusumlerle duz bir dogru elde edilmeye galigilimaktadir. MARS yonteminde bu
tanim araliklari arasindaki kaymalar kontrol altina alinarak saglanan sureklilikle
birlikte duzlestirme yapilmaktadir. S6z konusu kaymalar, “dGgum noktasI” olarak
adlandirilan konumlarda meydana gelmektedir ve rejimler arasinda diuz bir gegisi
saglamaktadir. Dugum noktalari arasinda tanimli olan iligki nasil bir yapida olursa
olsun (karesel, kubik, parabolik vb) amag¢ bu iligkiyi dogrusal hale getirmektir.
MARS yonteminin algoritmasi, tim dediskenler karsisinda oldugu kadar tim
degiskenler arasindaki olasi tum etkilesimleri iceren her digim konumunu

belirlemeye yoneliktir (Sephton, 1994).

Olasi her digim konumunun belirlenmesi, farkli dedisken kombinasyonlarinin
kullanimi yoluyla yapilmaktadir ve baglica bilesenlerin analiz edilmesiyle
olusturulan degigsken kombinasyonlarina “temel fonksiyonlar” (basis functions) adi
verilmektedir. Tum uygun temel fonksiyon sayisi ve dugum konumlari
belirlendiginde, secilen temel fonksiyonlar tGzerinden uygun modelin tahminlerini

yapabilmek i¢in en klguk kareler regresyonuna bagvurulmaktadir.

Tek bir bagimsiz X; degiskeni ile Y; bagimh degiskeni arasindaki iligki

modellendiginde, Es. 1.2’de gorulen yapida bir genel model yazilabilmektedir:



Y, = By + 3 BB (X)) 1 6, (1.2)

Es. 1.2°de Bk(X,): Xi'nin K'inci temel fonksiyonudur. Temel fonksiyonlar, Xi'nin

yuksek oranda dogrusal olmayan donusumleri olabilir.
Sephton (2001, s.41) Bk parametrelerinin tahminini su sekilde agiklamistir:

“Bx parametrelerinin tahmini, gorulen esitligin tahmin edilmesiyle ortaya c¢ikan

artiklarin kareleri toplamini minimum kilacak sekilde yapilir”.

MARS yonteminin avantaji, agiklayici degiskenlerin gesitli kombinasyonlarindan
olusan temel fonksiyonlari tahmin ederek agiklayici degiskenlerin hem kendi
basina katkilarini hem de birbirleriyle etkilesimlerini bagimh degiskeni agiklamak

icin kullanmasidir.

MARS, artiklarin karesi toplamini azaltan dugum konumlarini tanimlamaktadir.
Modeller iki asamali bir siiregle insa edilmektedir. ilk asamada degiskenleri ve
potansiyel dugimleri test ederek asiri doymus (overfit) bir modele ulasilir. ikinci
asamada arastirmaya uymayan gereksiz faktorler ve bilesenler elenmektedir. Bu
yontemde model secimi, Craven ve Wabha (1979) tarafindan gelistirilen
“genellestiriimis ¢apraz gecerlilik” (generalized crossvalidation/ GCV) kriterini

temel almaktadir. Ayrica bu kriter disinda Friedman (1991a), diizeltimis R*(R?)yi

de bir karsilastirma ol¢itl olarak dnermektedir. Etkilesim terimleri iceren bir

model, sadece diizeltilmis R? 6nemli dlclide yuksekse tercih edilebilmektedir.

MARS tahminleri, modelin varyans analizinden (ANOVA) kolayca yorumlanabilir.
Modelde yer alan her bir acgiklayici degigkenin bireysel katkisi da
belirlenebildiginden degiskenlerin katkisi, belirli bir ANOVA fonksiyonu (dedisken)
modelden soyutlanarak, modelin dizeltilmis R%si tahmin edilerek belirlenmektedir.
Bu, her bir ANOVA fonksiyonunun (degiskenin) anlamlihigini yorumlamaya imkan
vermektedir (Tunay, 2001).



MARS geleneksel yontemlere gore son derece zor olan, ¢ok boyutlu verilerin
icinde gizlenmis karmasik veri yapisini, optimal veri donugumlerini ve verilerin
karsilikli etkilesimlerini belirleyebilme avantaji ile regresyon modellemesinde yeni
bir yaklagsimdir. Klglk veri tabanlari s6z konusu oldugunda bile iyi bir regresyon
modelinin gelistiriimesi cok zaman almakta ve emek istemektedir. Bununla birlikte,
MARS yontemiyle genig veri tabanlari ve gok karmasik veri yapilari igin regresyon

modelleri kolayca geligtirilebilmektedir.

Son donemde, ekonometri tahminlerinde dogrusal ve parametrik olmayan
modelleme yaklagimlari genis kullanim alani bulmaktadir. Bunun baslica nedeni,
s6zU gecen modern tahmin yontemlerinin gercek hayattaki karmasik ekonomik

iliskilerin analiz edilmesinde 6nemli bir Gstlinlik tagsimasidir.

MARS yonteminde bagimli ve bagimsiz degiskenlerin dagilimlari ile ilgili herhangi
bir varsayim bulunmamakta, degiskenler kategorik veya surekli olabilmektedir.
Bagimli ve bagimsiz degiskenler arasinda dogrusallik varsayimi bulunmaz. MARS
hizlidir ve diger dogrusal modellere gore daha az veri gerektirmektedir (Lee and
Chen, 2005). MARS yontemi kayip degerlerden ve asiri ug degerlerden ¢ok az
etkilenmektedir (Salford Systems, 2001). Ayrica Coklubaglantidan ¢ok az etkilenir

ve modelinin yorumlanmasi oldukga kolaydir.

Yukarida kisaca tanimlanan MARS yontemini konu alan bu galismada “Cok
Degiskenli Uyarlamali Regresyon Uzanimlar” yonteminin teorik temelleri
incelenecektir. Daha sonra  Turkiye’de bir bankadan alinan  kredi
degerlendirmesiyle ilgili veri seti Uzerinde yontemin uygulanabilirligi Salford

System yazilimi (MARS 3.0) kullanilarak gosterilecektir.



IKINCi BOLUM

2. GENEL BILGILER

1990’larin basinda Stanford Universitesinden fizikgi ve istatistikci Jerome H.
Friedman tarafindan geligtirilen “Cok Degigkenli Uyarlamali Regresyon
Uzanimlar’” (Multivariate Adaptive Regression Splines / MARS) yontemi, bir
bagimh degisken ile bir aciklayici degigkenler seti arasindaki olasi iligkiyi
belirlemekte “duzlestirme uzanimlar” (smoothing splines) teknigi kullaniimasina
dayanmaktadir. Veri setinden otomatik bir sekilde tanimlanan parametrelerin her
biri ile digum konumlarinda iligkilendirilmis temel fonksiyonlarin genigletiimesi
yontemine dayanarak, tipki tekrarlamali pargal regresyon gibi ¢alisan bir yontem
olarak sunulmustur. Kullanilan algoritma ile degigkenlerin birbirleriyle olan
kombinasyonlarindan olusturulan temel fonksiyonlardan meydana gelen
modellerde; karmasik etkilesimlerin birlikte ve tek tek yorumlanabilmesinde blyuk

bir kolaylik sagladigi gosterilmistir (Friedman, 1991a).

2.1. Gok Degiskenli Uyarlamali Regresyon Uzanimlar Yontemi Kullanilarak

Olusturulan Modellerin Kullanim Alanlari ve Geligimi

Cok degiskenli uyarlamali regresyon uzanimlari yontemi ekonomi, biyoloji, tip,
ziraat, pazarlama alanlarinda kullaniimistir. Ozellikle uygulamadaki kolaylig
sayesinde veri madenciligi alaninda populer olmustur. MARS bir duzlestirme
algoritmasidir. Bu nedenle de her tlrlG veri analizinde rahathkla kullanilabildigi gibi
diger analizler icin de verilerin istenilen sekilde dizenlenmesine imkan
vermektedir. Ayni zamanda diger analizlere baglamadan once Onemli

degiskenlerin saptanmasina yardimci olan bir arag olarak da kullanilabilmektedir.

Modellemelerde MARS’In kullaniimasina 6rnek olarak K. Batu Tunay’in ¢alismasi
gosterilebilmektedir. Turkiye'de 1987-2000 doneminde farkh parasal buyukluklere
gOre paranin gelir dolagsim hizlarinin tahminleri MARS yontemi ile yapilmigtir
(Tunay, 2001).



Devam eden yil, MARS modellemesi dogrudan pazarlama yontemi kullanilarak
elde edilen siparig oranlari Uzerinde uygulanmigtir. Calismada lojistik regresyon,
dogrusal MARS temel fonksiyonlari ve lojistk MARS temel fonksiyonlari

modellenmis ve yorumlanmistir (Deichmann et al., 2002).

Yang et al. (2003), toprak yoluyla bdcek ilaglarinin bir yerden bagka bir yere
tasinmasiyla ilgili bir arastirmada MARS ydntemini kullanmiglardir. Calismadaki
sonuglar, standart hata ve korelasyon terimleri agisindan Yapay Sinir Aglari
kullanilarak elde edilen dogrusal regresyon ile karsilastirilmigtir ve yontemin ziraat

verilerinde kullaniminin potansiyel gucu gosterilmistir.

MARS ydntemi, bilgi teknolojileri (IT, Information Technology) yatirimlari ve firma
performanslar arasindaki iligkinin agiklanmasinda kullaniimistir. Bilgi teknolojileri
ve birimlerin performansi arasindaki iliskinin, bu konudaki diger calismalarda
gosterildiginden daha karmasik oldugu bulunmustur. Bu sayede yodneticiler igin
yeni bir bakis agisi getirilmistir (Osei-Bryson and Ko, 2004). Ayni yil igerisinde yine
ayni aragtirmacilar tarafindan bilgi teknolojileri ile ilgili benzer bir calisma da saghk
hizmetleri alaninda yapilmistir. Saglik hizmetleri bilgi teknolojilerine yapilan
yatirimlar ile organizasyonel verimlilik arasindaki karmasik iliski MARS yontemi

kullanilarak arastirilmis ve yeni goruslere ulasiimistir (Ko and Osei-Bryson, 2004).

Veri madenciliginde de oldukga populer olan MARS, kredi skorlarinin arastiriimasi
konusunda da kullaniimistir. Lee et al. (2006), ¢cok degiskenli uyarlamali regresyon
uzanimlari yontemleriyle banka kredi karti verilerine yapilan uygulamada dogru
siniflandirma orani agisindan diger ydntemlere goére (bu ydontemler, Siniflama ve
Regresyon Agagclari yontemi -Classification and Regression Tree, CART- ,
diskriminant analizi, lojistik regresyon ve sinir aglari) daha iyi sonuglar verdigi
gOsterilmigstir. Ayrica 2. tip hata (kéta kredi etiketiyle siniflandirilmis muasterinin iyi
kredi etiketine sahip olmasi) acisindan da arastirildiginda, dusuk 2. tip hata
oranina sahip oldugu gosterilerek hatali siniflandirma maaliyetleri agisindan
bakildiginda daha iyi kredi skorlama yetenegine sahip oldugu gosterilmistir.

2007 yilinda MARS yontemi muhendislikteki ylksek boyutlu modellemede

kullanilan yapay sinir aglari modeline alternatif olarak sunulmustur (Cervellera et



al., 2007). Caligmada dokuz boyutlu envanter tahmini probleminde ve sekiz
boyutlu su rezervi probleminde wuygulama yapilarak her iki yoOntem
karsilastiriimigtir.

MARS izleyen vyillar igerisinde, tip literaturinde de giderek daha fazla popduler
olmaya baslamistir. Kuhnert et al. (2000), g¢alismalarinda motosiklet kazalari
sonucunda olusan yaralanmalar Uzerine yapilan epidemiyolojik (epidemiological)
vaka-kontrol (case-control) verilerinde MARS yontemini kullanarak yorumlama
yapmiglardir. Sonuglar Lojistik Regresyon ve CART (classification and regression
trees) yontemleriyle de karsilastirilarak MARS’In sadece bir modelleme araci
olmadidi, ayni zamanda lojistik regresyon gibi ¢ok iyi bilinen ydntemlere gore daha
detay analizlere imkan verdigi gosterilmistir. Sonraki yillarda kimya verileri Gzerine
yapillan MARS yontemi uygulamasinda karmasik iliskilerin modellenebilirligi bazi
yazarlarca goOsterilmigtir (Xu et al.,, 2004). Devam eden yillarda da mide ve
bagirsaklardaki ila¢ emilimleri hakkinda molekullerin emilim verileri kullanilarak
modelleme c¢alismalari gergeklestiriimis ve yontemin bu veriler Uzerine

uygulanabilirligi gosterilmigtir (Deconinck et al., 2005; Deconinck et al.,2007).

MARS yontemi kendi basina bir modelleme teknigi olmasinin yaninda ayni
zamanda diger modelleme yontemleri icin de bir arag olarak kullanilabilmektedir.
Gooijer et al. (1998), veri setindeki istatistiksel olarak anlamli olan degiskenleri
MARS yontemi ile tespit edip, bu degiskenler icin dummy degiskenler
olusturmusglardir. Dolayisiyla MARS yonteminin  modellemede dogrusalligin

saglanmasi ve dummy degiskenler olusturmada kullanilmasi gdsterilmistir.

Bayesci Cok Degiskenli Regresyon Uzanimlari(Bayesian Multivariate Adaptive
Regression Splines) yaklagsiminin kullanilarak, yasam verilerinin(survival data) tek
degiskenli ve ¢ok degiskenli olarak modellenmesi, MARS ydnteminin arag olarak
kullaniimasinin bir baska 6rnedi olarak sunulmustur (Mallick et al. 1999). Bu

calismada MARS, hazard fonksiyonlarinin olusturulmasinda kullaniimistir.

Daha sonra Francis(2000) calismasinda MARS ve Sinir Aglarinin karsilastirdigi

calismasinda, MARS ile 6n slreg olarak kayip verilerin ve kategorik degiskenlerin



temel fonksiyonlarini olusturarak diger sureclere hazirhk yapilabilecegini
gostermistir.

2003 yilinda benzer bir gcalisma da TMARS olarak adlandirilan iki adimli ¢ok
degiskenli regresyon uzanimlarinin (two-step MARS, TMARS) kullaniimasiyla
gerceklestiriimistir. Bu yontemde dogrusal modellenen bir yapida, modeldeki uyum
eksikligini arttiran degiskenler MARS algoritmasiyla temel fonksiyonlara

donustlrulerek elde edilen model yorumlanmistir (Xu et al., 2003).

Devam eden yil bazi arastirmacilar tarafindan siniflandirma probleminin
modellenmesinde 6énce MARS kullaniimig ve daha sonra da bu yontemle tespit
edilen istatistiksel olarak anlamli olan degigkenler kullanilarak yapay sinir aglari
modeli kurulmustur (Chou, 2004).

Lee and Chen (2005)de MARS, yapay sinir aglari modeline destekleyici yontem
olarak kullaniimistir. Once MARS kredi derecelendirme modeli uygulanmig, daha
sonra burada belirlenen dnemli degigkenler yapay sinir aglari modeline girdi olarak
alinmigtir. Sonuglar, iki agamali melez modelleme yontemiyle diger yontemlere

gore en az hatali siniflama maliyeti elde edilmigtir.

2.2. Cok Degiskenli Uyarlamali Regresyon Uzanimlarinin Temeli

2.2.1. Regresyon uzanimi

MARS'’In temeli bagimli degisken ile agiklayici dediskenler seti arasindaki olasi
iligkiyi belirlemekte duzlestirme uzanimlari kullanilmasina dayanmaktadir.
Uzanimlar pargali polinomlar olarak tanimlanmig 6zel fonksiyonlardir. Bagka bir
degigle bir degiskenin dagilimini sadece noktalarla degil de o noktalarin
etkilesimini baz alarak olusturulan c¢izgilerle gdstermektir. Dolayisiyla MARS
yontemi, bagimli ve bagimsiz degiskenler arasindaki dogrusal olmayan iligkileri
dogrusal yapiya donustirme amaciyla uygun donusumler bularak galigsmaktadir ve
badimsiz degiskenler arasindaki etkilesimleri belirlemek icin kullanihir. $Sekil 2.1°de

ai,az,...as dugum noktalari arasinda olusturulan regresyon uzanimlari grafigi



verilmigtir. Bu grafikten dogrusal olmayan iligkinin nasil dogrusallastirildig agikga
gOrulmektedir.
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Sekil 2.1. Regresyon uzanimlari

Regresyon egitliklerinde bagimh degisken ve aciklayici degisken arasindaki iligki
tek bir fonksiyon kullanilarak (6rnegin; dogrusal, karesel, kubik ya da log linear)
modellenmeye ve her bir bagimsiz degiskenin bagimh degisken Uzerindeki etkisi
tek bir katsayi ile agiklanmaya g¢alisiimaktadir. Dogrusalligin olmadigi durumlarda
ylksek dereceden terimler (x* vb.) kullanilabilmektedir, ancak bu terimlerin
katsayilari tim veri seti kullanilarak hesaplandigindan, gercek fonksiyonun lokal
Ozellikleri (bagimli degiskeni her noktada ayni bicimde etkilemediginden)
aciklanamayabilmektedir (Hastie and Tibshirani, 1990). Regresyon uzanimlari
yaklasimi ise modelleme yaparken sonucu parg¢ali polinom olarak dugsunmektedir.
Bagimsiz degdisken parcali surekli dogrusal fonksiyon (dogrusal uzanim) olarak ya
da badimsiz degiskenin tarevi suirekli pargali kibik fonksiyon olarak
modellenebilmektedir. Pargali polinom fonksiyonu f(x), her bagimsiz degiskenin
tanim araliginin bir ya da birden fazla araliga bolunmesiyle elde edilmektedir ve
her aralikta ayri bir polinomla f fonksiyonunu temsil etmektedir (Hastie et al.,
2001). Boylece uzanimlar, dugum noktalarinda parcalari duz bir sgekilde
birbirleriyle birlegtiriimis olan pargali polinomlar olarak tanimlanabilmektedir
(Eubank, 1988). Burada, dugum noktalarinin veri setindeki bir bélgenin sonu ve bir
digerinin baslangici oldugu unutulmamalidir (Salford Systems, 2001). Baska bir
degisle regresyon uzanim fonksiyonu; dugum noktalarinda birbirleriyle birlesmig



parcall polinom temel fonksiyonlarinin dogrusal kombinasyonlaridir ve bu temel
fonksiyonlarin katsayilari hata kareler toplaminin minimize edilmesiyle elde
edilmektedir. Bu slre¢ regresyon tahmin sureciyle hemen hemen ayni
oldugundan, tahmin edilen uzanim regresyon uzanimi olarak adlandiriimaktadir
(Osei-Bryson and Ko, 2004).

2.2.2. Temel fonksiyon ve diugum noktasi

MARS yonteminde degiskenlerin dogrusal kombinasyonlari yerine, tek tek
degiskenlerin dogrusal olmayan fonksiyonlarinin dogrusal kombinasyonlariyla
modelleme yapilmaktadir. Bunun igin de temel fonksiyonlara bagvurulur. Segilen
temel fonksiyonlarda yapilan genigletmeler kullanilarak uygun modelin tahminleri

elde edilmektedir.

Dugum noktasi; veri kimesindeki tanim araliklarindan birinin sonu, bir digerinin
baslangicidir. Dolayisiyla digim noktasi fonksiyonun hareketinin degistigi yerdir
(Salford Systems, 2001). MARS yonteminde bagimsiz degisken degerinin tanimh
oldugu aralikta, dogrunun egiminin degismedigi en son deger dugum noktasi
olarak kabul edilmektedir. MARS modeli kurulurken, digim noktalarinda tanimli
temel fonksiyonlardan yararlaniimaktadir. Sekil 2.2’de bagimsiz degisken X ve
bagimh degisken Y arasindaki iliskinin dagilimi gorulmektedir. Burada X bagimsiz
degiskeninin dugum noktalarindaki dagihmina dikkat edilirse; X1. dugum
noktasinda y=f(x) fonksiyonunun egiminin degistigi gorulmektedir. Benzer sekilde

X2. dugum noktasinda da fonksiyonun egimi i¢in ayni sey sdylenebilmektedir.

10
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Sekil 2.2. y=f(x) fonksiyonu i¢in dUgum noktalari (Briand et al, 2004)

Temel fonksiyonlar ise x degiskeni pargali dogrusal yapida olacak sekilde
turetilmektedir. Es. 2.1. ve Es. 2.2.de (x-t). ve (t-x)+ formundaki parcali dogrusal

temel fonksiyonlar goriimektedir. (Buradaki “+”’nin anlami pozitif taraftir.)

x-t x>t

(x—t). = {0’ - 2.1)
t—-x, x«<t

(t-x), = {0’ - 2.2)

Ornek olarak (x-0.5). ve (0.5-x). temel fonksiyonlari Sekil 2.3'de gosterilmistir.

11
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Sekil 2.3. MARS tarafindan kullanilan (x-t)+ ve (t-x). temel fonksiyonlari (Hastie et
al., 2001)

Sekil 2.3’deki herbir fonksiyon t=0,5 degerindeki digim noktasinda pargall
dogrusaldir. Bunlar dogrusal uzanimlardir ve bu iki fonksiyon yansima cifti(a
reflected pair) olarak adlandirilir. Amag her X; igin, her x; gozlem dugum
noktasinda yansima ¢iftleri olugturmaktir. Dolayisiyla temel fonksiyonlarin toplami,

C={Xx,-t)lt-x,) te Xy Xore Xy J =120 (2.3)

seklinde olacaktir. Eger butun X degerleri farkl ise, 2Np adet temel fonksiyon
olacaktir. Her temel fonksiyon sadece X;'ye bagl olsa da (6rnegin, B(X)=(Xj-t)+, bu

temel fonksiyon tim RP uzayindaki bir fonksiyondur.

Model kurma yontemi ileriye dogru adimsal dogrusal regresyon gibidir. Ancak
orijinal X degiskenleri yerine burada C kimesindeki ve ondan turetilen kimelerdeki

fonksiyonlar kullaniimaktadir. Dolayisiyla model Es. 2.4’deki gibi olmaktadir.

()= fo + 3 AoBa(X) @4)

12



Es. 2.4'deki Bm(X) temel fonksiyonu C kiimesindeki herhangi bir fonksiyon ya da

onun gibi iki ya da daha fazla fonksiyonun Utrlnu olabilmektedir. B’ler standart
dogrusal regresyondaki gibi hata kareler toplaminin enkiglklenmesi ydontemiyle

tahmin edilmektedir.

Her bir bagimsiz degigsken Xjnin t digum noktasinda goézlemlenmis x; pargall
dogrusal temel fonksiyon ikilileri modele alinacak temel fonksiyon adaylaridir.

Model kurulumuna B,,(X)=1 sabit fonksiyonu ile baglanmaktadir. Diger tim temel

fonksiyonlar modelin kurulmasinda kendi iglerinde Kkarsilastirilacaklardir. Her
adimda temel fonksiyon adaylari (aday ikilileri) modeldeki diger temel
fonksiyonlarla da karsilastirlmaktadir ve artik hatayr en ¢ok azaltan, o anda

modele alinmaktadir.

Sekil 2.4’de temel fonksiyonlarin modele nasil alindigi ile ilgili bir sema
goOrulmektedir. Her asamada tum B, fonksiyon ciftleri yeni bir temel fonksiyon
olarak C’deki yansima ciftlerinden biri ile birlikte model kimesi M’de dikkate alinir
(Hastie et al., 2001). Sekil 2.4’'te gorulen ve 1’den 6’ya kadar siralanmis kimeler
icerisinde yansima ¢iftlerinin nasil modele girdigi sirasiyla gorulmektedir. 1.
adimda sabit terim olusturulmaktadir. 2. adimda ise tUm yansima giftleri arastirilir
ve 3. adimda X, degigkenine ait bir yansima c¢ifti modele girmistir. 4. adimda
yeniden C kimesindeki tim yansima ciftleri arastirilir ve 5. adimda X4 degiskenine
ait yansima c¢ifti modele girmistir ve slire¢ 6. adimla birlikte bu sekilde devam

etmektedir.

13
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Sekil 2.4. MARS ileriye dogru model kurma semasi (Hastie et al., 2001)

Dugum noktalarinin  elde ediimesi de temel fonksiyonlarin isleyisine
benzemektedir. Sdrecin basinda digim noktalari sayisi ve bu noktalarin
konumlari bilinmemektedir. Adimsal sureg¢ kullanilarak uzanim dagum noktalarini
yerlestirmek i¢in en iyi noktalar arastirimaktadir. Bagimsiz degiskenin her degeri,
olas! bir dugum noktasi yeri olarak test edilmektedir. Sadece modele énemli bir
etkisi olanlar birakilmaktadir. Duagum noktalarinin  belirlenmesinde de

genellestiriimis ¢capraz gecerlilik kullaniimaktadir (Francis, 2000).

14



2.2.2.1. Temel Fonksiyon Algoritmasi

MARS yonteminde bagimsiz degdiskenlerin yerine, bu degdiskenlerin temel
fonksiyonlari kullanilarak modelleme yapilmaktadir. Dolayisiyla model kurulurken
ama¢ sadece model i¢in en uygun katsayilari tahmin etmek dedgil, ayni zamanda
elimizde bulunan veri setinden en iyi temel fonksiyonlar kimesini (alt bolumleri)

elde etmektir.

MARS modeli, xe R, oldugunda Es. 2.5de goéruldugu gibi olmaktadir(Friedman,
1991a).

f(X)= f a,B,(x) (2.5)

Burada:

a,: {am}:w olarak tanimli modeli en iyi kilacak katsayilari

Rm: {R,}; olarak tanimli, D uzayinin bir bélimini temsil eden ayrik kiimeler (D

uzayinin alt bélumleri) olarak kabul edilmigtir.

Amacimiz By, temel fonksiyonlarini B, (x)=/[x € R,] elde etmektir. Burada I,
gOsterge(indicator) degiskenidir. | gosterge degiskeninin varsayimi(hipotezi)
dogruysa bir, oOteki durumlarda sifir de@erini almaktadir. Olumlu varsayimi

gOsteren adim fonksiyonu H(n)’dir ve Es. 2.6'da gorulmektedir.
(2.6)

LOF(g); g(x) fonksiyonunun veri setine uyum eksikligini hesaplayan bir suregtir.
Tdm bunlara goére ileriye dogru adimsal regresyon surecini temsil eden, bir

parcalama stratejisi yazilabilir. Bu pargalama sureci Algoritma 1’de gorulmektedir.

15



Algoritma 1. (Friedman, 1991a)
B,(x) <1
For M-2 to M,,, do: lof <

For m=1to M -1 do:
For v =1to n do:

For te{xvj m(xj)> O}

9« .28 (x)+a,B, (x)H[+(x, ~t)]+a,B, (x)H[-(x, - 1)

lof <~ min, . LOF(g)

if lof <lof then lof <« lof; m < m; Vv «v;t «t endif
end for
end for

end for

B, (x) « Bm*(x)H[— (xv* -~ t)]
B, (x) < B, (x)H|+ (x,. -t )|
end for

end algorithm

Algoritma 1’in birinci satiri, tanim aralginin ilk bolumunun olusturulmasina esgittir.
ilk For déngusu ile pargalama siireci, tanim araliklarinin(temel fonksiyonlarin) en
son sayisi My olana kadar tekrarlanmaktadir. Diger goértlen i¢ ice Ug¢ tane for
dongusu, temel fonksiyon Bp+’nin(modelde var olan), tahmin edici degisken x,+'nin
ve “pargalama noktasi” t*’nin segilmesi igin bir optimizasyon gergeklestirmektedir.
Yani burada parcalama noktasi t*’daki v* degiskeninin R,*da benzer bdlimlere
parcalanmasinin karsiligi gorulmektedir. Temel fonksiyon kimesinin dogrusal
regresyonu olan g fonksiyonunun uyum eksikligini gosteren LOF(g) fonksiyonu, 7.
satirda minimize edilmektedir. (Yani artiklarin karesi min. kilinacak sekilde

katsayilar hesaplanmaktadir.) Algoritma 1 ile elde edilen temel fonksiyon Es. 2.7 .;

HH[skm (X om) b ) (2.7)
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seklinde yazilabilmektedir. Burada;

Km: m. temel fonksiyonda c¢arpilan dogrusal fonksiyon sayisini,

skm: *1 degerlerini(adim fonksiyonunun sag tarafi mi yoksa sol tarafi mi
anlayabilmek igin yer almaktadir.),

Xv(k,m): M. temel fonksiyondaki tahmin edici degigkenleri

tkm: Temel fonksiyonlarin parcalama noktasini(yontemin en basinda belirtilen

digum noktasini) gostermektedir (Friedman,1991a).

leriye  dogru adimsal siirecin yapisi geredi tim temel fonksiyonlarin
olusturulmasini gostermek igin ikili agac diyagrami gizilebilir (Breiman et al., 1984).
Bu agac¢ diyagramini incelemek temel fonksiyonlarin olusturulmasi mantiginin

kavranmasi i¢in yararli olacaktir.

Sekil 2.5. Temel fonksiyonlarin olusturulmasinin ikili agag diyagrami ile

gosterilmesi (Friedman, 1991a).

Sekil 2.5'de gorulen gsematikten asagidaki temel fonksiyonlar yazilabilmektedir.

B, =H-(x, —t,JHl-(x,, -t )]

B, =H|-{x,, ~t, JHl+x, -, JH

By =H|-(x,, —t, JHl+(x,, —t, JH+(x,, -t )
=Hl+x, -t )

|
—_—
>
<
o
|
~
o
—
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2.2.2.2. Sureklilik

Dugum noktalarinda degiskenler icin olusturulan temel fonksiyonlar kullanilarak
modelleme yapilmaktadir. Olusturulan temel fonksiyon ikilileri (Es. 2.1. ve Es. 2.2.)
gecis noktalarinda surekli olmadigindan, dugum noktalari arasindaki surekliligin
nasil saglanacagi problemi ortaya c¢ikmaktadir. Sdrekliligin saglanmasi
mumkuinduar. Algoritma 1'de ufak degisiklikler yapilarak sudrekli modellerin
olusturulmasi mumkun kilinabilmektedir. Es. 2.6'da gorulen ve Algoritma 1'de
kullanilan adim fonksiyonun yapisi geregi modelde sureklilik bulunmamaktadir.
Eger adim fonksiyonu goéruldugu her yerde (yani 6., 12. ve 13. satirlarda)
kendisinin surekli bir fonksiyonu ile yer dedistirilerek, Algoritma 1 strekli modeller

uretir bir duruma getirilir (Friedman,1991a).

Es. 2.8de q. derece uzanimlari temsil eden tek tarafli kesikli glg(one-sided
truncated power) temel fonksiyonlarinin tanimlanmasi goértlmektedir. Burada t,
dugum noktasi; q, uzanim derecesi ve “+” da pozitif tarafi gostermektedir. g>0 i¢in
uzanim yaklasimi sureklidir ve g-1 surekli tureve sahiptir (Friedman,1991a).

b,(x—t)=(x—-t)! (2.8)
iki tarafli kesikli glic temel fonksiyonlari da Es. 2.9.;
by(x—t)=[x(x-t)[! (2.9)

biciminde tanimlanmaktadir.
Algoritma 1’deki adim fonksiyonlari, q=0 uzanimlari igin iki tarafli kesikli gu¢ temel
fonksiyonlarina benzemektedirler. Dolayisiyla ¢ok degiskenli uzanim temel

fonksiyonlari Es. 2.10°daki gibi gosterilebilmektedir.

BY(x)=T [[Skm - v = tim ) (2.10)

K

k=1
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Algoritma 1. ayni deg@isken Uzerinde, ikili aga¢ diyagraminda oldugu gibi ¢oklu
parcalamaya izin vermektedir. Dolayisiyla model igin belirlenen en son temel
fonksiyonlar, carpimlarinda ayni degiskenleri iceren bir ¢ok faktdére sahip

olabilmektedirler (Friedman,1991a).

2.3. Gok Degiskenli Uyarlamali Regresyon Uzanimlar Yontemi Kullanilarak
MARS Modelinin Kurulmasi

Cok degiskenli uyarlamali regresyon uzanimlari algoritmasi ileriye dogru ve geriye
dogru olmak Uzere iki adimdan olugmaktadir.

1. Adim: ileriye dogru adimda temel fonksiyonlar ve/veya bu fonksiyonlarin
carpimlari en buylk modele ulasilincaya kadar eklenmektedir. Bir bagka
deyisle modelin karmagikligi maksimum seviyeye ulasincaya kadar eklenen
temel fonksiyonlarla model buUyumektedir. Burada temel fonksiyonlar
badimsiz degiskenleri en uygun digum noktalariyla araliklara bélen pargali

dogrusal regresyon egrileridir (Yerlikaya vd., 2008).

2. Adim: Bu adimda MARS bir geriye dodru adim algoritmasi gercgeklestirir.
Yani 6nemli badimsiz degiskenler ve bu degiskenlerin etkilesimleri
belirlenerek, hata kareler toplami minimum olacak sekilde olusturulan
optimum modele ulasabilmek igin temel fonksiyonlar modelden

cikarilmaktadir.

Asagida gorilen 1. ve 2. algoritmalar MARS ydntemindeki ileriye ve geriye dogru

adim sureglerini gostermektedir.
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Algoritma 2. MARS ileriye Dogru Adim Algoritmasi (Friedman, 1991a)
B(x)«1; M2
Loop until M >M_ . . lof* < oo

For m=1 to M-1 do:
For v e {v(k,mN<k<K,}
For t e {x,/B,,(x;)> 0}

g < Z:\ij aiBi (X)+ aMBm (X)[+ (Xv - t)]+ + aM+1Bm (X)[_ (Xv - t)L

lof <~ min, . LOF(g)

if lof < lof * then lof* «<—lof ; m* <« m; v« v; t* <t end if
end for
end for

end for

By (x) < B (x)+ (x,. = t*)],
Byy (%) « By (X)) (x, — 7)),
M—M+2

end loop
end algorithm

Algoritma 2 MARS stratejisinin ileriye dogru adimini géstermektedir. Bu algoritma,
daha oOnce verilen Algoritma 1’in gelistirilmis bigimidir. Algoritma 1’deki 6.,12. ve
13. satirlardaki adim fonksiyonlarinin yerine kesikli gu¢ temel fonksiyonlari
yazilmistir. Ana temel fonksiyonlar 6. satirda modifiye edilmis olan modele dahil
olmustur ve 12-14 satirlarinin geregi guncellestiriimis modelde aynen kalmistir. 4.
satirda degiskenler boyunca kontrol dongusu ile temel fonksiyon garpimlari farkli
degiskenlerle ilgili faktorleri icermek durumunda birakilmistir (Es. 2.7'de goruldugu
gibi). Bu algoritma ayri marjinal veri kimesi degiskenlerinde bulunan digim
noktalariyla tim temel fonksiyonlarin alt kiimesi olan Mnax =1 kesikli gli¢ uzanim
temel fonksiyonlarini dretmektedir. Temel fonksiyonlarin bu sekilde pargalanmasi
adimindan sonra geriye dogru silme adimi stratejisi temel fonksiyonlarin final
serisini olusturur. Bu yaklagimla belirlenen dagum noktalari kullanilarak final

modele ulasilir.
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Algoritma 3. MARS Geriye Dogru Adim Algoritmasi (Friedman, 1991a)
J =12, M, }; K< J*

lof* < ming, . LOFEJ.EJ* a;B, (X))
For M=M,_, to2do: b« oo; L« K*
For m=2to M do: K « L —{m}

lof «—miny, ;0 LOF(ZKGK aB, (X))

if lof <b then b« lof ; K* < K end if

if lof <lof * then lof* « lof ; J* < K end if
end for

end for

end Algorithm

Algoritma 3’Un birinci satirinda, Algoritma 2'den elde edilmig J* batun temel
fonksiyon kumesini kapsayan model yer almaktadir. Algoritma 3’de distaki For
déngusiiniin her tekrarinda bir temel fonksiyon silinmektedir. icteki for déngiisi de
silinen bu temel fonksiyonu se¢gmektedir. Silinmesiyle model uyumunda en ¢ok
artigl saglayan ya da en az azalisa sebep olanlar silinir. B4(x)=1 sabit fonksiyonu
silim igleminde segcilebilir degildir. Algoritma 3, Mnax-1 model serisi olusturur ve her
bir model kendisinden bir 6nceki modelden en az bir temel fonksiyon eksigine
sahiptir (Friedman, 1991a).

2.3.1. Varyans analizi ayristirmasi

Uygulanan Algoritma 2 ve Algoritma 3’Un neticesinde ulagilan MARS modeli,

f(X):aO—'_Zaml:]I:[skm '(Xv(k,m)_tkm)L (211)

seklinde yazilabilmektedir.

Algoritma 2 ile tim temel fonksiyonlar Uretiimektedir ve modelin butind

gorulebilmektedir. Ancak modelin bu hali, yaklagimin dogasini daha iyi

21



anlayabilmek igin yeterli degildir. Es 2.11° deki terimler duzenlenerek, y ve x
arasindaki tahmini bir iliski hakkinda 6nemli bir bilgiyi ortaya ¢ikaran bir model
yeniden sekillendirilebilir. Yani Es. 2.11'deki model Es. 2.12'deki gibi

sekillendirilmistir:

f(x)=a, + Zf,(x,)+ Z)‘,j(xi,xj)+ Zf,jk(x,,xj,xk)Jr... (2.12)
K, =1 K K, =3

m

Es 2.12’deki modelde yer alan ilk terim sabit terimdir. Modelde gorilen 2. terim,
tek degisken iceren tum temel fonksiyonlarin toplami olarak yer almistir.
Modeldeki 3. terim, degisken ikilileri ve varsa bu degiskenlerin etkilesimlerini
gOsteren tim temel fonksiyonlar Uzerinden alinmis toplam olarak
tanimlanmaktadir. Benzer sekilde, modeldeki 4. terim uU¢ degiskenli etkilesimleri
temsil eden temel fonksiyonlari igermektedir icermektedir ve modelin yapisi bu

sekilde devam etmektedir.

Tek tek bu toplamlar ele alinirsa; V(m)= {v(k,m)};" 'nin Es. 2.11'deki B, m. temel
fonksiyon ile birlestiriimis degigsken kimesi olmasi varsayimiyla, Es. 2.12'deki ilk
toplamda yer alan her bir fonksiyon Es. 2.13’de goruldugu gibi gosterilebilmektedir.
Es. 2.13'de sadece x; vyi iceren tum tek degiskenli temel fonksiyonlarin toplami

goOrulmektedir ve bu da tek degiskenli fonksiyonun =1 uzanim gdsterimidir.

f(x)= > a,B,(x) (2.13)

i emVEm )

Her biri iki de@igkenli fonksiyon olan Es. 2.12'deki ikinci toplam da asagidaki gibi
olmaktadir. Es. 2.14, belirli x; ve x; degisken ikililerini iceren iki degigkenli temel

fonksiyonlarin toplamidir.

f,-,-(XnX/)=K ZzamBm(X,-,X,-) (2.14)

(i-7)ev (m)
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Es. 2.14’e tek degigkenlilerin etkileri Es. 2.13 eklendiginde, x; ve xj'nin modele
birlikte katkisini gosteren iki degiskenli vektor(tensor) carpim uzanim yaklagimi

olan g=1’i vermektedir ve Es. 2.15’ de goéruldugu gibi yazilabilmektedir.

f..(x. X')=f;'(xi)+f'(xj)+f;'j(xi’xj) (2.15)
Benzer sekilde, belirli Gglu degiskeni iceren tum temel fonksiyonlari bir araya
getirerek saglanabilen Uglncu toplamdaki her bir fonksiyon da Es. 2.16'da

gOrulmektedir.

f,.jk( ,,xj,xk)z ZamBm(x,,xj,xk) (2.16.)
(5750 (m)

Xi, X; ve x('yl iceren tek ve iki degiskenli temel fonksiyonlar toplamina, Gg¢

degiskenli olan da saglanarak modele eklenmektedir. Daha ¢ok degigsken igeren

terimler de hep birlikte toplanabilir ve benzer sekilde gosterilebilir. Capraz tablolar

icin varyans analizi (analysis of variance for contingency tables) ile elde edilen

ayristirmalara(decomposition) benzerligi sebebiyle, Es. 2.12 MARS modelinin

ANOVA ayristirmasi(decomposition) olarak adlandiriimaktadir.

MARS modelinin  yorumlari, kendi ANOVA ayristirmasi ile oldukca
kolaylagtiriimigtir. Es. 2.12°deki gosterim ile modele giren tek degiskenlerin kendi
baglarina katkilarini ya da diger degiskenlerle etkilesimlerini iceren bir sekilde
modele girmiglerse bu etkilegimleri ve etkilesim derceleriyle katkilar
aclklanabilmektedir. Yorum, ANOVA ayristirmasinin grafik seklinde gosteriimesiyle

geligtiriimigtir. Eklemeli terimler Es. 2.13, ﬁ.(x,)’nin xi kargisindaki sacilim grafigi ile

yorumlanabilir. Benzer sekilde iki degiskenli durumlarda f,j(x,.,xj)’nin Xi Ve X;

kargisindaki sacilim grafikleri elde edilerek yorum yapilabilmektedir. Yuksek
dereceli etkilesimlerin oldugu modeller diger degisenlerin ¢ok sayida degerleri i¢in
degisken ciftleri Uzerinde sagihm grafikleriyle goruntulenebilmektedir (Friedman,
1991a).
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2.3.2. Model se¢imi

Cok degiskenli uyarlamali regresyon uzanimlari yonteminde model segimi igin
Craven ve Wabha (1979) tarafindan gelistirilmis “genellestiriimis ¢capraz gecerlilik”
(generalized crossvalidation/ GCV) kriteri temel alinmaktadir. MARS hangi temel
fonksiyonlarin modele alinacagini belirleyebilmek icin GCV'yi kullanmaktadir ve
GCV, ortalama kare hatanin model karmasikligina baglh olan cezaya(penalty)
bdlimu olarak tanimlanabilmektedir (Xu et al., 2004). GCV kriteri,

LOF(f,)=GCV(M)= "= | (2.17)

seklinde gosterilebilmektedir.

Algoritma 2 ve 3’deki LOF fonksiyonu GCV kriterine dayanmaktadir. Es. 2.17°deki
f,, fonksiyonu, temel fonksiyonlara dayanan MARS tahmin modelidir. y bagiml
degiskendir ve n veri setindeki gdzlem sayisini gostermektedir. C(M), modele

giren temel fonksiyonlarin sayisi ile artan karmasiklik cezasidir ve Es. 2.18,
CM)=(M+1)+d-M (2.18)

bigciminde tanimlanmaktadir. Burada M modele giren temel fonsiyon sayisidir. d
ise; model icerisine eklenen her temel fonksiyon i¢in cezadir. Ayni zamanda
duzlestirme parametresi(smoothing parameter) olarak da adlandirilabilmektedir.
d'nin buyuk degerleri daha az temel fonksiyonlara goturur ve bdylece daha duz

fonksiyonlar tahmin edilmektedir (Xu et al., 2004).

Yapilan tum c¢aligmalarda en iyi d degerinin 2<d <4 araliginda oldugu
gorulmustir (Friedman, 1991a). Bazi matematiksel ve simuilasyon sonuglari,
parcali dogrusal regresyonda nokta sec¢imi igin U¢ parametrenin bedelinin

o0denmesi gerektigini onermektedir. Dolayisiyla d=3 olarak belirlendiginde Es.
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2.18; M+1 adet dogrusal bagimsiz temel fonksiyona sahip olan bir modelde, ileriye
dogru adimda M adet dugum noktasi secilmistir diye yorumlanabilir. Modelin sinirli
eklemeli oldugu durumlarda c=2 cezasi kullanilabilmektedir. TUm bunlar
kullanilarak geriye dogru adimda GCV’yi minimum kilan model segilmektedir
(Hastie et al., 2001).

MARS modelleri kurulurken GCV kriteri temel fonksiyon sayisinin belirlenmesinde
soyle kullaniimaktadir; MARS algoritmasiyla olusturulan modeller arasinda GCV
degerinin minimum oldugu model tercih edilir. Bir bagka degisle, GCV’nin
minimum oldugu degerdeki temel fonksiyon sayisi kadar modele temel fonksiyon

girmis olur.

Model kurulurken ileriye dogru adimda olasi tim temel fonksiyonlar ve dugim
noktalari belirlenmektedir. iste geriye dogru adimda modele girecek digim

noktalari da yine GCV kriterini minimum yapacak sekilde secilmektedirler.

MARS algoritmasinin ana adimlari Xu et al.(2004) tarafindan asagidaki gibi

Ozetlenmigtir:

0. Modelin hesaplanabilen en fazla karmasikhdi secilir ve d parametresi
tanimlanir.

leriye dogru adimsal segim:

1. En basit modelle, sadece sabit katsayi ile, baslanir,.

2. Her aciklayici degisken icin temel fonksiyonlarin kimesi arastirilir.

3. Tahmin hatasini minimize eden temel fonksiyonlar ikilileri belirlenir ve modele
dahil edilir.

4. Modelin dnceden belirlenen tanimlanmig karmasikliga ulagana kadar adim 2’ye
gidilir.

Geriye dogru silme adimi:

5. Tum temel fonksiyonlarin kimesi (sabit harig) arastilir ve GCV kriteri
kullanilarak modele en az katkida bulunan temel fonksiyonlar silinir.

6. GCV kendi minimumuna ulasana kadar 5. adim tekrarlanir.
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2.3.3. Gok degiskenli uyarlamali regresyon uzanimlari yonteminde kayip

degerlerin incelenmesi

BlUyuk veri setleriyle galisirken sikga kayip de@erlere rastlanilabilmektedir. Veri
setinde herhangi bir degiskendeki herhangi bir verinin kayip olmasi durumunda o
kaydin silinmesi ya da kayip degiskenin o degeri yerine degisken ortalamasi
kullaniimasi gibi yOntemlerle istatistiksel paket programlarda uygulamalar
kolaylikla yapilabilmektedir. Kayip veriler icin gelistiriimis ydntemler olsa da
istatistiksel yazilim paketlerinde uygulamak her zaman uygun ve kolay degildir.
Kayip veri ile birlikte ortaya ¢ikan iki onemli problem Francis(2000, s15) tarafindan

asagidaki gibi siralanmisgtir.

1. Bir ¢ok istatistiksel paket programda herhangi bir degiskendeki kayip
degerli bir kaydin silinmesi nedeniyle bir ¢ok verinin analizde kaybolma
problemi mevcuttur.

2. Analizin dogru olabilmesi igin bagimh ve bagimsiz degiskenlerin, mevcut

kayip degerlerden bagimsiz olmasinin saglanmasi gerekmektedir.

MARS'’In kayip veri problemini ele alis sekli; kayip verisi olan degisken icin bir
temel fonksiyon olusturmaktir. Olusturulan temel fonksiyon, degiskende kayip veri
varsa “1” deg@erini, yoksa “0” degerini alir. Daha sonraki adimda arastirma sureci
yardimiyla veri setindeki kayip veri temel fonksiyonlari ve diger degigkenler
arasinda bir etkilesimin varligi ve bu etkilesimin bagiml degigkenin tahmin
edilmesinde istatistiksel olarak 6nemli olup olmadigi arastirilir. Bu iligkilerin
belirlenmesiyle ortaya c¢ikan temel fonksiyonlar araciligiyla, diger degiskenler

kayip degiskenler igin bir vekil gibi rol yapabilmektedirler (Francis, 2000).

2.4. Deneysel Bayes Yontemiyle Temel Fonksiyon ve Diigiim Noktasi1 Segimi

MARS yonteminin diger modelleme tekniklerine gore sahip oldugu en onemli
farklihk temel fonksiyon ve digum noktalarini kullanmasidir. Sakamoto(2007),
Bayesci yaklasimin avantajlarini kullanarak deneysel Bayes yontemi ile MARS’taki
temel fonksiyonlar ve dugum noktalari segimine alternatif sunmustur. Temel

fonksiyonlarin se¢imi ve dugum noktalarinin pozisyonlarinin secimi i¢in marjinal
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olabilirlik Laplace yaklagimini ve temel fonksiyon sayilarinin belirlenmesi i¢in de
Akaike Bayes bilgi kriterini(Akaike Bayes information criterion, AIBC) kullanmigtir.

MARS temel fonksiyonlarin eklenmesi ve daha sonraki adimda da modelden
cikartilmasi igin genellestiriimis ¢apraz gegerlilik kriterini(GCV) kabul etmektedir.
Bazi uygulamalarda ¢ok fazla sayida temel fonksiyon segildiginden model yapisini
yorumlamak kolay olmayabilir. Ayrica, kullanilan kriter tahmin edici degigkenler
uzayindaki uzakliklar kullanilarak elde edildiginden model yapisinin arastiriimasi
icin uygun olmayabilir digtuincesinden yola ¢ikarak baska bir kriterin arastiriimasi
gerektigi dusunulmasgtar.

Belirlenen temel fonksiyonlarin temel Kkatsayilarinin tahmin edilmesi igin
karmasiklik cezasi olarak gosterilen temel katsayilarin 6nseli ile tanimlanan ceza
olabilirlik yaklagimi kullaniimaktadir. Bayes yaklasiminin geregi olarak kullanilan
onseller(priors), temel fonksiyon sayilarina, her temel fonsksiyondaki degiskenlere,
digum noktalarinin konumlarina, ana katsayilara dayanmaktadir ve sonra tahmin
edilen fonksiyonun sonsal(posterior) oérneklemesi Tersinir Sigramali Markov Zinciri
Monte Carlo(reversible jump Markov Chain Monte Carlo, RIMCMC) algoritmasiyla
yapilmaktadir(Green, 1995).

Es. 2.19da B(x),k:1,...,K olan temel fonksiyonlarin dogrusal kombinasyonlari

olarak tanimlanmig f regresyon fonsiyonu gorulmektedir. Burada katsayilar

a,, a,..., a, tahmin edilecektir.

f(x)=a, + i a,B(x) (2.19)

Es. 2.19°daki her bir temel fonksiyonun gug¢ temel fonksiyonlari olarak nasil
tanimlandigi Es. 2.20’de goriimektedir.

B, (x) = [ lsu(Xven —cu )l (2.20)
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Onceki bélimlerde belirtildigi gibi glic temel fonksiyonlarinin yapisi geregi [x]+, X'in
pozitif taraflarini ve m tam sayisi uzanimlar derecesini gostermektedir. K, temel
fonksiyonlar sayisi, Lk etkilesim derecesi, sy +1 ya da -1, temel fonksiyonlara giren
degisken sayisi v(k,l) ve dugum noktasinin pozisyonu cy olarak verilerden temel

fonksiyon algoritmasi bolumunde belirtildigi gibi uyum eksikligi kriteri ile segilmistir.
Bayesci yaklagsimla temel fonksiyon secimini anlayabilmek igin By(x) temel

fonksiyonlari varhiginda a katsayisindaki normal o6nsel Es. 2.21'deki gibi

olmaktadir.
plalBy, 2)=(a127) " exp(—%aTaj (2.21)

Burada A pozitif say fonksiyonun karmagikhgini kontrol eden yuksek(hyper)
parametredir Ayrica tanimlanan 6nselin bazi Bayesci yaklagimlarda kabul edildigi

bilinmektedir (6rnegin Denison et al., 2002).

Bayes teoreminden yola ¢ikildiginda a’ nin sonsal yogunlugu
plaly,Bx,02,2)x ply|B.a,02 Jp(aBy, 2) (2.22)

seklinde olacaktir. Burada gorulen p(y|BK,a,<72), verilen By ve a igin y'nin

yogunlugudur ve y dagiliminin varyansi o° olmaktadir. Dolayisiyla hata varyansi
o? ile normal dagilan y'nin varliginda, a’nin sonsal dagilimi Es. 2.23’deki ortalama
ve hata varyansi ¢ ile normal olacaktir.

4=(BLBc+A*1)'Bly (2.23)

Burada 1* = 1c* ve | birim matrisdir. Buna gére varyans matrisi O'Z(B;BK +/1*/)_1

seklinde tanimlanacaktir.
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a'nin sonsal yogunlugu olan &, ceza log-olabilirligin (log-likelihood)

enbuyuklenmesine esit olmaktadir ve Es. 2.24’te gorulmektedir:

Iolaly,B«,o24)=1log p(y|BK,a,02)—%aTa S

log A + sabit (2.24)

Normal dagihimin varhginda maksimum ceza olabilirlik dogrudan hesaplanabilir.
Dagihmlarda normalligin olmadigi durumlarda ise maksimum olabilirligin
tekrarlanmasi yoluna dayanan Fisher skorlama ydntemi gibi algoritmalarla elde
edilebilmektedir (6rnekler McCullagh and Nelder, 1989; Green and Silverman,
1994).

c={c,} dugim noktasi pozisyonunun, o? varyansinin ve A1 yiksek

parametresinin tahmin edilebilmesi i¢cin uyum eksikligi kriteri olarak marjinal
olabilirligi dikkate alinmaktadir. a’nin sonsal yogunlugundan integrallenmis marjinal
olabilirligi Es. 2.25’deki gibi yazilabilmektedir. Marjinal olabilirlik fonksiyonunun

enbuylklenmesi yontemi, Bayes yontemindeki onsellerde bilgi olmadiginda(non-

informative priors) o ve A’nin varsayimlari gibi yapilacaktir. Es. 2.25'de gorilen
integralin dogrudan hesaplanmasi normal dagilim disindaki durumlarda mimkuan

olamamaktadir.
p(y|BK,02,}t) = '[p(y|BK,a,az)p(a|BK,/1)da = Iexp{lp (a|y,BK,02,/I)}da. (2.25)

Laplace yaklagsimi kullanilarak (Tierney and Kadane, 1986; Davison, 1986), ki
buradaki yaklasim ceza log-olabilirligin Taylor agilimi a’'da maksimum olmaktadir,

marjinal log-olabilirligin yaklagik hesaplamasi
2 2 A 2 1 ~ .
I(c,o%,2y)=10gply|By, o ,ﬂ)zlp(a‘y,BK,a ,A—Elog‘Hp(a}+sab/t.j (2.26)

seklinde elde edilmektedir.
Burada Hp(é), ceza log-olabilirligin  negatif Hessian matrisi olarak

tanimlanmaktadir ve
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Hp(é):[ 52”°j (2.27)

biciminde verilir. Normal vyaklasim oldugunda Es. 2.26'daki esitlik,
Hp(é): a‘z(B,ZBK +/1*I) seklinde olacaktir. Benzer bir tanim da normal olmayan

bir durum igin elde edilir.

Dugum noktalari pozisyonu c:{ck,}, o’ varyans ve 1 ylksek parametre
elemanlar, {v(k,/)} degiskenlerini iceren temel fonksiyonlar ve hatta temel

fonksiyon kombinasyonlari hakkindaki yaklasik marjinal log-olabilirlik Es. 2.26’da
maksimize edilmektedir. Sakamoto(2007), temel fonksiyon sayisi K arttikga,
marjinal log-olabilirligin(Es. 2.26.) de artmasina ragmen, ileriye dogru adim
asamasinda Akaike Bayes Bilgi Kriterini(ABIC) minimize eden K ve temel
fonksiyon kombinasyonlarinin segilmesi distncesini savunmustur. Bu kriter Es.
2.28;

ABIC = -2i,,(c,0 Aly)+2(q +2) (2.28)

seklinde tanimlanmaktadir(Akaike, 1980). Bu esitlikte q, temel fonksiyonlardaki

C= {ck,} dugum noktalarinin sayisidir. Geriye dogru adim asamasinda, ¢ dugum
noktalart tahmin edildiginden, sadece marjinal log-olabilirlik /M(c,o-z,}t|y)

maksimize edilmektedir.
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UGUNCU BOLUM

3. UYGULAMA

Finansal kurumlar ellerindeki kaynaklari en verimli ve karli bir sekilde
degerlendirmek istemektedirler. Ote yandan finansal sistemin devamliigi ve
ekonominin daha gugcli olabilmesi igin kredilerin dnemi blyuktir. Dogru kisilere
kullandirilan ve bdylece geri 6denebilmesi saglanan krediler finansal sistemin
devamlihgi icin gereklidir. Dolayisiyla kredilerin verilmesi bir finansal probleme
donugtugunden, bu problemin en dogru sekilde ¢ozulerek, kredi kararinin verilmesi
gerekmektedir. iste bu yizden finansal kurumlar, kredilerin degerlendiriimesinde
belirli stratejilere gore bir karar mekanizmasi olusturmaktadirlar. Bu ¢alismadaki
amac¢ finansal kurumlarin karar mekanizmasina benzer bir kredi modellemesi

yapilmasidir.

Calismanin bu boéliminde simdiye kadar agiklanan ¢ok degiskenli uyarlamali
regresyon uzanimlari yonteminin gergek bir veri Uzerinde uygulanabiliriliginin
gOsterilebilmesi i¢in Turkiye'deki bir finans kurumundan elde edilen bireysel kredi
degerlendirme verileri Uzerinde c¢aligilacaktir. Gergek veri uygulamasindan énce
MARS vyazilimi ve kullanimi 06zetlenecek, c¢alismada kullanilan veriler ve
Ozelliklerinden bahsedilecektir. Uygulamanin 3. bolimunde bagiml degiskenin
kredi karari oldugu durumda bir MARS modellemesi yapilacak ve yonteminin
uygulanabilirligi gosteriimeye calisilacaktir. Kredi kararinin onay / ret olmasi
durumuna gore kurulacak modelin yorumlari yine bu bdélimde verilecektir.
Uygulamanin 4. bdlimuinde ise Lojistik Regresyon yodntemi ile ¢ézimleme
yapilacak ve sonuglar kisminda MARS yontemiyle karsilastirilacaktir. MARS
modellemesi yontemi icin MARS 3.0 yazilimi, Lojistik Regresyon yontemi igin ise
SPSS 15.0 yazilimi kullanilacaktir.
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3.1. MARS Yazilimi

Calismanin bu boéluminde MARS yazilimi kullanilarak modellemenin nasil
gerceklestirileceginin  gdsterilmesinin  yani sira MARS yaziliminda verilerin
acllmasi, elde edilebilen grafiklerin gosteriimesi, bu yazilim ile yapilabileceklerin
Ozetlenmesi de amaglanmistir. Cozumlemede kullanilacak olan MARS yazilimi

Salford Systems web adresinden temin edilmistir(http://www.salfordsystems.com).

Kullanicinin istegine bagli olarak, MARS modellerinin kurulmasi, bu ydntem
kullanilarak verilerin istenilen gekilde dizenlenmesi, verilerden istenilen bilgilerin
elde edilebilmesi icin kullanilabilecek olan MARS vyazilimi Salford System
tarafindan yapilmistir. MARS yazilimi ile hizlh bir sekilde model kurulumu ve
geligtiriimesi  yapilabilmektedir. Yazihmla vyapilabilecekler asagidaki gibi
Ozetlenmigtir (Salford Systems, 2001):

e Tahmin edilecek degiskenlerden hangilerinin aragtirilan konuyla ilgili,
hangilerinin ilgisiz oldugunun belirlenmesi,

e Bagimh degisken ile dogrusal olmayan bir iliski sergileyen tahminedici
degiskenlerin donugumu,

e Tahminedici degiskenler arasindaki etkilesimlerin tespit edilmesi,

¢ Yeni degisken teknikleri kullanilarak kayip degerlerin ele alinmasi,

e Asin doymusluga (Overfitting) karsi koruma igin gelismis bireysel-testler
kullaniimasi gergeklestirilebilmektedir.

MARS yazilimi her seviyeden teknik bilgiye sahip kullanicilar igin kullanmasi
oldukga kolay bir programdir. Sdratli bir sekilde tim olasi modeller
arastinlabilmekte ve hizlica en optimal ¢ozime ulasilabilmektedir.

Windows isletim sisteminde tum gorsel oOzellikleri ile birlikte rahathkla
kullanilabilmektedir. UNIX igletim sistemli bilgisayarlarda ise tum gorsel grafik
sonuglarini acgabilmek icin MARS model goéruntuleyicisi (MARS model viewer)

kullanilabilmektedir.
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MARS yazilimi ile BASIC programlama dili kullanilabilmektedir. Dolayisiyla yeni
degiskenler  tanimlayabilme, varolan degigkenlerin  modifiye  edilmesi,
matematiksel, istatistiksel ve olasiliksal dagilimlarin girilebilmesi, tanimlanabilmesi

miUmkun olabilmektedir.

Minimum sistem Ozellikleri olan bir bilgisayarda calistirilabilmektedir. Elbette veri

setindeki kayit sayisina bagli olarak hafizada gerekli bos alan artabilmektedir.

Verilerin Hazirlanmasi

MARS vyaziliminda veri girisinin yapiimasina gerek duyulmamakta ve bir gok
formatta(Systat, Excel, SAS, ASCIl, vb.) veri dosyasi bu vyazilimda
acllabilmektedir. Bu calisma icin elde edilen veriler Microsoft Access dosyasi
formatindadir ve Sekil 3.1°’de goruldigu gibi File menusunden Open secenegi
secilerek ve dosya turu Access olarak belirlenerek verilere ulagilabilmektedir. Sekil

3.2’de MARS yaziliminda verilerin gorinimu bulunmaktadir.

% Open Data File [ S|
Konum: | | son_data j = I'j{ '
ad Degistirme...  Tir Boyut Etiketler
| freq. graph
2] data
(1] KREDI KARAINA GORE

Dosya Adr: [data
Dosya tn: |}-‘u:|:ess (*.mdb} j w

ASClI-Delimited (*.cav; = dat; =) ODEC |
dBASE and compatible (*.dbf) -
Epi Infa " rec)

—_—

Sekil 3.1. MARS yazilimi veri agma penceresi

Metin seklinde tanimlanmig degiskenler bu yazilimda direkt algilanmakta ve bu

degiskenler igin sayisal tanimlama yapilmasina gerek duyulmamaktadir.
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& DATEZ\uygulama'data\son_data\data.mdb

=5 eon |

# K2 batch 4 bata] HES Hi #ap =3 ®10% =1 ®12§ f

1 1 D 2.00812E+007 6 1M oYy 103y =
2 z D 2.00812E+007 6 148 oYy 144 v
3 3 D 2.00812E+007 6 14 oYy 11N
4 4 D 20031 2E+007 6 14 oy 23N
5 5 D 20081 2E+007 gy 1M oYy 83N
B 5 D 20081 2E+007 B Y 14 oYy 2%
7 7 D 20031 2E+007 1Y TH oYy 124
g b D 2.00312E+007 B M 1M oYy 1y
] 9 D 20081 2E+007 gy 14 1 124
10 10 D 2.00812E+007 TN 1M oYy 169 N
11 1 D 20031 2E+007 4% 1M oy il
12 12 D 20031 2E+007 gy 1k 1 108 N
13 13 D 20081 2E+007 Y 1M 1 110
14 14 D 20031 2E+007 6 1k oYy 45
15 18 D 20031 2E+007 6 1K oy 168/
16 18 D 20081 2E+007 gy 1M oYy 60
17 17 D 20081 2E+007 Y 1M oYy 182 v
18 14 D 20031 2E+007 g TH oYy 184

13 14 D 2.00312E+007 6 14 oYy 109y :

20 20 D 20081 2E+007 6Y 1M oYy 207 :
1|- _| R ———— PP . L P

Sekil 3.2. MARS yaziliminda verilerin gorunusu

Verilerin siklik grafiklerine ulasabilmek icin yaziimda Explore menuisinden
Frequency Distribution secenegi secilir ve hangi degiskenlerin grafiklerinin
olusturulmasi isteniyorsa o degiskenler secilerek Generate Charts butonu tiklanir.
Degiskenleri detayli inceleyebilmek icin grafiklerin yer aldigi ekrandaki se¢enekler
kullanilarak grafik segenekleri degistirilebilir. Bar, nokta, cizgi, pasta grafikleri elde
edilebilinmektedir. Ayrica elde edilen grafikler MARS yazilimindan kolaylikla baska
formatlara cevrilerek olusturulacak raporlarda kolaylikla kullanilabilme 6zelligine
sahiptirler. Sekil 3.3’'de MARS yazilimi ile elde edilebilecek grafik gesitlerinin
ornekleri yer almaktadir, calismadaki tum degiskenlerin grafikleri ise Ek2'de

verilmigtir.
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Sekil 3.3. MARS yazilimindan elde edilebilecek grafik cesitleri

Model Kurulumu

Model kurulumu asamasinda Model menusiunden Construct Model secenegi ile
Model Setup ekranina girilir. Bu ekranda Model kisminda sirasiyla degiskenler
yer almaktadir. Bagimli ve bagimsiz degiskenlerin belirlenebildigi bu ekranda ayni
zamanda kategorik degiskenler de segilerek tanimlanabilmektedir. Bagimli
degisken icin Target, bagimsiz degiskenler icin Predictor ve kategorik

degigkenler igin Categorical kisimlari segilmektedir. Ayrica belirlenecek
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degiskenler icin agirliklandiriima yapilabilmesi icin Weight kismi isaretlenmektedir.
Belirlenecek degisken/degdiskenler i¢cin donusim uygulanmasinin istenmedidi, o
degiskenin oldugu gibi modelde yer almasinin tercih edildigi durumda Non
Transform kismi secilmelidir. ilgili tanimlamalarin yapildigi ekran gérintiisi Sekil

3.4’de gorulmektedir.

. Model Setup Li_F_J
|/ Dptions and Limits T Lags ]
Model T Test T Select Cazes T Penaly T Inheractions
Yariable Selection
- Target ¥ ariabl
Yariable Mame Target | Predictor | Categorical | wWeight Mon N':'n. get vanahe
Transform | Interacting AR
al SN - 8 _ 8 ‘w/sight Variable
= S A 5
A B v i I I I Murnber of Predictars
4 [ [ [ I I I 4
bt [ v v I I I
XE% r v v r r r
HF r 4 v r r r
8% [ v v I I I
X3 | F r r r r =
Sort; | File Order A ~d = r r

Save Grove... Score... ‘ Cancel ‘ Continue Start

Sekil 3.4. MARS yaziliminda model kurulumu

Baska bir model kullanilarak tahmin edilmis bir deger ya da herhangi bir skor
degeri olan bir degiskenin modelde hi¢ bir donisime maruz kalmadan, oldugu gibi
yer almasi ve modele olan etkisinin arastiriimak istenildigi durumlar s6z konusu
olabilmektedir. iste bdyle durumlarda secilen degiskenler icin doniisimlerin
engellenmesi istenebilir ve bu da o degiskenler i¢in bulunacak dugim noktalarinin
engellenmesine karsilik gelmektedir. Dolayisiyla problem duagum noktalarinin
engellenmesi ile c¢ozulebilecektir. Bdoyle bir durumda herhangi bir degisken
belirlenirse, o degigkenin minimum degerinde sOzde bir dugum noktasi
belirlenecektir. MARS yonteminin geriye dogru adimindan sonra en son modelde

bu degiskenin bulunmama olasili§i da s6z konusudur.
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Eger butun degigkenler icin donugumler engellenirse, MARS yazilimi adimsal
regresyonun bir varyasyonu seklinde caligacaktir. Bu da o modelin referans
alinarak dontsumlerin getirilerini dlgmede kullanilabilmektedir (Salford Systems,
2001).

MARS yazilimi ile veri setindeki Dbelirlenebilecek maksimum derecedeki
etkilesimlerin ve ayni zamanda ikili etkilesimlerin kontroli de yapilabilmektedir.
Arastiricinin - problem ¢egidine bagli olarak belirlenen bazi etkilesimler
engellenebilmektedir. Ayrica herhangi bir etkilesimden istenen bir degiskeni harig
tutmak ya da tam tersi istenen bir degiskeni etkilesime dahil etmek mumkin
olmaktadir. Bu yazilimda iki yolla bunu yapabilmek mumkinduir. Birincisi, model
kurulum asamasinda Sekil 3.4'de gorilmektedir. Gorilen Model menisinden
Non interacting secenegi secilerek, o degiskenin hi¢ bir etkilesime girmemesi
saglanabilmektedir. ikincisi, model kurulumunda etkilesim sayisi belirlendikten
sonra Model Setup penceresinde aktiflesen Interactions boliminde tim
tahminedici degiskenlerin etkilesimlerinin belirlenebilecegi satirlar ve siUtunlardan
olusan bir matris kullanilarak olmaktadir. Sekil 3.5’de gorulen bu matriste yer alan
hiacreler segilerek/segilmeyerek degiskenler arasindaki lokal etkilesimler

belirlenebilmektedir/engellenebilmektedir.
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i b
Model Setup @

( Optioks and Limits T Lags ]
hodel T Test T Select Cases T Penalty T Interactions ]
Allowable Wanable Interactions
®2% =3t =5 xE% bt bats =3 -
W2 i~ rd d i~ rd d
=3% v r3 v i~ v o
=8 v v rd i~ v ~d
b d i~ v i~ v d
®T d i~ v ~d v v
=t rd i~ 3 ~d I~ ~d
=3 v I [ d i~ v
=10% v v v v i~ v ~d
®12% rd i~ v d i~ v d
=13 v v r3 v i~ v v p
4| 3
Check. | Uncheck | =

Save Grove... Scare... | Cancel ‘ Continue | Start ‘

Sekil 3.5. MARS yaziliminda etkilesim matrisi
Model Setup ekranindan Test kismina gecildiginde kurulacak model igin

serbestlik derecesinin belirlenebildigi ekrana ulagilmaktadir. Bu ¢ézimleme igin
serbestlik derecesi 3 olarak belirlenmigstir ve Sekil 3.6’da gorulmektedir.
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Model Setup Li_E-J

[ Options and Limits T Lags ]
todel T Tesl T Select Cases T Penaly T Interactions

Degrees of Freedom for Knot Optimization

{* Setto: [3.00 (legacy mode)
" Fraction of cases selected at random for testing: |0.2 o

" Test sample contained in a separate file:

(" W4old cross-validation: |10

Wariable determines
crogs-validation bins:
Yariable separates leam,
test, (validate):

Save Grove... Score... | Cancel | Continue ‘ Start

Sekil 3.6. MARS yaziliminda serbestlik derecesinin belirlenmesi

Model Setup erkanindan Options and Limits kismi secildiginde olusturulabilecek
temel fonksiyon ve etkilesim sayisinin belirlenebildigi ekrana ulasiimaktadir.
Maximum Interactions kismina manuel etkilesim sayilari girilerek, 2 yonla ya da
3 yonlu etkilesim ayarlanabilmektedir. Boylece herhangi bir degiskenden ya da
degiskenlerden kurulan temel fonksiyonlar  arasindaki etkilegsimler
incelenebilecektir. Bu bolumde bir degigiklik yapilmadigi taktirde herhangi bir
etkilesimin  bulunmadigi modeller kurulacaktir. Bu ekran Sekil 3.7.de

gOrulebilmektedir.

Model kurulum asamasina herhangi bir etkilegsime izin vermeden baslanmasi ve
boylece ana etkilerin yer aldigi bir modelin olusturulmasi yorumlama agisindan
hem kolay olacak hem de ana etkiler daha iyi anlasilacaktir. Bdyle bir model igin
MARS yazihimi her degiskenin optimal doéntsumleri ile her birinin temel
fonksiyonlarini olugturacaktir ve en son model her bir temel fonksiyon garpimlari
toplamiyla olusacaktir. Ana etkilerin yer aldigi model yardimiyla olusturulan
modelin neyi anlattigi, modelin arastirilan konu i¢in uygun olup olmadigi gibi
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sorularin yaniti bulunabilecektir. Bu asamadan sonra etkilesimlerin denenmesi ve

modelin buna gore geligtiriimesi uygun olacaktir (Salford Systems, 2001).

-
Model Setup lihj
( Model T Test T Select Cazes T Penalty T Interactions
{Options and Limits ! T Lags ]
tars Options And Limits
Speed Factor M ax Basiz Functions
an-
=
Ec?éirate )l Faster
! ' ! I axirnurn Interactions
1 2 3 4 5 -
3=
FPenaly On Added Y ariables Min Obs Betwaen Knots
+ Mone [recommended] 0=
" Moderate Models To Compute
o Al models
(" Heavy " Best model only
" Speify 00000 i OLS oy

Save Grove.., Score... ‘ Cancel | Continue | Start ‘

Sekil 3.7. MARS yaziliminda temel fonksiyon sayisinin ve etkilesime girecek

degisken sayisinin belirlenmesi

Model kurulurken yontemin ileriye dogru adiminda eklenecek temel fonksiyon
sayisi, MARS yaziliminda var olan ayarlar degistiriimezse en ¢ok 15 ya da daha
az sayida olacaktir. Sekil 3.7°deki ekranda temel fonksiyonlarin maksimum
sayisinin belirlendigi kisim gorulebilmektedir. Temel fonksiyonlarin maksimum
sayisi, tahmin edici degigken sayisinin en azindan iki kati kadar olacak sekilde
secilmelidir (Salford Systems, 2001).

Maksimum temel fonksiyon sayisi belirlenirken dediskenler arasindaki etkilesim
sayisi da dikkate alinmalidir. Hem etkilesimler hem de ana degiskenlerin etkilerinin

arastiriimasi igin maksimum sayinin arttirlmasinda fayda vardir.

MARS yazihminin Sekil 3.7’de gorllen bir bagka 6zelligi de eklenen degiskenler

icin ceza belirlenmesidir. Eklenen degiskenler tUzerindeki ceza, zaten modelde var
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olan degigskenlerin eklenen yeni degiskenler olarak yeniden kullaniimasini
saglayan bir durumdur. Ceza arttirildikga, MARS var olan degiskenlerde yeni
digum noktalari yaratacak ya da var olan degiskenleri igeren etkilesim terimleri

olusturma egilimi gosterecektir.

Ceza kavrami aslinda ¢oklubaglanti (multicollinearity) sorunu ile micadele etmek
icin sunulmustur. X1, X2 ve X3 degiskenlerinin ylksek derecede korelasyona
sahip oldugu varsayilsin. Eger X1 ilk olarak modele dahil edilirse ve eklenen
degiskenler icin bir ceza varsa, MARS X1, X2 ve X3'Un kombinasyonlarini
kullanmak yerine sadece X1'i kullanma egiliminde olmaktadir. Eger degiskenler
arasindaki korelasyon biraz yuksekse, model uyumunda bir miktar kayip olacaktir.
Ceza ayni zamanda ¢ok az degiskene sahip olmasina karsin ¢ok fazla temel
fonksiyona sahip olabilecek modellerin kurulmasinda da kullaniimaktadir (Salford
Systems, 2001).

MARS vyazilimi veri setindeki her degerde dugum noktasi olusturmaya izin
vermektedir. Yani veride dikte edilen her yerde MARS regresyonunun egiminin ya
da yonunun degismesine izin verilmektedir. Yontemin geriye dogru adiminda

gereksiz olan noktalar silinmektedir.

Sekil 3.8'de MARS yazilimi kullanilarak tek bir tahmin edici ile kurulan basit bir
model igin olusturulan fonksiyon gériilmektedir. iki degisken arasinda ¢ok keskin
inis ve c¢ikislarin oldugu bir iliskiye sahip olundugu goériimektedir. Eger MARS diz
cizgilerle belirtiimis bdyle bir model segerse, bu modelin veri setini ¢ok iyi
yansitacagl asikardir. Ancak bu derece bir esneklik bazi uygulamalarda tercih
edilmeyebilir ve daha az lokal iligkileri temsil eden, daha diuz bir model istenebilir.

Dolayisiyla dUgum noktalarinin sayisi bu anlamda 6nemli olmaktadir.
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Sekil 3.8. MARS yazilimi kullanilarak elde edilen y=f(x) fonksiyon dagilimi (Salford
Systems, 2001)

Dugum noktalarini sinirlamanin, bagka bir degisle MARS modelini daha az lokal
uyarlamali yapmanin en etkili yolu, minimum genigligi makul bir oranda
olabildigince blUyuk tanimlamak ya da baska bir degisle dugum noktalari
arasindaki minimum gézlemlerin sayisini arttirmak olacaktir. Ornegin; minimum
sayl 100 olarak tanimlandiginda, dugum noktalari arasinda en az 100 gozlem
olmak zorundadir. Sekil 3.7°’de yer alan Model Setup penceresinin Options and
Limits bolimuinde Min Obs Between Knots kutusuna digum noktalari arasinda

bulunmasi istenen gézlem sayisi manuel olarak girilerek belirlenebilmektedir.

Model kurulumuyla ilgili élgttler belirlendikten sonra Start tusuna basildiginda

model kurulum asamasi baslatiimaktadir.
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3.2. Cozumlemede Kullanilan Veriler

Cozimlemede kullanilan veriler Turkiye’deki bir finans kurumuna Aralik 2008 —
Ocak 2009 tarihleri arasinda, internet, sube ve sms gibi kaynaklar araciligiyla
yapilan, belirli bir portfoye bagl olmayan, ihtiyag kredisi bagvurularini igermektedir.
Veri setinde yapilan degerlendirmeler sonucunda verilen onay ya da ret kararlari,
verilen bu karar dogrultusunda olusturulan onaylanmig limit, onaylanmig vade ve
onaylanan kredilerin kullandirlip, kullandiriimadiklariyla ilgili bilgiler de yer
almaktadir. Tum finans kurumlarinin verdigi bilgilerle olugsturulan bir bilgi bankasi
olan Kredi Kayit Burosu (KKB) verileri de her basvuru yapan birey igin uygulamada
yer almigtir. Calismada 48 adet degiskenin oldugu toplam 120.433 adet bagvuru

bulunmaktadir. Bu degigkenlerin 21 tanesi nitel ve 27 tanesi niceldir.

Calismanin esas amaci kredi kararinin verilmesinde diger degiskenlerin etkilerinin
arastinimasi oldugundan, 9 duzeyli olan KREDI_KARARI degiskenindeki kabul/ret
disindaki diger karar kriterleri(degerlendiriimesi tamamlanmamis, manuel
degerlendiriimeye yonlendirilmis, iade edilmis vb.) ¢ikartilarak, sadece farkli kabul
ve ret kriterleri(kabul ve ret nedenleri farkli olanlar) birlegtirimig, boylece degisken
2 duzeyli hale getirilmigtir. Dolayisiyla yeni basvuru sayisi 65.000 olmustur. TUm
degiskenler ve aciklamalari Cizelge 3.1'de go6rllmektedir. Calismadaki
degiskenlerin Ozellikleri, tanimlayici istatistikleri Ek1'de ve degiskenlere ait
grafikler Ek2’de detayli bir sekilde verilmigtir.
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Sira Degiskenler Degiskenin Agiklamasi
TEMINAT Teminat
EGITIM_DURUMU Egitim durumu
KULL_AMACI Kredi kullanim amaci

EV_TELEFON_BILG

Ev telefon bilgisi var/yok

ODEME_PLANI_TIPI

Odeme plani tipi

OTURULAN_EV_DURUMU

Oturdugu evin durumu

YENIDEN_DEG_SAYISI

Yeniden degerlendirme sayisi

YENI_MEVCUT_MUSTERI

Yeni / Mevcut misteri ayrimi

TOPLAM_CAL_SURESI

Toplam galisma siiresi (ay)

MAAS_MUSTERISI

Maas misterisi olup / olmama

BANKAYLA_CAL_SURESI

Bankayla ¢alisma siresi (glin)

SIMDIKI_ISYERI_CAL_SURESI

Simdiki is yeri ¢calisma suresi (ay)

MUSTERI_TIPI Musteri tipi
ILISKI_SKORU iligki skoru
SEKTOR_TIPI Sektdr tipi

MUSTERI_BANKA_SEGMENTI

Musterinin banka segmenti

KOTU_KAYIT_TURU

Musterinin daha 6nceden almig oldugu kot kayit tiri

HENEEHEENERE N EI G NN

CALISMA_SEKLI Calisma sekli

SUBE_GORUSU Sube goérisu
20 | SOSYAL_GUVENCE Sosyal guvencesi
21 | BEYAN_EDILEN_GELIR Musterinin basvuru sirasinda beyan ettigi gelir
22 | MESLEK Meslek
23 | SON_1AYDAKI_RET_ADEDI Son 1 ay igerisindeki kredi basvurularinda aldidi ret adedi
24 | KREDI_KARAR_KODU Kredi karar kodu
25 | SON_1AYDAKI_ONAY_ ADEDI aSggd‘: ay icerisindeki kredi bagvurularinda aldigi onay
26 | KKB_AYLIK_TAKSIT :f)l’()irsrlotrg;ssiltjtict):rlljcunda g6runttlenen tim bankalardaki
27 | KKB_GUNCEL_ENKOTU_STATU KKB'deki giincel en kétl statlsi
28 | KKB_GECMIS_ENKOTU_STATU KKB'deki gegmis en koti statlist
29 | MEDENI_DURUM Medeni durum
30 | KREDI_KARARI Kredi karari
31 |KKB_TOP_BORC :;E ksr(;rdgi:J:rlijnis:r;:ﬁtinr;d;ggﬁTtuIenen tum bankalardaki
32 | COCUK_SAYISI Cocuk sayisi

KKB sorgusu sonucunda goruntilenen tim bankalardaki
33 | KKB_SON_6AYDAKI_EN_KOTU_ODEME | acik kredilerinin son 6 ay 6demesinde gecikme var ise en
kotisu

34 | CINSIYET Cinsiyet
35 | ONAYLANAN_VADE Onaylanan vade
36 | YAS Yas
37 | BELGELENEN_TOP_GELIR Belgelenen toplam gelir
38 | BORCLULUK_ORANI Borgluluk orani (borglar/gelir)
39 | KULLANDIRIM_DURUMU Kredinin kullandirim durumu
40 | BASVURU_SKORU Basvuru skoru
41 | KKB_SKOR Buro skoru - KKB'nin Urettigi skor
42 | TALEP_TL Musterinin talep ettigi TL tutar
43 | TALEP_DOVIZ Musterinin talep ettigi tutar ( déviz)
44 | TALEP_VADE Musterinin talep ettigi vade
45 | KREDI_PARA_BIRIMI Kredinin para birimi
46 | ONAYLANAN_LIMIT Onaylanan limit

Cizelge 3.1. Veri setindeki degiskenler
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Onceki bélimlerde MARS yazilimi ile model kurma agamasinda kayip degiskenler
icin yeni bir temel fonksiyon uretilerek o temel fonksiyonla birlikte model
kurulabildiginden bahsedilmigtir. Bu nedenle model kurulurken, kayip deger
oranlari kabul edilebilir seviyede olan degiskenler igin bu yeni olusturulan temel
fonksiyonlar kabul edilecek ve sonuglar buna goére incelenecektir. Buna gore
Ek1’de yer alan degdiskenlere ait kayip deger oranlari incelendiginde, kayip deger
orani en yuksek olan degdiskenler sirasiyla TEMINAT, SUBE_GORUSU ve
KOTU_KAYIT_TURU olarak karsimiza c¢ikmaktadir. TEMINAT degiskenine ait
kayip deger orani %100 olarak ¢ikmigtir. Kredi karari degigkeni i¢cin duzenleme
yapillmadan o6nce bu degiskenin kayip deger orani %96 olarak bulunmustur.
Dolayisiyla veri setindeki teminat orani sadece %4’tlr ve ilgili dizenlemelerden
sonra bu degdiskene ait %4’luk bilgi de silinmistir. Degisken ¢6zimlemeye dahil
edilemeyecektir. SUBE_GORUSU degiskeni icin kayip orani %96’dir. Bu
calismada farkli kanallardan(sube, sms, internet, atm vb.) yapilan kredi bagvurulari
kullanildigindan, her kredi basvurusu igin sube goértisu beklenmediginden ve bu
sube gorusunin kredi kararina olan etkisinin arastirimak istenmesi sebepleriyle
bu degisken igin kayip orani kabul edilebilir bir seviye olarak belirlenmistir. 4
duzeyli olan SUBE_GORUSU degiskeni modele dahil edildiginde, olusturulacak
dummy degisken ile kredi kararina etkisi arastirilacaktir. Boylece sube gorusinin
4 farkh durumunda nasil etkilendigine ilave olarak, sube gorisunun bulundugu ya
da bulunmadigi durumlarda kredi kararina olan etkileri gorulebilecektir.
KOTU_KAYIT_TURU degiskeni igin kayip deger orani da %95 olarak
gerceklesmistir. Basvuruda bulunan Kigilere ait o finans kurumundaki mevcut
kredilerine ya da kredi kartlarina ait 6demelerindeki sakincali durum bilgilerini
goOsteren bu degdiskende, sakincali bir durum yoksa giris yapiimadigindan kayip
orani kabul edilebilir bir duzeydedir. Basvuran kisilerin %95’inde kotu 6deme
bulunmadigi sdylenebilir. Bu durumda 4 farkli kotu kayit turu igin ve ilave olarak
kotu kaydin varliginda kredi kararinin nasil etkilendigi gézlemlenebilecektir. Diger
degiskenlerin hesaplanan kayip deger oranlari kabul edilebilir seviyede

gerceklesmistir.
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3.3. MARS Co6zumlemesi

Calismanin bu bdliminde kurulacak MARS modelinin bagimh degiskeni
KREDI_KARARI olarak belirlenmistir. Bu degiskene ait histogram grafigi Sekil
3.9'da verilmigstir. Goruldugu gibi ¢aligilan veri setindeki kabul orani %46,46 ve ret
orani %53,54'tur.

KREDI_KARARI_2$ - Frequency Distribution

Frequency
40000

0
-
(@)

Q
b4

Sekil 3.9. Kredi karari degiskeni histogram grafigi (MARS yazilimi)

Cozumlemede Cizelge 3.2'de gorulen toplam 35 adet bagimsiz degisken

secilmistir.
1| EGITIM_DURUMU 19| SON_1AYDAKI_ONAY_ADEDI
2| KULL_AMACI 20 |KKB_AYLIK_TAKSIT
3|EV_TELEFON BILG 21| KKB_GUNCEL _ENKOTU STATU
4| ODEME_PLANI TIPI 22| KKB_ GECMIS ENKOTU STATU
5|OTURULAN_EV_DURUMU 23 | MEDENI_DURUM
6| YENIDEN DEG SAYISI 24| KKB_TOP BORC
7 | YENI_MEVCUT_MUSTERI 25| COCUK_SAYISI
8| TOPLAM_CAL_SURESI 26 |KKB_SON_6AYDAKI_EN_KOTU_ODEME
9| MAAS_MUSTERISI 27 |CINSIYET

10 | BANKAYLA_CAL_SURESI 28 | YAS

11| SIMDIKI_ISYERI_CAL_SURESI |29 | BELGELENEN_TOP_GELIR

12| MUSTERI_TIPI 30 | BORCLULUK_ORANI

13| KOTU_KAYIT_TURU 31| BASVURU_SKORU

14 | CALISMA SEKLI 32 | KKB_SKOR

15 | SUBE._ GORUSU 33| TALEP TL

16 | SOSYAL GUVENCE 34 | TALEP_DOVIZ

17 |BEYAN EDILEN GELIR 35| TALEP_VADE

18| SON_1AYDAKI RET ADEDI

Cizelge 3.2. Model kurulumunda segilen degiskenler
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Bu bdlimdeki ¢ézimlemeye dahil edilmeyen degiskenler sirasiyla
ILISKI_SKORU, SEKTOR_TIPI, MUSTERI_BANKA_SEGMENTI, MESLEK,
KREDI_KARAR_KODU, KULLANDIRIM_DURUMU, ONAYLANAN_VADE,
ONAYLANAN_LIMIT tir.

ILISKI_SKORU degiskeni musteri ve finansal kurum arasindaki baglanti nedenini
gOstermektedir. Ek1’de de gorllecegdi Uzere musterinin banka ile olan iligki turinu
gOsreren 1.263 farkli deger bulunmaktadir ve bu 1.263 adet farkli iliski dizeyi ¢ok
yuksek bulundugundan ve sadece kendi basina kurulacak modelin karmasikligini

arttiracagindan ¢ézumlemeye dahil edilmemisgtir.

SEKTOR_TIPI degiskeni de basvruda bulunan kisilerin sektor tipini gostermektedir

ve 52 dizeylidir. Bu nedenle de bu degisken model kurulumunda yer almayacaktir.

MUSTERI_BANKA_SEGMENTI  degiskeni musteri banka  segmentini
gOstermektedir ve her finansal kurum igin farklilik gosterdiginden galismaya dahil

edilmemistir.

MESLEK degiskeni basvuru yapan bireylerin 6gretmen, doktor, s6for gibi meslek
bilgilerini icermektedir. C6zUmlemeye meslek bilgisi icin CALISMA_SEKLI
degiskeni dahil edilmistir. MESLEK degiskeni CALISMA_SEKLI'nin bir alt kimesi

oldugundan ve daha ayrintili bilgiler icerdiginden ¢dézimlemede yer almamistir.

KREDI_KARAR_KODU degiskeni degerlendirmeler sonucunda onaylanan / ret
edilen kredilerin ne sebeple onaylandigini / reddedildigi gibi bilgileri icermektedir.
Ancak bu degiskenin modele dahil edilmesi kredi kararinin onay / ret durumunu
%100 etkilemektedir ve modeldeki diger dediskenlerin 6nem duzeyi sifir

cikmaktadir. Bu nedenle de galismaya dahil edilmemisgtir.
KULLANDIRIM_DURUMU degigkeni, onaylanan kredinin kullandirip

kullandirilmadigr ile ilgili bilgileri icermektedir. Dolayisiyla bu modelleme

calismasina dahil edilmemistir.
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ONAYLANAN_VADE ve ONAYLANAN_LIMIT degigkenleri de onaylanan kredi
tutari ve onaylanan kredinin vade bilgisi oldugundan, bagimli degiskene olan
etkileri yuksek olacagindan ve diger degiskenleri incelemek agisindan engel teskil

edeceginden galigmaya alinmamistir.

Kredi kayit burosundan elde edilen verilerin kredi kararini buyuk Ol¢tde etkilemesi
beklenmektedir. Clnkd bu veriler, tim finansal kurumlar tarafindan olusturulan
ortak bir veri bankasindan elde edilmis, Kigilerin risk bilgileri ile ilgili bilgilerdir.
Dolayisiyla kredi karari verilirken basvuruda bulunan kigilerin guncel risk tutari,
gecmis en kotu oOdemesi, ayhk taksit tutari gibi bilgileri gz O6nune alinmasi

beklenmektedir.

Degigsken secimi yapilmis, serbestlik derecesi 3 ve etkilesim sayisi da 0 olarak
belirlenmistir. Bagimsiz degisken sayisi 35 oldugundan minimum temel fonksiyon
sayisi 70 olmalidir ve bu calisma icin temel fonksiyon sayisi 70 olarak

belirlenmistir.

3.3.1. Model se¢imi

MARS yazihmi bu kriterler dogrultusunda toplam 50 farkli model Uretmistir.
Yazihmin Ozelligi geregi, program tarafindan kurulan modellerin yer aldigi ekranda
en iyi model kullaniciya farkli bir renk ile belirtilerek gosterilmektedir. Bu ¢calismada
da en iyi model 7 numarali model olarak belirlenmigtir ve Sekil 3.10°’da verilen
MARS yazilimi ekran goérunttsinde olusturulan modeller igerisinde en iyi modelin

koyu renk ile belirtildigi gérulmektedir.

Sekil 3.10’da gorulebilen GCV ve Temel Fonskiyon grafigine bakildiginda, temel
fonksiyon sayisi arttikga GCV degerinin kendi minimumuna ulastigi gértulmektedir.
Modeldeki temel fonksiyon sayisi, bir baska ifade ile modele giren terim
sayisi(sabit terim diginda) 17’den sonra GCV degeri minimumuna ulagmistir.
Ancak temel fonksiyon sayisinin 43 oldugu, yani sabit terim disinda modeldeki
terim sayisinin 43 oldugu model en iyi model olarak belirlenmigtir ve grafikte en iyi
modelin bulundugu yer koyu renk ile gosterilmistir. Model kurulum asamasinda

maksimum temel fonksiyon sayisi 70 olarak belirlenmig, en iyi modele giren temel
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fonksiyon sayisi da 44 olarak gergeklesmistir. Bunun nedeni ileriye dogru adimdan
sonra sadece modele dahil edilmesi anlamli olan temel fonksiyonlarin segilerek
digerlerinin silinmesidir.

[= = s

& MARS 2: kredi_son3.xls

DOF Penalty
3 )l ‘ Reset
GCWTest MSE
0.25
- 0201
o
015 Train
0.10 t
0 10 20 30 40 50
Basis Functions
Basiz M M Effective .
Functions Fredictors Inputs Parameters GLY GLY R-Square Train M3E
1 43 23 17 108,00 010072 053509 010047
2 43 23 17 106,82 010072 059512 010047
3 a7 22 17 103,63 0,10071 059515 010046
4 46 22 17 101,45 0,10071 059516 010046
A 45 22 17 99,27 070070 059517 010047
E 44 22 17 §7.03 070070 059517 010047
7 =43 22 17 8490 010070 059518 010042
g 42 22 17 32711 010070 059517 010048
9 11 22 17 9053 010041 059516 010049
10 a0 22 17 88,35 01004 059514 0.10050
11 9 22 17 8616 010072 059510 010052
12 34 22 17 8398 010073 059505 010053 - |
Wiew: Lozs Measure: Grove Model
Al Madels - Bar Line GCV  MSE Save... | Select ‘ Translate... | Score... ‘

Sekil 3.10. MARS yaziliminda en iyi modelin gosterildigi ekran

En iyi

degisken sayisi 17°dir. Ancak kayip degerler iceren degiskenler igin olusturulan

modelde temel fonksiyonlarin olusturulmasinda kullanilan bagimsiz

dummy degiskenlerle birlikte temel fonksiyonlarin olusturulmasinda kullanilan
toplam degisken sayisi 22 olmaktadir. GCV degeri 0,10070 olarak hesaplanmis ve
GCV-R? = 0,59518 olarak bulunmustur. Bu bilgilere MARS yazilimindaki Model
Ozet tablosundan da ulasilabilmektedir. Sekil 3.11°de MARS yazilimi model ézet

bilgilerinin bulundugu ekran goéruntisu yer almaktadir.
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& MARS 2: kredi_son3 xls; 43 Basis Functions [ =[]

Linear fit GCW = 01007

Summary | ANDWA Decomp. | Wariable Importance | Final Model | Basis Functinns] Gaing ] Prediction Success | Curves and Surfaces

Mode! Summary

Target Varable Varnables, Terms, and Parameters R-5Square Measures

KREDI_KARARI_2% ) ) Naive: 0.59635

Input varables: 17
N: 65,000 Maive adjusted: 059608
ot T Predictors: 22 || GCV Resquare: 059518

Mazimum: 1.00000 Terms in model: 44 Mean-Square Measures

Mean: 0.53535 Naive MSE: 0.10043

) Effective parameters: 54.50
Variance: 0.24875 MARS GCV: 0.10070
Score... Translate...

Sekil 3.11. MARS yazilimi model 6zet bilgilerinin bulundugu ekran

Ek3’de yer alan MARS modeli ¢ikti bilgilerinde model kurulum asamasinda
belirlenen tum parametrelerin standart hata, t-Ratio ve p degerlerinin bulundugu
Ozet bilgiler yer almaktadir. Bu 06zet bilgilerin bulundugu tablodaki p degerleri
incelendiginde, sabit terim digindaki tim degdiskenlerin p degerlerinin 0,05’den
buyuk oldugu goérulmektedir. Dolayisiyla degigkenlerinin kredi kararina bir etkileri
bulunmamaktadir. Tum bu degiskenlerin bulundugu bir modelleme yapilsaydi
modelin F degeri 0,80685 ve p degeri de 0,84337 olacakti. Dolayisiyla kurulacak
model istatistiksel olarak anlamsiz olacakti. MARS modelinde bu noktada ileriye
dogru adim sureci gerceklestirilerek gerekli donugsumler yapilacak ve temel
fonksiyonlar olusturulacaktir. Olusturulan bu temel fonksiyonlarla dogrusal bir
model elde edilmeye caligilacaktir. Daha sonra geriye dogru adim sureciyle bu
temel fonksiyonlar arasindan istatistiksel olarak anlamsiz bulunanlar modelden

cikartilarak en iyi modele ulasilacaktir.
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3.3.2. ileriye dogru adim

MARS modelinin ileriye dogru adiminda modele giren temel fonksiyonlar Ek4’te
verilmistir. Ek4’te verilen rapor incelendiginde modelin ileriye dogru adiminda
olusturulan olasi tum temel fonksiyonlar, bu temel fonksiyonlari olusturan
degiskenler ve o degigkenler igin olusturulan dugum noktalari goérulebilmektedir.
Model kurulum asamasinda maksimum temel fonksiyon sayisi 70 olarak
belirlenmisti ve buna gére MARS yazilimi 70 tane temel fonksiyon Uretmistir.
Asagida MARS yonteminin ileriye dogru adim asamasinda modele dahil edilen
Temel Fonksiyonlarin(TF)  aciklamalari verilmistir. ikili olarak verilen temel
fonksiyonlar ¢alismanin basinda anlatilan yansima ciftleridir. Temel Fonksiyonlar
TF olarak kisaltiimistir ve c¢alismanin bundan sonraki boélimlerinde bu sekilde

ifade edilecektir.

Model kurulum agsamasinda etkilesim sayisi belilenmemistir. Dolayisiyla kurulan
modelde sadece dediskenlerin ana etkileri gorulebilecektir. Ancak kayip degerler
iceren bagimsiz degiskenler i¢in Uretilen dummy fonksiyonlarin diger degiskenlerle
etkilesim icerisinde oldugu gorulmektedir. Bunun nedeni; kayip degerleri olan

badimsiz degiskenlerin bagiml degisken Gzerindeki etkisinin gorilebilmesidir.

Ek4’te verilen ileriye dogru adimda modele giren temel fonksiyonlar tablosunun
her satirinda temel fonksiyonlarin ikili olarak yer aldigi gorulmektedir. Bunun
nedeni tez calismasinin basinda bahsedilen temel fonksiyonlarin yapisi geregi
yansima Gifti olarak olusturulmasidir. Ornek olarak TF45 ve TF46 temel
fonksiyonlarina bakilirsa, bu temel fonksiyonlar BELGELENEN_TOP_GELIR
degiskeninden olugsmaktadir., BELGELENEN_TOP_GELIR degiskeni modele
1150.00000 dugum noktasinda TF45 ve TF46 temel fonksiyonlariyla girmigtir.
TF45 ve TF46  yansima  ciftidir. Surekli bir  degisken  olan
BELGELENEN_TOP_GELIR icin olusturulan temel fonksiyonlar
TF45 = ( BELGELENEN_TOP_GELIR - 1150) ve TF46 = (1150 -
BELGELENEN_TOP_GELIR) olarak tanimlanmatadir, buna gore TF45 belgelenen
toplam gelir tutarinin 1.150.-TL’den blyuk oldugu tutarlari ve TF46’da bunun tam
tersi belgelenen toplam gelir tutarinin 1.150.-TL’den kiglk olan tutarlar
gOstermektedir. Kategorik bir degisken olan BORCLULUK_ORANI dummy
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degiskeni modele 0 ve 1 dugum noktasinda TF1 ve TF2 temel fonksiyonlariyla
girmigtir. Degigken kategorik oldugunda temel fonksiyonlar o kosullarin saglandigi
durumu gdéstermektedir. Dolayisiyla TF1 = (BORCLULUK_ORANI dummy = 0) ve
TF2 = (BORCLULUK_ORANI dummy = 1) olmaktadir. TF1 bor¢luluk oraninin
bulundugu durumlar, TF2'de borgluluk oraninin  bulundugu durumlari

gOstermektedir.

Asagida Ek4’te verilen ileriye dogru adimda modele giren temel fonksiyonlarin

bazilarinin nasil yorumlanabildigiyle ilgili agiklamalar bulunmaktadir.

TFO: Sabit terim modele her zaman TFO olarak, yani ilk sirada ve sifir temel

fonksiyon olarak girmektedir.

TF3-TF4: BORCLULUK_ORANI 15.00000 duaguim  noktasinda yine
BORCLULUK_ORANI dummy degiskeninin 1 dagum noktasiyla birlikte modele
girmistir. Yani buradaki yansima ciftleri (BORCLULUK_ ORANI - 15.00000) ve
(15.00000 - BORCLULUK_ORANI), (BORCLULUK_ORANI dummy = 1) ile
etkilesim igerisinde olmaktadir. TF3, bor¢luluk orani varliginda hesaplanan bu

bor¢luluk oraninin 15°den buyuk oldugu durumlari géstermektedir.

TF13-TF14: KKB_GUNCEL_ENKOTU_STATU dummy degigkeni 0 ve 1 dugum
noktalarinda BORCLULUK_ORANI dummy degiskeninin 1 digum noktasiyla
birlikte modele dahil edilmistir. Buna gore TF13 borgluluk orani varliginda, kredi
kayit burosundan elde edilen gunceldeki en kot gecikme bilgisinin bulundugu

durumu gostermektedir.

TF15- TF16: KKB_GUNCEL_ENKOTU_STATU 0011111000 digum noktalarinda
yine bu degisken icin olusturulan dummy degiskenin 1 ve 3 digim noktalarinda
birlikte modele girmistir. MARS kategorik degiskenleri modele dahil ederken ayrica
bir kodlama kullanmaktadir. Soyleki; KKB_GUNCEL_ENKOTU_STATU degiskeni
0,1, 2, 3, 4,5, 6, 8 L ve Uolmak Uzere toplam 10 diuzeyli bir degiskendir. Her
diuzey icin 0 ve 1’ler kullanilarak ayri bir kodlama yapilarak, modele hangi dizeyin
etkili oldugu gosteriimektedir. 0011111000 dugim noktasi 10 basamakli bir

ifadedir ve sifirlar etkili olmayan dizeyi ve T1ler de etkili olan duzeyleri
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gOstermektedirler. Dolayisiyla 2, 3, 4, 5, 6 duzeyleri 1’ler ile ve 0, 1, 8, L ve U
duzeyleri de O’larla ifade edilmistir. TF15 ve TF16 yansima ciftleri oldugundan ve
birbirlerini timleyen bir yapida olmalari gerektiginden,
TF15 = (KKB_GUNCEL_ENKOTU_STATU = 0011111000) seklinde tanimlanirsa,
TF16 = (KKB_GUNCEL_ENKOTU_STATU = 1100000111) olacaktir. Sonug olarak
TF15 = (KKB_GUNCEL_ENKOTU_STATU = 2, 3, 4, 5, 6) ve TF16 =
(KKB_GUNCEL_ENKOTU_STATU = 0, 1, 8 L, U) yansima iftleri
KKB_GUNCEL_ENKOTU_STATU = 1, 3 ile birlikte etkilesim icerisinde modele
danhil edilmigtir.

TF25-TF26: KKB_SON_6AYDAKI_EN_KOTU_ODEME degiskeni 001111110000
digum noktalarinda KKB_GUNCEL_ENKOTU_STATU dummy degiskeninin 1 ve
3 digum noktalarinda birlikte modele dahil edilmistir.
KKB_SON_6AYDAKI_EN_KOTU_ODEME degiskeni 0, 1, 2, 3,4,5,6,8,D, L, U
ve X olmak Uzere 12 dizeyli bir degiskendir. TF25 ve TF26 yansima iftleri
(KKB_SON_6AYDAKI_EN_KOTU ODEME = 2, 3, 4, 5, 6, 8) ve
(KKB_SON_6AYDAKI_EN_KOTU ODEME = 0, 1, D, L, U, X) olarak
(KKB_GUNCEL_ENKOTU_STATU dummy

icerisindedir.

Il
—_—
w

~—"

ile birlikte etkilesim

3.3.3. Geriye dogru adim

Bu asamada ileriye dogru adimda olusturulan 70 temel fonksiyon arastiriimis ve
GCYV kriteri kullanilarak modele en az katkida bulunan temel fonksiyonlar silinmistir
ve 44 adet temel fonksiyon kalmistir. Geriye dogru adim surecinden sonra modele
giren temel fonksiyonlar Ek5’de verilmistir. Geriye dogru adim surecinden sonra

TFO sabit terim ile birlikte modele giren temel fonksiyonlar asagida siralanmistir.

TFO TF1 TF3 TF4 TF5 TF6 TF7 TF9 TF12 TF13 TF15 TF17
TF18 TF19 TF20 TF21 TF22 TF25 TF27 TF28 TF31 TF35 TF36 TF37
TF38 TF39 TF41 TF43 TF45 TF46 TF47 TF49 TF50 TF51 TF53 TF54
TF56 TF59 TF61 TF63 TF64 TF66 TF67 TF68
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3.3.4. Varyans analizi

MARS yazilimi ile degisken/degiskenlerin birlikte modele olan katkilari ANOVA
ayristirma tablosu yardimiyla goérulebilmektedir. Cizelge 3.3'de goérllen varyans
ayristirma  tablosunda modele giren 43 temel fonksiyonu olusturan
degisken/degiskenlerin standart sapma dederi, gikarmadaki kayip, temel fonksiyon
sayisi, efektif parametre sayisi ve o temel fonksiyonu olusturan degiskenler

gOrulmektedir.

Cizelge 3.3’deki “Cikarmadaki Kayip” sutunu s6z konusu degisken ya da bir araya
getirilen degiskenlerin modelden ¢ikartilmasi durumunda, tahminlerde meydana
gelecek kaybi, baska bir ifade ile modeldeki uyum eksikligini gostermektedir.
Temel fonksiyon sayisi o degisken ya da bir araya getirilmis degiskenlerin kag
temel fonksiyonla modele dahil olduklarini ve efektif parametre sayisi o
degisken/degiskenler birlesiminin  yuklendigi toplam serbestlik derecesini

gOstermektedir(Salford Systems, 2001).
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Standart

Cikarmadaki

Temel

Efektif

Fonksiyon Sapma Kayip fonksiyon sayisi pa:;g:ltre Degigkenler
1 0,08708 | 0,10073 1 2.184 BORCLULUK_ORANI mis
2 02192 ]0.10484 2 4.367 BELGELENEN TOP GELIR
BORCLULUK_ORANI,
3 010511 10,107 2 4,367 BORCLULUK_ORANI_mis
4 051995 | 0,10308 2 4,367 KKB_AYLIK_TAKSIT, BORCLULUK_ORANI_mis
BELGELENEN_TOP_GELIR,
5 020994 |0,10072 1 2,184 BORCLULUK ORAN! mie
6 |007438 | 0,10359 1 2,184 MAAS_MUSTERISI$, BORCLULUK_ORANI_mis
BEYAN_EDILEN GELIR,
7 |0,04184 | 0,10098 1 2184 BONCLULUK ORAN mis
KKB_GUNCEL_ENKOTU_STATUS_mis,
8 00827 |0,1008 1 2184 SORGLULUK ORAN mis
9 005321 | 0,10106 2 4,367 TALEP_TL, BORCLULUK_ORANI mis
10 |0,01979 | 0,10099 1 2184 CALISMA_SEKLI, BORCLULUK_ORANI_mis
KKB_GUNCEL_ENKOTU_STATUS,
11 |0,04737 | 0,10227 1 2,184 KKB_GUNCEL_ENKOTU_STATUS_mis,
BORCLULUK_ORANI_mis
YENIDEN_DEG_SAYISI,
12 |0,07598 | 0,10203 2 4,367 KKB_GUNCEL_ENKOTU_STATUS_mis,
BORCLULUK_ORANI_mis
KKB_TOP_BORC,
13 [0,0788 |0,10089 2 4,367 KKB_GUNCEL _ENKOTU_STATUS_mis,
BORCLULUK_ORANI_mis
KKB_AYLIK_TAKSIT,
14 |o0527 |010183 2 4,367 KKB_GUNCEL_ENKOTU_STATUS_mis,
BORCLULUK_ORANI_mis
BEYAN_EDILEN_GELIR,
15 |0,06217 | 0,10185 3 6,551 KKB_GUNCEL_ENKOTU_STATUS_mis,
BORCLULUK_ORANI_mis
SON_1AYDAKI_RET_ADEDI,
16 |0,04638 | 0,1012 2 4,367 SUBE_GORUSUS_mis,
BORCLULUK_ORANI_mis
KKB_TOP_BORC, SUBE_GORUSUS_mis,
17 |0,04501 | 0,10094 2 4,367 BORCLULUK. ORANI mie
KULL_AMACI, SUBE_GORUSUS_mis,
18 [0,0176 |0,10098 1 2,184 BORCLULUK DRANL mis
SUBE_GORUSUS_mis,
19 [0,09662 | 0,10089 1 2,184 KKB_GUNCEL_ENKOTU_STATUS_mis,
BORCLULUK_ORANI_mis
BORCLULUK_ORANI, SUBE_GORUSUS_mis,
20 |0,01793 | 0,10091 2 4,367 BORCIULUK ORAN! s
TALEP_VADE,
21 | 001478 | 0,10077 1 2184 KKB_GUNCEL_ENKOTU_STATUS_mis,
BORCLULUK_ORANI_mis
YAS, KKB_GUNCEL_ENKOTU_STATUS_mis,
22 |0,01144 | 0,10076 2 4,367 SORCLULUK ORANT s
KKB_SON_6AYDAKI_EN_KOTU_ODEMES,
KKB_GUNCEL_ENKOTU_STATUS_mis,
23 10,03202 1 0,10145 2 4,367 KKB_SON_6AYDAKI EN_KOTU ODEMES. mis,
BORCLULUK_ORANI_mis
KKB_GECMIS_ENKOTU_STATUS,
KKB_GUNCEL_ENKOTU_STATUS, mis,
24 10,0197 10,101 1 2,184 KKB_GECMIS_ENKOTU_STATUS mis,
BORCLULUK_ORANI_mis
KKB_GUNCEL_ENKOTU_STATUS,
SUBE_GORUSUS_mis,
25 10028 00114 2 4,367 KKB_GUNCEL_ENKOTU_STATUS_mis,
BORCLULUK_ORANI_mis
KKB_AYLIK_TAKSIT, SUBE_GORUSUS_mis,
26  |0,0674 |0,10081 1 2,184 KKB_GUNCEL_ENKOTU_STATUS_mis,
BORCLULUK_ORANI_mis
BANKAYLA_CAL_SURESI,
27 | 0.00973 | 0.10076 ) 4367 KKB_GUNCEL_ENKOTU_STATUS_mis,

KKB_SON_6AYDAKI_EN_KOTU_ODEME$_mis,
BORCLULUK_ORANI_mis

Cizelge 3.3. Varyans ayristirma tablosu
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MARS yaziliminda varyans ayristirmasinin bulundugu ekran goruntusu Sekil
3.12'de verilmigtir. Burada yer alan Standart Sapma ve fonksiyonlar grafiginde
Cizelge 3.2’7de siralanan 27 adet fonksiyondaki degisken/degiskenler
birlesimlerinin standart sapma degerleri gértlmektedir. Bu grafige gore 2, 4, 14, 19
numaral foksiyonlarin standart sapmalari yuksektir. Bir baska ifadeyle standart
sapmanin yuksek olmasi o degiskenin modelin tum acgiklama gucune olan
katkisinin da yUksek oldugunu gostermektedir. Dolayisiyla 14 numaral
fonksiyonda  gosterilen ve  standart sapmasi en yuksek olan
KKB_AYLIK_TAKSIT, KKB_GUNCEL_ENKOTU_STATU dummy degdisken ve
BORCLULUK_ORANI dummy  degiskenlerinin birlikte kredi karari
modellemesinde dnem duzeylerinin yliksek oldugu sodylenebilir. Benzer sekilde 4
numaral fonksiyonda yer alan KKB_AYLIK_TAKSIT, BORCLULUK_ORANI

dummy degiskenlerinin birlikte kredi kararina olan etkisi ylksektir.

& MARS 2: kredi_son3.xls; 43 Basis Functions [ =[]

Linear fit GCY = 0.1007

Summary  AMOYA Decomp, l‘u"ariahlelmpurtance] FinalMu:udeI] Baziz Function&] Gainz ] Prediction Success | Curves and Surface

ANOVA Decomposition on 43 Basis Functions

View:
All Models = 5 0.6
% 0.4
Shaow l':l 0.2
std deviation % 0.0
Ommission Cost 123 4567 38 9 10111213 141516 171819 20 21 22 23 24 2526 27
Function
Funch Standard Cost of Mo of Basis Mo of
MNEIN  Oeyigtion Omizsion Functions | Effective
2 2 021320 010484 2 4367
3 3 010511 010700 2 4367 BORCLL
4 051995 010308 2 4% KKE_A'
al [ >
Fl T [

Sekil 3.12. MARS yazilimi ANOVA ayristirma tablosunun yer aldigi ekran
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& MARS 2: kredi_son3xls; 43 Basis Functions = [ =[]

Linear fit GCY = 0.1007

Summary | ANOVA Decomp.  Yariable Importance | Final Model | Basis Functions] Gains I Prediction Success | Curves and Surfaces

R elative Y arable Importance

Variable Score 1 = Show zero importance
BORCLULUE_ORANI_mis L ariobles .
KKE_GUNCEL_ENKOTU_STATUS mis 2548l
BORCLULUK_ORANI 2213 | s il
BELGELENEN_TOP_GELIR 1790 vatiables
BEYAM_EDILEN_GELIR 1739 |
MasS_MUSTERISIS 1434 I
KEB_avLIE_TAKSIT 1288 I
SUBE_GORUSUS_mis 1344 I
KKB_GUNCEL_ENKOTU_GTATUS 1z
YEMIDEN_DEG_S&YISI 1013 |
KKE_TOF_BORC g3 -|

MHew Feep List Mew Feep & Estimate Select Al

Sekil 3.13. MARS yaziliminda modeldeki degiskenlerin nispi Gnem duzeylerinin
siralandigi ekran

MARS yaziliminda en iyi modeli olusturan degiskenlerin nispi 6nem duzeylerine
goOre aldiklar skor degeriyle birlikte kullaniciya sunulmaktadir. Bu skor degerleri
bagimsiz degiskenlerin modeldeki diger degiskenlere gore nispi katkilaridir. Sekil
3.13'de MARS yaziliminda en iyi modelde yer alan degiskenlerin en yiksek 6nem
derecesinden en dusuk ©6nem derecesine gore siralanarak verildigi ekran
goruntusu yer almaktadir. Cizelge 3.4’'de modele giren tim degiskenlerin 6nem

dereceleri gorulebilmektedir.

BORCLULUK_ORANI dummy degiskeninin 6nem duzeyi %100 c¢ikmistir. Bir
bagka ifadeyle borc¢luluk oraninin bulunup/bulunmamasi durmu kredi kararini
%100 etkilemektedir. Kredi talebinde bulunan Kigilerin borg¢luluk oranlarinin yuksek
olmasinin ya da tersi bu oranin dugtuk olmasinin kredi kararina direkt olarak
etkisinin olmasi beklenen bir durumdur. BORCLULUK_ORAN/I'nin kredi kararina
etkisi %22,13 seviyesinde gerceklesmistir. Borgluluk orani basvuru sahibinin
mevcut tum risklerinin gelirlerine orani ile hesaplanmaktadir. Dolayisiyla bu oranin

kredi karari verilirken 6nemli olmasi zaten beklenen bir durumduir.
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KKB_GUNCEL_ENKOTU_STATU dummy degiskeni 6nem dizeyi %25,48 olarak
hesaplanmigtir ve KKB’de guncel en kotu statu bilgisinin bulunup/bulunmamasinin
kredi kararina etkisi %25,48'dir. Bu kabul edilebilir, mantikh bir durumdur. Kredi
kayit burosunda olumsuz bilgilerin bulunmamasinin kredi karari verilirken énemli
olmasi beklenmektedir. KKB_GUNCEL_ENKOTU_STATU degiskenin 06nem
dizeyi de %11.26’dir. Dolayisiyla kredi kayit burosundaki guincel olumsuz bilgilerin
kredi kararina bir etkileri oldugu soéylenebilir ve daha detayli yorumlar model

asamasinda yapllabilecektir.

DEGISKEN Skor
BORCLULUK_ORANI_dummy 100
KKB_GUNCEL ENKOTU STATU_dummy 25,48
BORCLULUK_ORANI 22,13
BELGELENEN TOP GELIR 17,9
BEYAN EDILEN GELIR 17,39
MAAS_MUSTERISI 14,94
KKB_AYLIK TAKSIT 13,88
SUBE_GORUSU_ dummy 13,44
KKB_GUNCEL _ENKOTU STATU 11,26
YENIDEN_DEG_SAYIS] 10,13
KKB_TOP BORC 9,08
KKB_SON_B6AYDAKI EN_KOTU ODEME_dummy | 7,81
KKB_SON_BAYDAKI EN_KOTU_ ODEME 7.6
SON_1AYDAKI RET ADEDI 6,2
TALEP TL 5,25
KKB_GECMIS_ENKOTU STATU_dummy 4,81
KKB_GECMIS_ENKOTU STATU 4,81
CALISMA_SEKLI 4,72
KULL_AMACI 4,63
TALEP VADE 2,35
BANKAYLA CAL SURESI 2,15
YAS 2,12

Cizelge 3.4. Modele giren degiskenlerin nispi onem dereceleri

BELGELENEN_TOP_GELIR ve BEYAN_EDILEN_GELIR degiskenlerinin kredi
kararina olan etkileri %17 dizeyinde olmustur. Gelir bilgisi kredi karar verilirken
onemli bir bilgidir. Belgelenen gelirin kredi kararina gore yapilan modellemede
beyan edilene gére daha oOnemli olmasi beklenmistir. Bu beklentiyle model

kurulum asamasinda her iki degisken de secilmistir. Sonu¢ olarak belgelenen
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toplam gelir %17,9 6nem duzeyi ile beyan edilen toplam gelire gore daha etkili bir
degiskendir.

MAAS_MUSTERISI degiskeni %14,94 6nem duzeyi ile modele girmigtir. Kredi
karari verilirken o bagvuruyu yapan kisinin maas musterisi olup olmamasinin
onemli gikmasi kabul edilebilir bir sonugtur. Kredi geri 6demelerinde, zaten maas
O0demelerinin o finans kurumundan geciyor olmasi bir avantaj olarak
dusundlebilecedi gibi, maas 6demelerinin o kurumdan gecmesi kisinin daha iyi
taniniyor olmasini ve bu da kisinin kredi kullanim ihtiyaglarini, 6deme prensiplerini,
olumsuz ya da olumlu tum bilgilerinin biliniyor olmasini beraberinde getirmektedir.

Modelin verildigi asamada bu degisken i¢in daha detay yorum yapilabilecektir.

KKB_AYLIK_TAKSIT degiskeninin modeldeki 6nem derecesi %13,88dir.
Bagvuru yapan bireylerin kredi kayit burosundan elde edilen tum finansal
kurumlardaki aylk taksit miktarinin kredi kararina énemli bir etkisinin bulundugu

sdylenebilir.

SUBE_GORUSU dummy degiskeni dnem dizeyi %13,44 olarak gerceklesmigtir.
Bir basvuruda sube goérusinin bulunmasi, olumlu/olumsuz kredi kararini
etkilemektedir. Bununla ilgili daha detay yorumlar model incelendiginde

yapilabilecektir.

YENIDEN_DEG_SAYISI degiskeni %10,13 ile 6nemli bulunmustur. Bir kredi
teklifinin birden fazla degerlendiriimesinin kredi karar verilirken etkili bir degisken
olmasi beklenmektedir. Model yorumlarinda bu etkinin olumlu mu olumsuz mu

oldugu gorulecektir.

KKB_TOP_BORC degiskeni 6nem diuzeyi % 9,98 olarak hesaplanmistir. Basvuru
yapan bireyin kredi kayit barosundan elde edilen tum finansal kurumlardaki toplam

borg tutarinin kredi karari verilirken 6nemli olmasi beklenen bir durumdur.

KKB_SON_6AYDAKI_EN_KOTU_ODEME dummy degiskeni ve
KKB_SON_6AYDAKI_EN_KOTU_ODEME degiskeninin modele etki duzeyleri %

7°dir. Kredi kayit burosunda son 6 aydaki en kotu o©deme bilgisinin
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bulunup/bulunmamasi durumu ve bu kotu o6deme kaydinin tipi kredi karari

verilirken onemlidir.

SON_1AYDAKI_RET_ADEDI degiskeni % 6,2 ile é6nemli bulunmustur. Yapilan
basvurunun reddedilmesi durumunun kredi karari verilirken onemli bir kriter
olmasini bekleriz. Reddedilme nedenine gore verilecek yeni karar degisebilir.

Dolayisiyla bu degisken igin ¢cikan 6nem dizeyi de kabul edilebilir bir durumdur.

TALEP_TL degiskeninin dnem duzeyi % 5,25 olarak gergeklesmigtir. Bagvuru
sirasinda talep edilen tutar bilgisinin 6nemli bulunmasi kabul edilebilir bir
durumdur. Kredi karari verilirken disuk ya da c¢ok yuksek limit taleplerinde

bulunulmasinin énemli bir kriter olmasi beklenmektedir.

KKB_GECMIS_ENKOTU_STATU dummy degiskeni ve
KKB_GECMIS_ENKOTU_STATU degiskeninin 6nem dizeyi %4,81 olarak
hesaplanmigtir. Kredi kayit burosundan elde edilen basvuru yapan bireylerin
gecmisteki en kotu olumsuz bilgilerinin kredi karari verilirken sorgulaniyor olmasi
beklenen bir durumdur. Her iki degiskenin kredi kararina etkileri ayni ¢ikmistir.

Model kisminda daha detay yorumlar yapilacaktir.

CALISMA_SEKLI degigkeninin kredi kararina olan etki duzeyi %4,72'dir. Bagvuru
yapan bireylerin 6zel sektor galisani ya da kamu galisani vb. olmasi durumunun
verilen kredi kararlarinda 6nemli olmasi zaten beklenen bir durumdur. Kamu
calisanlarinin duzenli gelirleri, 6zel sektdre gore daha tercih edilesi bir durum

olabilir. Bu degiskenin gercek etkisi model kisminda incelenecektir.

KULL_AMACI % 4,63 onem duzeyi ile modele girmigtir. Talep edilen kredinin
kullanim amacinin belirtiimesinin kredi karari verilirken dnemli bir kriter olmasi
kabul edilebilir bir durumdur. Daha 6nce reddedilmis bir basvuru, kullanim
amacina gore tekrar degerlendiriimeye alinabilir. Bu degiskenle ilgili daha detay

yorumlar model incelenirken yapilacaktir.

TALEP_VADE degiskeninin 6nem diuzeyi % 2,35'dir. Finansal kurumlar verilecek

kredinin vadesinin kisa olmasini isteyecektir. Bunun nedeni de bu kosullarda
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verilen kredilerin daha c¢abuk geri donecek olmasidir. Dolayisiyla kredi karari
verilirken talep edilen vadenin gok yuksek ya da ¢ok duguk olmasi kredi karari

verilirken onemli bir kriterdir.

BANKAYLA_CAL_SURESI degigkeninin 6nem dizeyi %2.15dir. Uzun suredir o
finansal kurumla c¢alisan bir musterinin olumlu olumsuz tum Ozellikleriyle
taninmasindan, o&rnegin; daha oOnceki kredi risklerini duzenli &demelerle
kapatip/kapatmamasi, kredi karti harcamlari vb bilgilere sahip olmanin kredi karari

verirken etkisinin olmasi beklenen bir durumdur.

YAS degiskeni de % 2,12 énem duzeyi ile modele girmistir. Bu degigken ile ilgili

detay yorum model kisminda yapilacaktir.

3.3.5. Temel fonksiyonlar

Geriye dogru adim slrecinden sonra modele en az katkisi olan temel fonksiyonlar
cikartilmis ve en iyi modele giren temel fonksiyonlar belirlenmistir. Bu bolimde en
son modele giren temel fonksiyon esitlikleri, bu temel fonksiyonlarin tanim

kiimeleri ve en son model tanimlanacaktir.

Daha once kategorik ve dummy degiskenler icin ayri bir kodlama yapildigindan
bahsedilmigti. MARS yazilimi kategorik ve dummy degiskenlerin hangi
dizeylerinin dnemli oldugunu tanimlanan alt kimeler ile géstermektedir. Kategorik
degiskenlerin duzeylerinin belirli gruplara ayrilmasiyla olusan bu alt kimeler
araciligiyla model yorumlamasi basit bir sekilde yapilabilmektedir. Dummy
degiskenler icin ise 0 ve 17ler ile olusturulan temel fonksiyon yapisi oldugu
anlatiimisti. Degiskende kayip deger varsa 1, yoksa O olarak tanimlanan temel
fonksiyon igin verilen bir alt kimede kayip degerlerin var olmasi durumunda o
temel fonksiyonun modele etkisinin yorumlanmasi ya da benzer sekilde o temel
fonksiyonun var olan degiskenlerin varliginda bagimli degiskene olan etkisinin
yorumlanmasi saglanmaktadir. Bu alt kimeler sirasiyla Es. 3.1, Es. 3.2, Es. 3.3,
Es. 3.4, Es.3.5, Es. 3.6, Es. 3.7, Es. 3.8, Es. 3.9, Es. 3.10 ve Es. 3.11'de

verilmigtir.
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BORCLULUK_ORANI_dummy;
Alt Kime1 = { BORCLULUK_ORAN!I var }

MAAS_MUSTERIS;
Alt Kime1 = {"Y"}

KKB_GUNCEL_ENKOTU_STATU_dummy;
Alt Kiime1 = { KKB_ GUNCEL_ENKOTU_STATU var }

KKB_GUNCEL_ENKOTU_STATU;
Alt Kime1 = {"2", "3", "4", "5", "6" }
Alt Kime 2 = {"2", "3", "4", "5", "6", "U" }
Alt Kime 3 ={"0", "2", "3", "4", "5", "U" }

KKB_SON_BAYDAKI_EN_KOTU_ODEME_dummy;
Alt Kiime 1 = { KKB_SON_BAYDAKI_EN_KOTU_ODEME var }

KKB_SON_BAYDAKI_EN_KOTU_ODEME;
Alt Kume1 - { II2"’ II3"’ II4II’ "5“, "6“, "8“ }
Alt Kume 2 - { IIO", II1 ll’ II2"’ II4II’ "5“, "6“, "LII }

KKB_GECMIS_ENKOTU_STATU_dummy;
Alt Kime1 = { KKB_GECMIS_ENKOTU_STATU var}

KKB_GECMIS_ENKOTU_STATU:
Alt Kiime1 = {"L"}

SUBE_GORUSU_dummy;
Alt Kime1 = { SUBE_GORUSU yok }
Alt Kime2 = { SUBE_GORUSU var }

KULL_AMACI,
Alt Kime1 = {"12", "13" }

(3.3)

(3.5)

(3.6)

(3.7)

(3.10)
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CALISMA_SEKLI;
Alt Kime1 = {"1010", "1040", "1080" } (3.11)

En son modele giren temel fonksiyon esitlikleri Es. 3.12’de verilmistir.

TF1 = (BORCLULUK_ORANI var );
TF3 = max( 0, BORCLULUK_ORANI - 15) * TF1;

TF4 = max( 0, 15 - BORCLULUK_ORANI) * TF1;

TF5 = max( 0, KKB_AYLIK_TAKSIT - 1492) * TF1;

TF6 = max( 0, 1492 - KKB_AYLIK_TAKSIT) * TF1;

TF7 = max( 0, BELGELENEN_TOP_GELIR - 1786) * TF1;

TF9 = (MAAS_MUSTERISI in ("Y")) * TF1;

TF12 = max( 0, 2232.67 - BEYAN_EDILEN_GELIR) * TF1;

TF13 = (KKB_GUNCEL_ENKOTU_STATU var ) * TF1;

TF15 = (KKB_GUNCEL_ENKOTU_STATU in ( "3", "2", "4", "6", "5" )) * TF13;
TF17 = max( 0, YENIDEN_DEG_SAYISI - 1) * TF13;

TF18 = max( 0, 1 - YENIDEN_DEG_SAYISI) * TF13;

TF19 = max( 0, KKB_TOP_BORC - 29821) * TF13;

TF20 = max( 0, 29821 - KKB_TOP_BORC) * TF13;

TF21 = max( 0, KKB_AYLIK_TAKSIT - 252) * TF13;

TF22 = max( 0, 252 - KKB_AYLIK_TAKSIT) * TF13;

TF23 = (KKB_SON_BAYDAKI_EN_KOTU_ODEME var ) * TF13;

TF25 = (KKB_SON_6AYDAKI_EN_KOTU_ODEME in ( "3", "2", "4", "8", "6", "5" ))
* TF23;

TF27 = max( 0, BEYAN_EDILEN_GELIR - 858) * TF13;

TF28 = max( 0, 858 - BEYAN_EDILEN_GELIR) * TF13;

TF29 = (KKB_GECMIS_ENKOTU_STATU var ) * TF13;

TF31 = (KKB_GECMIS_ENKOTU_STATU in ("L")) * TF29;

TF33 = ( SUBE_GORUSU yok ) * TF1;

TF34 = (SUBE_GORUSU var ) * TF1;

TF35 = max( 0, SON_1AYDAKI_RET_ADEDI - 1) * TF33;

TF36 = max( 0, 1 - SON_1AYDAKI_RET_ADEDI) * TF33;

TF37 = max( 0, KKB_TOP_BORC - 10782) * TF33;

TF38 = max( 0, 10782 - KKB_TOP_BORC) * TF33;

(
(
(
(
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TF39 = (KULL_AMACI in (12, 13 )) * TF33;
TF41 = (KKB_GUNCEL_ENKOTU_STATU var ) * TF34;

TF43 = (KKB_GUNCEL_ENKOTU_STATU in ("3", "2", "U", "4", "6", "5" )) * TF41;
TF45 = max( 0, BELGELENEN_TOP_GELIR - 1150);

TF46 = max( 0, 1150 - BELGELENEN_TOP_GELIR);

TF47 = max( 0, BEYAN_EDILEN_GELIR - 7000) * TF13;

TF49 = max( 0, TALEP_TL - 20000) * TF1;

TF50 = max( 0, 20000 - TALEP_TL) * TF1;

TF51 = (CALISMA_SEKLI in ( 1040, 1080, 1010 )) * TF1;

TF53 = max( 0, BORCLULUK_ORANI - 15) * TF34;

TF54 = max( 0, 15 - BORCLULUK_ORANI) * TF34;

TF56 = max( 0, 6043 - KKB_AYLIK_TAKSIT) * TF41;

TF57 = (KKB_GUNCEL_ENKOTU_STATU var ) * TF33;

TF59 = (KKB_GUNCEL_ENKOTU_STATU in ("0", "3", "2", "U", "4", "5" )) * TF57;
TF61 = (KKB_SON_BAYDAKI_EN_KOTU_ODEME in ( "1", "0", "2", "4", "6", "L",
"5")) * TF23;

TF63 = max( 0, BANKAYLA_CAL_SURESI - 28) * TF23;

TF64 = max( 0, 28 - BANKAYLA_CAL_SURESI) * TF23;

TF66 = max( 0, 36 - TALEP_VADE) * TF13;

TF67 = max( 0, YAS - 23) * TF13;

TF68 = max( 0, 23 - YAS) * TF13. (3.12)

En son modeli olusturan temel fonksiyonlarin tahmin degerleri, standart hatalari,
T-Ratio degerleri ve p degerleri Ek 6’da verilmistir. Bu tabloya gore tim temel
fonksiyonlarin p degerleri p<0,05 olarak hesaplanmigtir. Dolayisiyla modele giren

bu temel fonksiyonlar anlamlidir.

64



3.3.6. Modelin yorumlanmasi

Es. 3.12'de verilen temel fonksiyonlarla kurulan en son modelin kapali gdsterimi

de Es. 3.13’de verilmistir.

MODEL KREDI_KARARI =TF1 TF3 TF4 TF5 TF6 TF7 TF9
TF12 TF13 TF15 TF17 TF18 TF19 TF20 TF21
TF22 TF25 TF27 TF28 TF31 TF35 TF36 TF37
TF38 TF39 TF41 TF43 TF45 TF46 TF47 TF49
TF50 TF51 TF53 TF54 TF56 TF59 TF61 TF63
TF64 TF66 TF67 TF68 (3.13)

Kabul edilen en son model Es. 3.13;

Y =0.735671 - 0.18742 * TF1 - 0.00462571 * TF3 + 0.0369069 * TF4
-0.000174136 * TF5 - 0.0001282 * TF6 - 5.26293E-005 * TF7
-0.170077 * TF9 + 7.24259E-005 * TF12 + 0.174057 * TF13
+0.297651 * TF15 + 0.0245812 * TF17 - 0.151998 * TF18
+ 1.12298E-006 * TF19 - 5.799E-006 * TF20 + 0.000175163 * TF21
+0.00045513 * TF22 + 0.122874 * TF25 - 5.14336E-005 * TF27
+0.000748412 * TF28 + 0.104 * TF31 + 0.0157406 * TF35
- 0.0937448 * TF36 - 1.22924E-006 * TF37 - 9.44826E-006 * TF38
+0.0779919 * TF39 - 0.674358 * TF41 - 0.416217 * TF43
+ 5.2668E-005 * TF45 + 0.000230043 * TF46
+ 4.83984E-005 * TF47 + 1.8785E-006 * TF49
- 7.15759E-006 * TF50 - 0.0552926 * TF51 - 0.00383828 * TF53
-0.0325104 * TF54 + 8.84942E-005 * TF56 - 0.0371366 * TF59
- 0.0344338 * TF61 - 3.35616E-005 * TF63 + 0.000959064 * TF64
+0.0014413 * TF66 + 0.00100831 * TF67 - 0.0107273 * TF68

(3.13)

olarak bulunmustur.

Calismanin 6nceki bolimlerinde temel fonksiyonlarin olusturulmasinda diger temel

fonksyionlarin  kullanilmasindan bahsedilmistir. Es. 3.12'de gorulen temel

65



fonksiyonlardan TF23, TF29, TF33, TF34 ve TF57 Es. 3.13'deki final model
egitliginde direkt olarak yer almamiglar ve diger temel fonksiyonlarin

olusturulmasinda kullaniimislardir.

Kurulan bu model icin 3 serbestlik derecesinde hesaplanan F degeri, p degeri
sirasiyla Es 3.14 ve Es. 3.15’de verilmistir. Goruldugu gibi model igin hesaplanan
F degeri olduk¢a yuksek bulunmustur, bu da modelin anlamli oldugunu
gOstermektedir. Benzer bir yorum p degerine bakilarak da yapilabilmektedir
(p<0,05).

F-STATISTIC = 2231.74254 (3.14)
P-VALUE = 0.00000 (3.15)
Kurulan modelin anlamh oldugu Es. 3.14 ve Es. 3.15'deki istatistik degerleriyle
kanitlanmistir ve modelin siniflandirma basarisinin  da yuksek olmasi

beklenmektedir. Bunun igin $Sekil 3.14'de gorulen, MARS yaziliminda verilen

tahmin basar tablosunun ekran goruntusu incelenecektir.

& MARS 2: kredi_son3.xls; 43 Basis Functions E@

Linear fit GCY = 0.1007

Summary | ANOWA Decomp. | Wariable Importance | Final Model | Basis Functions | Gaing  Prediction Success l Curves and Sufaces

Prediction Success Table

Fredicted Class |
Actual Tatal Percent Class AC Class DL
Class Cazes Cormect WN=38219 | MN=26781
Clazz AC an.202 3718 a7 g
Clazz DL 34.798 74,51 25 75
Total 6500000
Average: 86.84
Owerall % Correct: 86,04

Threshold: 0.6032-5 Show Table... Count | Row % Column %

Sekil 3.14. MARS yaziliminda siniflandirma basarisinin gosterildigi ekran
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Sekil 3.14’de de goruldugu gibi 65.000 gozlem degeri bulunan veri setindeki kabul
edilen bagvuru sayisi 30.202 ve ret edilen basvuru sayisi da 34.798dir. Bagimli
degiskenin KREDI_KARARI olarak belirlenerek kurulan modelin dogru
siniflandirma orani % 85,04 olarak bulunmustur. Kurulan modelin kredi kararinin
kabul olmasi igin dogru siniflandirma orani %97 olarak gerceklesirken, ret olmasi
durumu igin bu oran %75 olarak bulunmustur. Dolayisiyla kurulan modelin basarili

oldugu kabul edilmektedir.

Calismanin  bu boliminde kurulan ve gecerliligi kanitlanan modeldeki
degiskenlerin KREDI_KARARI bagimli degiskenine olan etkileri ve bu degigkeni
nasil acgikladiklanyla ilgili yorumlardan bahsedilecektir. Dogrusal modellerde
katsayi degerleri, bagimsiz degigkenin tum degerleri igin sabittir. Ancak Friedman
(1991b) MARS modellerinde katsayi degerlerinin dUgum degerlerine gore degisim
gosterdigini sdylemistir (Temel vd., 2005). Bu durum mikro agiklamalar igin bir
avantajdir ancak modelde bagimli ve bagimsiz degigsken arasindaki iligkinin genel
yorumlari i¢in olusturulan grafiklerden yararlanilacaktir. Asagida sirasiyla dnemli
bulunan degdigkenlerin kurulan modelde kredi kararina olan etkileri ve bagimli
degisken ile arasindaki iliskileri yorumlanacaktir. Yorumlamalarda Ek 6’da verilen
final modeline ait ¢ikti sonuglari, Es. 3.13’de verilen kurulmus MARS modeli, bu
modeli olusturan ve Es. 3.12°’de verilen temel fonksiyon tanimlamalari, bu temel
fonksiyonlara ait Es. 3.1, Es. 3.2, Es. 3.3, Es. 3.4, Es.3.5, Es. 3.6, Es. 3.7, Es. 3.8,
Es. 3.9, Es. 3.10 ve Es. 3.11°de verilen alt kimeler birlikte kullanilacaktir.

BORCLULUK_ORANI degiskeni icin dummy degisken olusturulmustur. CUnku her
bir bagvuru icin borgluluk orani bulunmamaktadir. Kisinin var olan tim risklerinin
gelirine oranindan olugan bor¢luluk orani, kredi kayit burosunda kaydi olmayan
kigiler icin hesaplanamamistir. Bu durumda hi¢ bir kaydi olmayan bireylerin
borgluluk orani da olmayacaktir. Kurulan MARS modelinde
BORCLULUK_ORANI_dummy TF1 fonksiyonu ile modelde yer almistir. Bu
dummy degigkenin modeldeki anlami borgluluk oraninin bulunmasi durumunun

kredi kararini negatif yonde etkilemesidir. Kurulan modeldeki katsayisi -0,1874’dir.
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BORCLULUK_ORANI degiskeni modele tek bir dugum noktasinda TF3-TF4 temel
fonksiyonlariyla girmistir. Tek bir dUugum noktasinda yansima ciftleri ile modele
girmesinin anlami kredi karari ile arasindaki iligkinin dogrusal olmasidir ve bu
sebeple bu degiskene herhangi bir dontisim uygulanmamigstir. Bahsedilen bu iligki
negatif yonludur. Borgluluk oraninin 15 oldugu nokta bu degigkenin dugim
noktasidir ve borgluluk orani ve kredi karari arasindaki egim 15 dugim
noktasindan sonra degismektedir. Sekil 3.15°de kredi karari ve borgluluk orani
arasindaki iligski gorulmektedir. Goéruldugu gibi borg¢luluk orani arttikga kredi
kararina olan etki de azalmaktadir. Borgluluk oraninin 15’den buyuk oldugu durum
icin model katsayisi -0,0046 olurken 15'den kuguk oldugu durum igin ise 0,0369
olarak gerceklesmistir. Kurulan modelde borgluluk oraninin kredi kararina negatif
yonlU bir etkisi bulunmaktadir ancak borgluluk orani dummy degiskenin varliginda
%15’den kuguk borgluluk oraninin etkisi, %15’den buylk olma durumu kadar etkili
cikmamistir. Kredi karari verilirken borgluluk orani kriterinin 6nemli olmasi kabul
edilebilir bir durumdur. Bunun sebebi verilecek kredinin geri dénus olasiliginin
kisinin bor¢luluk orani arttikga azalacak olmasi beklentisinden kaynaklanmaktadir.
Borgluluk orani %15’e kadar kredi kararini olumlu etkileyebilirken, %15’den yuksek

borgluluk oranina sahip olunmasi kredi kararini olumsuz etkilemektedir.

Curve 2: Categorical-Ordinal Interaction:
BORCLULUK_ORANI_mis = { BORCLULUK_ORANI is not missing }

0&T

0 10 20 30 40 50
BORCLULUK_ORANI

Sekil 3.15. BORCLULUK_ORANI ve kredi karari arasindaki iligki
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BORCLULUK_ORANI degiskeni sube gorusinun bulundugu durumda modele
TF53-TF54 fonksiyonlariyla girmistir. Bir onceki paragrafta borgluluk orani ve kredi
karari arasindaki iligkinin ters yonli oldugu ancak borg¢luluk oraninin %15
seviyesine kadar modelde etkisinin olumlu oldugu séylenmigstir. Burada ise bir
onceki duruma ilave olarak sube gorusu de bu degiskenle etkilesime girerek
modelde yer almistir. Sube gorusiuyle birlikte kredi kararina olan etki Sekil
3.16’dan da goruldugu gibi borgluluk oraninin %15’seviyesine kadar pozitif ve
bor¢luluk oraninin %15’den yuksek oldugu durumlar igin de negatif yonlu olarak
gerceklesmistir. Bir onceki durumla benzer bir sonug¢ elde edilmistir. Model
katsayilari incelendiginde; %15’den kuguk borgluluk orani kredi kararinda
-0,00383828'’lik bir degisime neden olurken, %15’den yuksek bor¢luluk orani kredi
kararinda -0,0325104 dizeyinde bir degisime neden olmaktadir. Buradan
ulasilacak sonug; borgluluk orani kabul edilebilir seviyede dahi olsa sube
gorusunun o kisinin borgluluk durumu hakkinda olumsuz bir gorus belirtmis

olmasidir.

Curve 15 Categorical-Ordinal Interaction:
SUBE_GORUSUS_mis = { SUBE_GORUSUS is not missing }
BORCLULUK_ORANI_mis = { BORCLULUK_ORANI is not missing }

047
031
0zt

017

0.0
0 10 20 30 40 50

BORCLULUK_ORANI

Sekil 3.16. Sube goértusunin bulundugu durumda BORCLULUK_ORANI ve kredi
karari arasindaki iligki

KKB_GUNCEL_ENKOTU_STATU ve onun igin olusturulan dummy degisken,

diger degigkenlerle birlikte modele dahil edilmigtir. Bu degigsken kategorik

oldugundan modele sadece ilgili kogullar saglandiginda dahil olmustur.
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KKB_GUNCEL_ENKOTU_STATU_dummy degiskeni borguluk orani ile birlikte
TF13 temel fonksiyonuyla modele girmigtir. Borgluluk orani varligi altinda
basvurusu bulunan bireyin kredi kayit blurosunda gincel en kota statl bilgisinin
bulunmasi kredi kararini 0.174057 etkilemektedir. KKB’den alinan bu bilgi, kisinin
aclk tuketici kredisi, kredi kartlari, hesaplarina tanimh ek para limitlerine ait geri
O0demelerindeki aylik gecikme durumunu gostermektedir. Bu dummy degiskenin
kredi kararina negatif bir etkisi olmasi beklenmektedir. Ancak guincel en kotl kayit
bilgisinde bu kétu kaydin duzeyi henlz bilinmedidi icin bu modelde etkisi negatif
olmamigtir. Bu degiskene ait modele giren diger terimler ile bu degiskenin kredi
kararina toplam etkisi daha net gorulebilecektir. Dolayisiyla borgluluk orani gibi bu
kriter de kredi kararinin verilmesinde bir veridir ve modelde yer almasi kabul

edilebilir bir durumdur.

KKB_GUNCEL_ENKOTU_STATU degiskeni modele borgluluk orani ve
KKB_GUNCEL_ENKOTU_STATU_dummy degiskeni ile birlikte TF15 olarak
modele dahil edilmistir. Bagvuru yapan bireyin borg¢luluk orani varsa, kredi kayit
burosunda guncel en kotu statisu hakkinda bilgisinin  de bulunmasi
beklenmektedir. EGer bu her iki durum saglandiysa ve kredi kayit burosundaki
guncel en kotu statustu “2”, “3”, “4”, “6” ve “6” ise bu durum kredi kararinda
0.2976571’lik bir artisa sebep olmaktadir. Kredi kayit blirosundaki bu statuler kiginin
finansal kurumlardaki geri 6demelerine ait gecikme bilgisini ay olarak vermektedir.
Yani modelde 6’aya kadar olan gecikmeler igin kredi kararina olan etkinin negatif

yonlU olmadidi gorulmektedir.

KKB_GUNCEL_ENKOTU_STATU_dummy degiskeni bor¢luluk orani varliginda
ve sube gorusunun belirtildigi durumda modele TF41 ile girmistir. Kredi kayit
barosunda guncel durumda en kotu statu bilgisi ve sube gorusinun bulunmasi
kredi kararini -0.674358 etkilemektedir. Bu degiskenin kredi kararini negatif yénde
etkilemesinin nedeni girilen sube goérusudidr. Sube goérisu olumsuz olarak
belirtildiginden bu kosullar altinda modele giren degiskenin kredi kararina etkisi

negatif olarak gergceklesmistir.

KKB_GUNCEL_ENKOTU_STATU degiskeni "2", "3", "4", "§", "6" ve "U"

duzeylerinde borgluluk orani ve sube gorusunin bulundugu durumda modele
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TF43 ile tekrar girmistir. Degiskenin bu duzeyleri kiginin glincelde mevcut kredi
taksitleri ya da kredi karti bor¢ 6demelerindeki aylik gecikmeyi, “U” ise belirsizlik
durumunu gdstermektedir. Dolayisiyla kredi kayit blrosunda guncel riskleri
icerisinde 6demelerini 2, 3, 4, 5, 6 ay geciktiren ve ya guncel en kétu kayit
bilgisinin  belirsiz  olmasi  durumlarinin  kredi kararina etkisi olumlu
gerceklesmemistir. Daha oOnce oOdemelerdeki gecikmeler 6 aya kadar kabul
edilebilir bir durumken, burada girilen sube goérusu ile birlikte kredi kararini
olumsuz etkileyen bir durum haline gelmistir. Sube gorisi olumsuz oldugundan

kurulan modelde de bu degdiskenin katsayisi -0,4162 olarak hesaplanmigtir.

KKB_GUNCEL_ENKOTU_STATU degiskeni "0", "2", "3", "4", "5" ve "U"
dizeylerinde borgluluk orani varliginda ve sube goérisunun bulunmadigi durumda
modele TF59 ile girmistir. Bu degiskenin bu kosullar altinda belirtilen duzeyleri
kurulan modelde kredi kararinda -0.0371366’lik bir degisime neden olmaktadir.
Modele giren bu terimde sube goérGsu bilgisi bulunmamaktadir. Daha o6nceki
durumlarda da sube goértsu varliginda yine bu degiskenin kredi kararini olumsuz
etkiledigi go6zlemlenmigtir. Burada bir o6nceki durumdan farkli olarak sube
gorusunun bulunmamasinin etkisi gorulmustar. Sube goérusu bulunmasa da
bor¢luluk orani ve kredi kayit buarosundan alinan guncel en kétu kayit bilgisi kredi
kararini olumsuz etkilemektedir. Bir énceki durumdan tek fark, sube goértsunin
bulunmamasinin kredi kararina olan negatif etkinin daha az bir dizeyde
gerceklesmis olmasidir. Bahsedilen durum model katsayilarindan agikga

gOrulmektedir.

BELGELENEN_TOP_GELIR ile kredi karari arasinda pozitif yonlu bir iligski olmasi
beklenmektedir. Cinku bagvuru yapan bireylerin gelirleri arttikga kredibiliteleri de
ayni oranda artmaktadir. Bu iligskinin gosterildigi grafik Sekil 3.17'de verilmigtir. Bu
degisken kurulan modele 1.150,0000 digum noktasinda TF45-TF46 ile girmigtir.
Tek bir digum noktasiyla modele dahil edilmesi bu degisken ile kredi karari
arasindaki iliskinin dogrusal oldugunu ve bu degiskenin de donusime ugramadan
modelde yer aldigini gostermektedir. Kurulan modelde belgelenen gelir tutar
1.150.-TL’den buylk oldugunda kredi kararina etkisi 0,0001 (5.2668E-005) ve
1.150.-TL’den kuguk oldugunda 0.000230043 olmaktadir. Kurulan modelde de

belgelen gelir ile kredi karari arasindaki iligki pozitif yonladar.
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Curve 1: Pure Ordinal
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Sekil 3.17. BELGELENEN_TOP_GELIR ve kredi karari arasindaki iligki

BELGELENEN_TOP_GELIR degiskeni borc¢luluk oraninin varliginda modele
1.785,9999 dugum noktasinda TF7 ile dahil edilmigtir. Borgluluk orani bulunan
kisilerin belgelenen toplam gelirleri 1.786.-TL’den fazla oldugunda kredi kararina
olan etkisi -0,0001’dir (5.26293E-005). Belgelenen gelir ve kredi karari arasindaki
iliski pozitif yonlU iken aksine burada belgelenen gelirin artmasi durumunda kredi
kararina olacak etki negatif yonlu g¢ikmistir. Bunun nedeni borg¢luluk oraninin
varligidir. Gelir ne olursa olsun borgluluk orani degismeyecektir, geliri 1.000.-TL
olan kisi i¢in de 10.000.-TL olan kisi igin de borgluluk orani %50 c¢ikabilir ancak
borg¢ tutari degisecektir. Dolayisiyla verilerin elde edildigi o dénemde, kisinin borg
miktarinin belirli bir seviyesinden sonra, belgelenen gelir ile kredi karari arasindaki
iligkiyi negatif yonde etkilenmektedir. Sekil 3.18’de borgluluk orani kosulu altinda

belgelenen toplam gelir ile kredi karari arasindaki iliski gérilmektedir.
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Curve 4: Categorical-Ordinal Interaction:
BORCLULUK_ORANI_mis = { BORCLULUK_ORANI is not missing }
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Sekil 3.18. Borgluluk orani varliginda BELGELENEN_TOP_GELIR ve kredi karari
arasindaki iligki

BEYAN_EDILEN_GELIR degiskeni borgluluk orani ile birlikte 2.232,6699 digum
noktasinda TF12 ile modele dahil edilmistir. Buna gore; basvuruyu yapan bireyin
bagvuru sirasinda beyan ettigi toplam gelir 2.232,67.-TL’den kiugukse bunu kredi
kararinda olan etkisi pozitif yonli ve 0,0001 (7.24259E-005) duzeyindedir. Sekil
3.19'den de gorllebilecegi gibi bu degiskenin 2.232,67 digum noktasindan
sonraki degerleri igin kredi karar ile arasindaki iligki duzeyi sifirdir ve beyan edilen
gelirin bu tutardan sonra kredi kararina olan bir etkisi bulunmamaktadir. Beyan
edilen gelir kigilerin kredi basvurulari sirasinda beyan ettikleri toplam gelir tutarini
goOstermektedir. Dolayisiyla bu bilgilerin belgelenen gelire gére ne kadar guvenilir
oldugu tartisilir. Kurulan bu modelde de beyan edilen gelir 2.232,67.-TL’den daha
buyukse dikkate alinmamigtir. Beyan edilen gelirden ¢cok belgelenen gelir bilgisinin

kredi karari verilirken dnemli olmasi gerekmektedir.
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Curve 5 Categorical-Ordinal Interaction:
BORCLULUK_ORANI_mis = { BORCLULUK_ORANI is not missing }
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Sekil 3.19. Borgluluk orani varliginda BEYAN_ EDILEN_GELIR ve kredi karari
arasindaki iligki

BEYAN_EDILEN_GELIR degiskeni 858,0000 dugum noktasinda borgluluk orani
varliginda ve KKB guncel en kotu statu bilgisinin bulunmadigi durumda modele
TF27-TF28 ile dahil edilmistir. Beyan edilen gelir ve kredi karari arasindaki iligkinin
egimi 858 digum noktasinda degismektedir. Bu degisim de kurulan modelde kredi
kararinda beyan edilen gelir 858.-TL’den buyldk bir tutar oldugunda -0,0001
(5.14336E-005) ve bu tutardan kiguk oldugu durumda da 0,0007 kadar

olmaktadir.

BEYAN_EDILEN_GELIR degiskeni borgluluk orani varliginda ve KKB guncel en
kotu statusu bulunmadigr durumda 7.000,0000 dugum noktasinda modele TF47
ile dahil edilmigtir. Buna gore bu kosullar altinda beyan edilen gelir 7.000.-TL’den
blylkse kurulan modelde bunun kredi kararina olan etkisi yok denecek kadar az,
0,0000 (4.83984E-005) diizeyinde olmaktadir.

Sekil 3.20'de borgluluk orani varliginda beyan edilen gelir ve kredi karari
arasindaki iligki gorulmektedir. Yukarida belirtilen kosullar altinda bu grafikten
beyan edilen gelir ve kredi karari arasindaki iligskinin negatif yonli oldugu ve 828
ve 7.000 noktalarinda bu iliskinin egiminin degistigi goriimektedir. Borgluluk orani
hesaplanan bir musteri igin kredi kayit burosundan guncelde en kotu statusu
hakkinda elde edilen bilgiler bulunmuyorsa, o kisinin 6demeleriyle ilgili mevcut
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durumda bir problemin olmadigi sOylenebilir. Ancak bor¢luluk orani yuksek oldugu
icin ilave kredi almasi ileriye donuk kredi geri 6demelerinde sorun teskil
edebilecedinden, beyan edilen gelirin artmasi kredi kararinin olumlu yodnde
verilmesi icin yeterli degildir. Burada musterinin krediyi hangi amagla kullanacagi

daha ¢ok 6nem tegkil edecektir.

Curve 10: Categorical-Ordinal Interaction:
KKB_GUNCEL_ENKOTU_STATUS_mis = {..}
BORCLULUK_ORANI_mis = { BORCLULUK_ORANI is not missing }
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Sekil 3.20. Borgluluk orani varliginda ve KKB glncel en kétl stat bilgisinin
bulunmadigi kosulda BEYAN_EDILEN_GELIR ve kredi karari arasindaki iligki

MAAS_MUSTERISI degiskeni borgluluk orani varliginda modele “Y= evet” dugim
noktasinda TF9 ile dahil edilmigtir. Bu degigken kurulan modelde kredi kararinda
-0.170077 degisiklige sebep olmaktadir. Bagvuru yapan bireyin maas musterisi
olmasi finansal kurumun o musteri hakkinda diger kurumlara gore daha fazla bilgi
sahibi olmasi anlamina gelmektedir. Bunun disinda ilave higbir etki yaratmamistir.
Bunun nedeni musteri o finansal kurumdan maas alsa bile baska kurumlardan
kredi kullanabileceginden, musterinin sabit gelirinin o finansal kurum igin bir
glvencesi yoktur. Dolayisiyla bagka bir finansal kurumda olasi bir olumsuziugun
ortaya c¢ikmasi durumunda bankanin sorumlulugu diger finansal kurum lehine

maas musterisin varliklarina bloke koymaktir.
KKB_AYLIK_TAKSIT degiskeni borgluluk orani varlhiginda 1.491,9999 dugim

noktasinda TF5-TF6 ile modele dahil edilmistir. Sekil 3.21’den de gorulebilecedi
gibi bu degiskenin kredi karari ile olan iligkisi negatif yonlu ve dogrusaldir. Kurulan
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modelde 1.492'den buyuk olmasi kredi kararinda negatif yonli -0.000174136 bir
degisime neden olmaktadir. Benzer sekilde bu degiskenin 1.492'den kuguk oldugu
durumlarda yine kredi kararina etkisi negatif yonli olarak gerceklesmektedir
(-0.0001282). Bu iligskinin egimi KKB aylik taksit tutarinin 1.492.-TL'den kuglk ve
baylk oldugunda degismektedir. KKB aylik taksit tutari, bagvuru yapan o
musterinin zaten borg¢lu oldugunu gosterdiginden ve aylik 6demesi gereken taksit
tutarinin kredi kararina olumsuz olarak etkisinin bulunmasi beklenen bir durumdur
ve kredi kararini olumsuz yonde etkilemesi beklenmektedir. Bu durum modelden

de kanitlanmig olmaktadir.

Curve J: Categorical-Ordinal Interaction:
BORCLULUK_ORANI_mis = { BORCLULUK_ORANI iz not missing }
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Sekil 3.21. Borgluluk orani varliginda KKB_AYLIK_TAKSIT ve kredi karari

arasindaki iligki

KKB_AYLIK_TAKSIT degiskeni borgluluk oraninin bulundugu ve KKB guncel en
kotl statistnin var olmadigr durumda 252,0000 digum noktasinda TF21-TF22
temel fonksiyonlariyla modelde yer almistir. Belirtilen bu sartlar altinda KKB’deki
aylk taksit tutan 252.-TL’den buyuk oldugunda kredi kararini 0.000175163 ve
kiguk oldugunda da 0.00045513 etkilemektedir. Sekil 3.22'den de gorulebilecedi
uzere kurulan modelde borgluluk orani bulunan ancak kredi kayit burosunda
glncel 6demesine ait bir gecikme bilgisi yer almayan basvurularin kredi kararina
olan etkisi kredi kayit burosundaki aylik taksit toplami arttikga ¢ok dusuk de olsa
artmaktadir. Normal sartlar altinda 6denmesi gereken aylik taksit tutari, yani borg

artarken bunun kredi kararina olan etkisinin negatif olmasi beklenirken, burada
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bahsedilen kosullar altinda tam tersi gergeklesmistir. Birey borglu olabilir ancak
Odemeleriyle ilgili gincelde herhangi bir kétu kaydi bulunmuyorsa bu durumun
kredi kararina olumlu bir etkide bulunmasinin sebebi talep edilen kredilerin
kullanim amaciyla ilgili olabilmektedir. Eger kurulan modelde kullanim amaci
bor¢larin yeniden yapilandiriimasi ya da diger banka borglarinin finanse edilmesi
ise diger kosullarin da uygun oldugu durumlar igin toplam borg tutari arttikga kredi

kararina olan etki de artabilir yorumu yapilabilmektedir.

Curve 9: Categorical-Ordinal Interaction:
KKB_GUNCEL_ENKOTU_STATUS mis ={...}
BORCLULUK_ORANI_mis = { BORCLULUK_ORANI is not missing }
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Sekil 3.22. Bor¢luluk orani varliginda, KKB’de 6demelerine ait gecikmenin
olmadigi durumda KKB_AYLIK_TAKSIT ve kredi karari arasindaki iligki

KKB_AYLIK_TAKSIT degiskeni borg¢luluk orani varliginda, sube goértsinin
bulundugu ve KKB glincel en kot statu bilgisinin bulunmadigi kosulda 6.042,9995
digum noktasinda TF56 ile modele dahil edilmigtir. Bu kosullar altinda kredi kayit
bldrosundan alinan aylik taksit bilgisinin 6.042.-TL'den kiguk olmasi kredi kararini
0,0001 (8.84942E-005) etkilemektedir. Burada da bir énceki durumdan farkh
olarak sube goérusu bu degiskenle birlikte modele girmistir. Ayrica guincel en kétu
O0deme bilgisinin  bulunmamasi durumunun etkisi de gorulmektedir. Sube
gorusunun de bulunmasi aylik taksit tutarn arttikga kredi kararina olan olumlu
etkinin bir onceki durumdan farkli olarak sinirlandiriimasina neden olmustur.
Dolayisiyla Sekil 3.23’den de gorilebilecedi gibi sube gorustnin de yer aldigi bu
kogullar altinda ayhk taksit tutari 6.042.-TL’ye kadar kredi kararini olumlu
etkilemekteyken, bu tutardan buyuk degerler icin ise kredi kararina bir etkisi
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kalmamigtir. Nedeni de kredi karari i¢in kabul edilebilecek maksimum toplam aylik
taksit miktarinin 6.042.-TL olarak kabul edilmis olmasidir.

Curve 16: Categorical-Ordinal Interaction:
SUBE_GORUSUS_mis = { SUBE_GORUSUS is not missing }
KKB_GUNCEL_ENKOTU_STATUS_mis = {..}
BORCLULUK_ORANI_mis = { BORCLULUK_ORANI iz not missing }
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Sekil 3.23. Borgluluk orani varliginda, KKB’de 6demelerine ait gecikmenin
olmadigi ve sube gorusunun belirtildigi durumda KKB_AYLIK_TAKSIT ve kredi
karari arasindaki iligki

YENIDEN_DEG_SAYISI degiskeni borgluluk orani varliginda ve KKB guncel en
kotu statu kaydinin bulunmadigi durumda 1,0000 dugum noktasinda TF17-TF18
temel fonksiyonlariyla modele dahil edilmigtir. Sekil 3.24’den de gorulebilecegi gibi
bu degisken ve kredi karari arasindaki iligki dogrusaldir. Yeniden degerlendirme
sayis! arttikga kredi kararina olan etki artmaktadir ve bu iligkinin egimi yeniden
degerlendirme sayisinin 1 oldugu durumdan sonra degismektedir. Kurulan
modelde ise yeniden degerlendirme sayisi 1’den fazla olan bagvurularin kredi
kararina olan etkisi 0.0245812 olarak gergeklegirken, yeniden degerlendirme
sayisi 1’den azsa, yani yoksa bu durumda yeniden degerlendirme sayisi ile kredi
karari arasindaki iligki -0.151998 olmaktadir. 1’den fazla degerlendirmede bu
iligskinin pozitif gikmasinin nedeni guncelde kredi kayit burosundaki en kotl 6deme
bilgisinin  yeniden degerlendirme siUresi boyunca degigsmemesi olarak
yorumlanabilir. 1 defadan fazla yapilan degerlendirmeler i¢in daha énce reddedilen
basvurular ya da iade edilen basvurularin bu kosullar altinda kredi kararina olan

etkileri olumlu olmaktadir.
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Curve T: Categorical-Ordinal Interaction:
KKB_GUNCEL_ENKOTU_STATUS mis ={...}
BORCLULUK_ORANI_mis = { BORCLULUK_ORANI is not missing }
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Sekil 3.24. Bor¢luluk orani varliginda ve KKB glncel en kotu statu bilgisinin
bulunmadigi durumda YENIDEN_DEG_SAYISI ve kredi karari arasindaki iligki

KKB_TOP_BORC degiskeni borgluluk orani bilgisinin bulundugu ve KKB guncel
en kotu statu bilgisinin bulunmadigi durumda 29.821,0000 dugum noktasinda
TF19-TF20 temel fonksiyonlariyla modele dahil edilmistir. Bu degigkenin kredi
karari ile arasindaki iligki dogrusaldir ve modele hi¢ bir dénisime maruz
kalmadan dahil edilmistir. Sekil 3.25’den de gorulebildigi gibi belirlenen bu kosullar
altinda kredi kayit barosundan alinan toplam borg tutari ile kredi karari arasindaki
iligki pozitif yonlidir. Normal sartlar altinda bor¢ artarken kredi kararina olan
etkisinin negatif olmasi beklenirken, bunun tam tersi gergeklesmistir. Bunun
nedeni kredi kayit blrosundan alinan gincel en Kkotu stati bilgisinin
bulunmamasidir. Kigi borglu olabilir ancak guncelde 6deme durumuyla ilgili
olumsuz bir bilgisi bulunmuyorsa toplam borg¢ arttik¢ga kredi kararina olan olumlu
etki de artabilir. Bu durumda bu kigilerin talep ettikleri kredinin kullanim amaci
bor¢larin yeniden yapilandiriimasi ya da diger banka borglarinin finanse edilmesi
olabilir. Kabul edilen modele bakildiginda ise bu kosullar altinda KKB’deki toplam
borcun 29.821.-TL’den buyuk olmasi durumunda kredi kararina olan etkisi 0,0000
(1.12298E-006) ve 29.821.-TL’den kuguk oldugu durumda da -0,0000 (- 5.799E-
006) duzeylerinde, yok denecek kadar azdir. Dolayisiyla kabul edilen modelde
belirtilen sartlar altinda kredi kayit burosundaki toplam borcun kredi kararina etkisi

cok dusuktdr.
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Curve 3: Categorical-Ordinal Interaction:
KKB_GUNCEL_ENKOTU_STATUS mis ={...}
BORCLULUK_ORANI_mis = { BORCLULUK_ORANI is not missing }
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Sekil 3.25. Bor¢luluk orani varliginda KKB guncel en kotu statu bilgisinin
bulunmadigi durumda KKB_TOP_BORC ve kredi karari arasindaki iligki

KKB_TOP_BORC degigskeni borgluluk orani varliginda ve sube gortsinin
bulunmadigi durumda 10.782,0000 dugum noktasinda TF37-TF38 ile modele dahil
edilmigtir. Sekil 3.26’dan da gorulebilecedi gibi bu kosullar altinda kredi kayit
bdrosundan alinan toplam bor¢ degiskeni ile kredi karari arasindaki iliski negatif
yonlU ¢ikmistir. Kurulan modelde kredi kayit blrosundaki tim borglar toplaminin
10.782.-TL'den  buyuk olmasi kredi kararini -0,0000 (-1.22924E-006)
etkilemektedir. Bu tutardan duguk olmasi durumunda ise kredi kararini yine negatif
yonde -0,0000 (9.44826E-006) etkilemektedir. Burada kredi kararinin verilebilmesi
igin Kkiginin borgluluk oraninin bulunmasi disinda higbir yardimci bilginin
bulunmadigi bir durumla karsilasiimistir. $Sekil 3.26’da borgluluk orani varliginda,
sube gorusunun belirtimedigi durumda KKB_TOP_BORC ve kredi karari
arasindaki iligki verilmistir. Kisi bor¢ludur ancak geri ddeme performansiyla ilgili bir
belirsizlik s6zkonusudur. Dolayisiyla toplam borg arttikga kredi kararina olan etkisi

olumsuz olarak ortaya ¢ikmistir.
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Curve 14: Categorical-Ordinal Interaction:
SUBE_GORUSUS_mis = { SUBE_GORUSUS is missing }
BORCLULUK_ORANI_mis = { BORCLULUK_ORANI is not missing }
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Sekil 3.26. Borgluluk orani varliginda, sube goruasunun belirtiimedigi durumda
KKB_TOP_BORC ve kredi karari arasindaki iligki

KKB_SON_6AYDAKI_EN_KOTU_ODEME degiskeni borgluluk orani varliginda,
guncelde en kotu o6demesi bilgisinin var olmasi ve son 6 aydaki en kotu
O0demesinin 2, 3, 4, 5, 6, 8 oldugu durumda TF25 ile gosterilmis ve modele
girmigtir. Bu terimin modeldeki katsayisi 0,122874 olarak bulunmustur. Kredi
kararina olan bu pozitif etki ginceldeki en koéti ddemenin belli olmamasidir. Kigi
eger Ozel bir nedenden oturd borcunu 6demiyorsa, gegcmisten gelen kotu kayitlar
guncelde de var olacaktir. SOyleki; kuiguk tutarli ya da unutulan bir kredi karti borcu
varsa Kisi farkinda olmadigindan glncelde de kétli kaydi olacaktir ya da finansal
kurumla ortaya c¢ikan bir anlasmazlktan 6tiri 6denmeyen bir bor¢ varsa yine
benzer sekilde bu durum da kotu kayda sebep olacaktir. Bdyle bir durum

varliginda kredi kararinin olumlu etkilenmesi kabul edilebilir bir durumdur.

KKB_SON_6AYDAKI_EN_KOTU_ODEME degiskeni borgluluk orani varliginda
ve KKB’deki glncel en kot statisundn bulundugu durumda "0", "1", "2", "4", "5",
"6", "L" duzeylerinde TF61 ile modele girmistir. Buna gore borgluluk orani var olan
ve guncelde kredi kayit burosunda kotu statust bulunan ve son alti ayda da kredi
taksitlerine ait gecikmelerin 6’aya kadar oldugu ve hatta idari takibe dustugu
durumun kredi kararina etkisi, kurulan modelde -0,0344 olarak hesaplanmistir. Az

onceki durumdan farkh olarak burada 6denmeyen bir kredi borcunun idari takibe
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dusmesi (“L=idari takip”) durumu bulunmaktadir ve bu da kredi kararini bir dnceki

duruma gore negatif etkilemesine neden olmustur.

SON_1AYDAKI_RET_ADEDI degiskeni borgluluk orani varliginda ve sube
gorusunun  bulunmadigi  durumda 1,0000 noktasinda TF35-TF36 temel
fonksiyonlariyla modele dahil edilmigtir. Buna gore subenin gorus bildirmedigi
ancak son bir aydaki ret adedi birden fazla olmasi durumu kredi kararinda
0.0157406 kadar bir degisime sebep olmaktadir. Burada daha 6nce ret edilen
basvurularin kurulan modelde kredi kararina etkisinin pozitif yonde gerceklestigi
goOrulmektedir. Son 1 aydaki ret adedi 1’den azsa -0.0937448 duzeyinde bir etkisi
olmaktadir. Daha o6nce ret edilen bagvurularin tekrar degerlendirilip olumlu bir
sonugla sonuclanmasi mumkuidndur. Burada 6nemli olan daha 6nce neden ret
edildigidir. Basvurularin elde edildigi o zaman dilimi igerisinde musterinin gelir
duzeyi gibi kriterlerinde degisiklikler olabilecegi gibi finansal kurumun da o
dénemde politikasi degismis ve urunlerini yonlendirdigi musteri profili daha dnce
ret edilen musteri profiline yaklagsmis olabilir. Bu basvurularin kriterleri artik uygun
kosullari sagladigindan tekrar degerlendirimeye alinmis olabilir. Sekil 3.27°de
belirtilen kosullarda kredi karari ve SON_1AYDAKI_RET_ADEDI arasindaki iligki
goOrulmektedir. Her mdusteri igcin sube gorust olusturuimak zorunda degildir.
Sisteme girilen basvurular belli kriterleri saglanmadiginda, otomatik olarak ret
edilebilir. Boyle bir durumda sube gorusu olusmamaktadir. Sartlar degistiginde de
sistem tekrar otomatik olarak bu bagvuruyu olumlu olarak degerlendirebilmektedir.
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Curve 13: Categorical-Ordinal Interaction:
SUBE_GORUSUS_mis = { SUBE_GORUSUS is missing }
BORCLULUK_ORANI_mis = { BORCLULUK_ORANI is not missing }
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Sekil 3.27. Borgluluk orani varliginda, sube goruasunun belirtiimedigi durumda
SON_1AYDAKI_RET_ADEDI ve kredi karari arasindaki iligki

TALEP_TL degiskeni borgluluk orani varhginda 19.999,9980 digum noktasinda
TF49-TF50 ile modele dahil edilmigtir. Sekil 3.28'den de gorulebilecedi gibi bu
degiskenin kredi kararina olan etkisi dogrusaldir ve pozitif yonliidar. iliskinin egimi
talep edilen tutarin 20.000.-TL olmasindan sonra degismektedir. Kurulan modelde
ise bu degiskenin 20.000.-TL'den kig¢uk oldugu tutarlarda kredi kararina olan etkisi
-0,0000 (-7.15759E-006), buyuk oldugu tutarlarda ise 0,0000 (1.8785E-006) olarak
gerceklesmistir. intiyag kredisi talepleri genellikle bireylerin aylik gelirleriyle dogru
orantilidir. intiyag kredisine olan talebin ylksek bir tutarda olmasi o bireyin yiiksek
gelir dizeyine sahip oldugu seklinde yorumlanabilir. Dolayisiyla talebi yuksek olan
kisinin bu krediyi 6deyebilecek miktarda maddi guce sahip oldugu dusunulerek
kredi kararina talep tutarinin kredi kararina olumlu bir katki yaratacagi kabul

edilebilir bir durumdur.
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Curve & Categorical-Ordinal Interaction:
BORCLULUK_ORANI_mis = { BORCLULUK_ORANI is not missing }
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Sekil 3.28. Borgluluk orani varliginda TALEP_TL ve kredi karari arasindaki iligki

KKB_GECMIS_ENKOTU_STATU degiskeni borgluluk orani varliginda, KKB’de
guncel en kotu statisinun de bulundugu durumda “L=kanuni takip” dugim
noktasinda TF31 ile modele dahile dilmistir. Bu kosullar altinda kredi kayit
barosundan alinan ge¢mis en Kkotu stati degiskeni kredi kararini 0.104
etkilemektedir. Daha 6nce kanuni takibe dusen bir kredi borcunun bulunmasinin
kredi kararina olumlu bir etkisinin bulunmasi ancak ve ancak o kotu kaydin

kapanmis bir krediye ait olmasi durumunda gergeklesmis olabilir

CALISMA_SEKLI degiskeni  borgluluk  oraninin  bulundugu  durumda
"1010=Calismiyor", "1040=Kamu Ucretli Calisan", "1080=Yan Gelir Sahibi"
noktalarinda modele TF51 ile girmistir. Bu degiskenin kurulan modelde kredi
kararina etkisi -0,0553 duzeyinde gergeklesmistir. Varolan bir borcu bulunan ve
calismayan ya da kamuda Ucretli ¢alisan ya da yan gelir sahibi oldugu belirtilen
basvurularda ¢alisma sekilleri kredi kararini olumsuz yonde etkilemektedir. Burada
kamu Ucret dizeylerinin disukligua goéz 6nldne alindiginda bu durum kabul

edilebilir bir durumdur.

KULL_AMACI degiskeni borgluluk orani varhginda ve sube goértisunin
bulunmadigi durumda "12=borg¢ yapilandirma" ve "13=motorsiklet alimi" didgum
noktalarinda TF39 ile modele dahil edilmistir. Kurulan modelde kredinin kullanim
amacinin borg yapilandirma ve motorsiklet alimi olmasi kredi kararini 0.0779919
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etkilemektedir. Kurulan modelde borg yapilandirmasinin 6nemli ¢ikmasi daha
once mevcut taksit ve borg tutarlarinin yuksek olmasi durumlarina da bir agiklk

getimigtir.

TALEP_VADE degiskeni borgluluk orani varliginda ve KKB’deki guncel en kotu
statusinun bulunmadigi durumda 36,0000 digum noktasinda TF66 temel
fonksiyonu ile modele dahil edilmigtir. Talep edilen vadenin 36 aydan dusik olmasi
kurulan modelde kredi kararinda 0,0014 degisiklige sebep olmaktadir. 36 aydan
buyuk vadelerde bu iligki sifir ctkmigtir. Bunun anlami mevcut kosullar altinda talep
edilen vadenin 36 aya kadar degerlendirmeye alinmasidir. Sekil 3.29’da bor¢luluk
orani varliginda ve KKB’de guncel en Kkoti stati bilgisinin  bulunmamasi
durumunda TALEP_VADE ile kredi karari arasindaki iliski gorulebilmektedir.

Curve 11: Categorical-Ordinal Interaction:
KKB_GUNCEL_ENKOTU_STATUS mis ={...}
BORCLULUK_ORANI_mis = { BORCLULUK_ORANI is not missing }
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Sekil 3.29. Borgluluk orani varliginda ve KKB’de guncel en kotu statu bilgisinin

bulunmamasi durumunda TALEP_VADE ile kredi karari arasindaki iliski

BANKAYLA_CAL_SURESI degiskeni bor¢luluk orani varliginda ve KKB’deki son
6 aya ait en kotu 6deme bilgisinin bulunmadigi ve guncelde de yine en kotu
O0demesine ait bir bilginin bulunmadigi durumda 28,0000 dugum noktasinda TF63-
TF64 ile modele dahil edilmistir. Sekil 3.30’da bu kosullar altinda bankayla ¢alisma
suresi ile kredi karar arasindaki iliski gorilmektedir. Bu iliski negatif yonlu ve
dogrusaldir. Bankayla calisma suresi 28 gunden sonra bu iligkinin egimi
degismektedir. Uzun sure banka ile galisan musterilerin surekli banka kaynaklarini
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kullanarak hayatlarini devam ettirdikleri, yani dis bir kaynaga surekli olarak bagimli
olduklarini gosterece@i yorumu yapilabilir. Dolayisiyla ilave bir kredi taleplerinin

olumlu karsilanmamasi s6z konusu olmaktadir.

Curve 17: Categorical-Ordinal Interaction:
KKB_GUNCEL_ENKOTU_STATUS mis ={...}
KKB_SON_6AYDAKI_EN_KOTU_ODEMES_mis = {...}
BORCLULUK_ORANI_mis = { BORCLULUK_ORANI is not missing }
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Sekil 3.30. Borgluluk orani varliginda ve KKB’deki son 6 aya ait en kotu 6deme
bilgisinin ve gunceldeki en kotu 6demesine ait bir bilginin bulunmadigr durumda
BANKAYLA CAL_SURESI ve kredi karari arasindaki iligki

YAS degiskeni borgluluk orani varliginda ve guncelde KKB’deki en kot 6deme
bilgisinin bulunmadigi durumda 23,0000 dugum noktasinda modele dahil
edilmistir. Kurulan modelde bu kosullar altinda bu degigkenin kredi kararina olan
etkisi yasin 23’den buyuk olmasi durumunda 0,0010 ve kiglk olmasi durumunda
ise -0,0107 olarak gerceklesmigtir. Sekil 3.31°den de gorulebilecegi gibi yasin
artmasi ile kredi karar arasindaki iligki dogrusal ve pozitiftir. Bu iligki 18 yas
ustiinde ortaya ¢cikmistir ve 23’den sonra egimi deg@ismistir. Yani 18-23 yas arasi
kredi basvurusu yapilabilse bile bu kredilerin geri ddemesi blyuk bir olasilikla
Kisinin kendi geliri ile degil, ailesinden aldi§i finansal destekle yapilacaktir.

Finansal kurum igin bu durum guvenilir bir kaynak degildir.
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Curve 12: Categorical-Ordinal Interaction:
KKB_GUNCEL_ENKOTU_STATUS mis ={...}
BORCLULUK_ORANI_mis = { BORCLULUK_ORANI is not missing }
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Sekil 3.31. Bor¢luluk orani varliginda ve KKB'deki glincel en koti 6deme bilgisinin
bulunmadigi durumda YAS ve kredi karari arasindaki iligki

3.4. ikili Lojistik Regresyon Coziimlemesi

Calismanin bu boliumunde bir onceki bolumde MARS modelinin kurulumunda
kullanilan verilere ikili Lojistik Regresyon Analizi uygulanacaktir. Lojistik regresyon
analizinde degiskenlerin normal dagilim goéstermeleri varsayimi gerekmemektedir,
ayrica aciklayici degiskenler kesikli veya surekli, nicel veya kategorik degiskenler
olabilmektedir. Bu oOzelliklerinden dolay! lojistik regresyon yontemi ile kurulan
model, MARS modeli ile karsilastirilabilecektir. Bu ¢alismada badimli degiskenin
ikili cevap igeren bir yapida olmasi (“kredi karari: kabul/ret”) nedeniyle verilere ikili

lojistik regresyon analizi uygulanacaktir.

MARS ¢6zimlemesi boéliminde belirlenen 35 bagimsiz degisken ikili lojistik
regresyon ¢ozuimlemesine de aynen dahil edilmigstir. MARS yazilimindan farkh
olarak SPSS’de bir degiskende hem sayisal hem de alfabetik degerlerin
bulunmasina izin veriimediginden, sayisal kodlama yapilarak ¢ézimlemede yer
almasi saglanmistir. ikili lojistik ydntemi “ENTER” segilerek program calistirilmistir
ve buna gore elde edilen modelin 6nem duzeyi Sekil 3.32'de goérulebilmektedir.
Burada p<0,05 olarak hesaplandigindan kurulan model anlamlidir. Kurulan
modelin Cox & Snell R? degeri 0,221 ve Nagelkerke R? degeri de 0,311 olarak
hesaplanmistir. Bu R degerleri Sekil 3.33’de gorulebilmektedir.
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Omnibus Tests of Model Coefficients

Chi-square df Sig.
Step1  Step 10631,828 112 ,000
Block 10631,828 112 ,000
Model 10631,828 112 ,000

Sekil 3.32. SPSS’de kurulan modelin dnem dizeyi

Model Summary

-2 Log Cox & Snell | Nagelkerke
Step likelihood R Square R Square
1 41998,7582 ,221 311

a. Estimation terminated at iteration number
20 because maximum iterations has been
reached. Final solution cannot be found.

Sekil 3.33. SPSS’de kurulan modelin R? degeri

Kurulan modelin kredi kararina gore siniflandirmadaki basarisi Sekil 3.34°de

verilmigtir. Kredi kararinin kabul oldugu durumlar icin %92,6 ve ret edildigi

durumlar icin de %43,9 oraninda dogru siniflandirma yapilmigtir ve buna gore

toplam dogru siniflandirma orani %77,6 olarak gerceklesmigtir.

Classification Tabde

Predicted
KRED' KARAR' 2 Percentage
Observed AC DL Correct
Step1 KREDI_KARARL2 AC 27313 2190 92.6
DL 7362 5760 43,9
Overall Percentage 77,6

a. The cut value is ,500

Sekil 3.34. SPSS’de kurulan modelin siniflandirma basarisi
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Kurulan model Ek7'de verilmigtir. Asagida modele giren degiskenlerin kredi

kararina olan etkileri ve ilgili yorumlar yer almaktadir.

BELGELENEN_TOP_GELIR degiskeni modele -0,0008 katsayisi ile girmigtir. Bu
degiskenin kredi kararina etkisi olumlu olmamigtir. Belgelenen gelir kredi karari
verilirken tek bagina degerlendirimemelidir. Bunun sebebi gelir arttikga borgluluk
oraninin da artabilecegi gercegidir. Bu nedenle de kurulan modelde bu degigkenin

etkisi negatif olarak gerceklesmistir.

YENIDEN_DEG_SAYISI'nin kurulan modelde kredi kararina olan etkisi
0,6439'dur. Yeniden de@erlendirme sayisindaki artisin, kredi kararina olumlu bir
etkisi bulunmaktadir. Bunun 2 nedeni olabilmektedir. Birincisi yeniden
degerlendirilen bagvurularda bazi kriterlerin kabul edilebilir duruma gelmesi,
érnegdin kisinin gelir durumunun dizelmesi olabilir. ikinci neden ise finansal
kurumun o doénemdeki kredi politikasinin degdismesi olabilir. Dolayisyla bu

degiskenin kredi kararina olan pozitif yonlu etkisi kabul edilebilir bir durumdur.

MAAS_MUSTERISI(1) degdiskeni, yani o finansal kurumun maas musterisi
olmama durumu, maas musterisi olma durumuna goére kredi kararinda 0,7963’lUk
bir degisime sebep olmaktadir. Verilerin temin edildigi zaman araligi igerisinde
eger bagka banka risklerinin alinmasi gibi bir durumun varhgr sézkonusu ise bu

kabul edilebilir bir durumdur.

BORCLULUK_ORANI degiskeni kurulan modelde, kredi kararinda -0,0824
duzeyinde bir degisiklige sebep olmaktadir. Borgluluk oraninin artmasi durumunda

verilecek kredi kararinin olumsuz etkilenmesini gostermektedir.

KKB_TOP_BORC degiskeninin kredi kararina etkisi ¢ok dusuktur(0,0000).
Kurulan modelde toplam bor¢ miktarindan ziyade diger degiskenlerin 6nemli
cikmasi beklenmektedir. Eger bor¢ miktarinin etkisi cok dusikse, gegmis 6deme
bilgilerinin daha &6nemli olmasi beklenmektedir. Birey borglu olabilir ancak

O0demeleri dizgunse bor¢ miktarinin kredi kararina etkisi olmayabilir.
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BEYAN_EDILEN_GELIR, kurulan modelde kredi kararinda -0,0003 degisime
neden olmaktadir. Beyan ettigi gelir yuksek olan kigilerin borgluluk durumlari
yuksekse ya da borglarini 6deme performanslari kétliyse bdyle bir durum ortaya

cikabilir.

SON_1AYDAKI_RET_ADEDI degiskeni modelde kredi kararini 0,3438
etkilemektedir. Bu durumun aciklanabilmesi icin o basvurunun neden ret
edildiginin bilinmesi gerekmektedir. Bagvuru yapan kiginin kriterlerindeki iyilesme
ya da finansal kurumun kredi verme stratejilerinde herhangi bir degisiklik olduysa o
basvurunun kabul edilmesi durumlari ortaya ¢ikabilmektedir.

TALEP_TL degigkeni kredi kararini 0,0000 etkilemektedir. Talep edilen TL tutarin
kredi kararinda onemli derecede bir degisiklige sebep olmamaktadir. Talep edilen
tutar, kigiye ait diger kriterler saglandiginda onaylanmakta ya da reddedilmektedir

yorumu yapilabilir.

KKB_AYLIK_TAKSIT degiskeni modele 0,0003 katsayisi ile dahil edilmistir.
Bireyin aylik taksit tutarindaki artis kredi kararinda olumsuz bir etki yaratmamigtir.
Bireyin gelir durumu, geri 6deme performansi, talep ettigi krediyi kullanim amaci
gibi kriterler gdéz 6nune alindiginda yapilan basvuru onaylanabilmektedir. Bu

degisken tek basina olumsuzluk gostergesi degildir.

KKB_SON_6AYDAKI_EN_KOTU_ODEME2 degiskeni kisinin son 6 ayda
O0demelerindeki gecikme miktarini géstermektedir. Bu degisken sirasiyla 0, 1, 2, 3
ve 4 aylik gecikmeler olarak modele -0,3651, -0,3433, 0,2990, 0,5205 katsayilari
ile girmistir. Bireye ait son 6 aydaki 6deme gecikme sayisi arttikca modelde kredi
kararina olan etki de pozitif yonlu ve daha gugli olmustur.

KKB_SKOR degiskeni de kredi karari verilirken énemli bir kriter olarak ¢ikmistir.
Bu degisken kurulan modele 0, 1, 3 ve 4 duzeylerinde sirasiyla -0,1972, -0,4237,
-0,2608, -0,1445 katsayilar ile girmislerdir. KKB'den alinan skor degerleri 0-7
arasinda degismektedir ve en iyi skor degeri 7’dir. Dolayisiyla kurulan modelde
skor degerleri 0, 1, 3, ve 4 olan bagvurularda kredi kararina olumsuz bir etkilerinin

bulunmasi kabul edilebilir bir durumdur.
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YAS degiskeni kredi kararinda 0,0112 degisiklige sebep olmaktadir.

OTURULAN_EV_DURUMU degiskeni kurulan modele dahil edilmistir. “K = kiralik”
ise -0,1642 etkilemektedir.

KKB_GUNCEL_ENKOTU_STATU degiskeni bu degiskenin sirasiyla 2, 3, 4, 5 ve
6 oldugu durumlarda 1,6818, 1,4877, 1,6439, 1,9303, 1,8865 katsayilari ile
modele girmistir. Kredi kayit burosundan elde edilen 6demelerdeki en kotu
gecikme miktari 2 ay’dan 6 aya ciktikca kredi kararina olan etkisi de pozitif yonlu

olmaktadir ve artis gostermektedir.

BASVURU_SKORU degiskeni kurulan modele 1, 2, 3, 4 ve 5 oldugu durumlarda -
0,2167, -0,3521, -0,1283, 0,1072, 0,1196 katsayilar ile dahil edilmigtir. Bagvuru
sirasinda uretilen bu skor degeri 1-6 arasinda degismektedir ve en iyi skor degeri
6’dir. Dolayisiyla skor degeri arttikga kredi kararina olan etkinin de artmasi

beklenmektedir.

KKB_GECMIS_ENKOTU_STATU degiskeninin kurulan modelde kredi kararina
olan etkisi olumsuzdur. Ge¢gmisteki en kétu 6deme bilgisinin 1-6 arasinda olmasi
kredi kararini sirasiyla -0,5641, -0,4766, -0,5521, -0,6251, -0,5735, -0,8754, -
0,7562 etkilemektedir.

CINSIYET degdiskeninin modeldeki katsayisi -0,1366 olarak ¢ikmistir. Dolayisiyla

kredi kararina kadinlara gore erkeklerin etkisi negatif olarak bulunmustur.

SOSYAL_GUVENCE degigkeni de kurulan modelde yer almistir. Bu degisken igin
“Y = yesil kart” duzeyi referans olarak belirlenmistir. Bagvuruda sosyal glvence
bilgisinin bulunmamasi, yesil kart sahibi olunmasina gore kurulan modelde kredi
kararini -1,6817 ile olumsuz etkilemektedir. Eger sosyal glivence “B = bagkur” ise
bu durumun kurulan modelde kredi kararina etkisi -0,2403 olmaktadir. Sosyal
guvenci tipi “E=emekli” olan basvurular kredi kararinda -0,2730 degisime neden
olmaktadir. Sosyal guvencesi “S = s gorta” olan basvurularin, kurulan modelde

kredi kararina olan etkisi -0,3378 olarak gergeklemistir. Goruldugu gibi kredi
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kararini olumsuz olarak en ¢ok etkileyen sosyal guvence durumu sosyal

guvencenin bulunmamasidir.

TALEP_VADE degiskeni kurulan modelde kredi kararinda -0,0047 degisime
neden olmaktadir. Talep edilen vade arttikga kredi karari bu durumdan olumsuz
etkilenmektedir. Vade arttikga kredinin geri donus suresi o kadar artacagindan, bu

kabul edilebilir bir durumdur.

KULL_AMACI degigskeni 12 duzeyinde 0,4201 katsayisi ile modele dahil
edilmigtir. Dolayisiyla kullanim amaci bor¢ yapilandirma olarak c¢ikmistir. Bu
durumda kullanim amacinin borg yapilandirma olmasi kredi kararini olumlu
etkilemektedir.Bagvurularin  yapildigi doénemde Kkigilerin mevcut borglarinin
yapilandiriimasi ya da baska baska finansal kurum risklerinin alinmasi gibi

durumlar s6z konusudur.

SON_1AYDAKI_ONAY_ADEDI ile kredi karar arasindaki iliski pozitif yonladar.
Kurulan modele gore son 1 ayda verilen onay adedi arttiga kredi kararinda 0,4233
degisime neden olmaktadir.

EGITIM_DURUMU degiskeni modele -1,2017 katsayisi ile dahil edilmistir. Kurulan
modelde egitim durumunun “D = doktora” olmasi, “L = lis€’ olmasina gore kredi

kararinda -1,2017 degisime neden olmaktadir.

EV_TELEFON_BILG degiskeni modele -0,0973 Kkatsayisi ile birlikte dahil
edilmistir. Buna gore ev telefon bilgisini finansal kurumla paylasmayan
bireylerin,bagvurularinda, bu bilgiyi paylasanlara gore kredi kararinda -0,0973
degisime neden olmaktadir. Ev telefon bilgisinin bulunmasi, bir guven kriteri olarak

onemli sayilmis olabilir.

MUSTERI_TIPI degiskeni modelde 0,1515 katsayisi ile yer almaktadir. Buna gore,
musgteri tipi bilgisinin bulunmamasi durumu kredi kararinda 0,1515 degisime neden
olmaktadir. Bor¢ yapilandirmasi nedeniyle bankaya gelen yeni musteriler i¢in kredi
basvurusu yapildigi durumda bu degisken ile kredi karari arasindaki iligki kabul

edilebilir olmaktadir.
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CALISMA_SEKLI “1050” duzeyinde modele girmistir. Bu degiskenin referans
dizeyi yan gelir sahibi olunmasidir. Dolayisiyla ¢alisma seklinin égrenci olarak
belirtiimesi, yan gelir sahibine gore kredi kararinda 1,7381 kat degisime neden

olmaktadir.

BANKAYLA_CAL_SURESI degiskeni kurulan modelde -0,0007 katsayisi ile yer
almaktadir. Bankayla olan g¢alisma suresindeki artis kredi kararina olumsuz yonde

bir etkiye neden olmaktadir.

3.5. Genel Sonuglar

Uygulamanin 3. ve 4. bolumlerinde ihtiyag kredisi basvuru verileri kullanilarak kredi
kararinin kabul/ret olma durumlarina gére MARS modellemesi ve Ikili Lojistik
Regresyon modellemesi yapilmistir. Bu boélimde kurulan bu iki model sonuglari

karsilastirilacaktir.

Her iki model de istatistiksel olarak anlamh g¢iktigindan kabul edilmigtir. Bu
asamada modellerin karsilastiriimasi icin dogru siniflandirma oranina ve 1. Tip
hata ile Il. Tip hata oranilarina bakilarak hangi modelin tercih edilebilecegine karar

verilecektir.

Kredi karari dediskeni icerisindeki kabul sayisi 30.202 ve ret sayisi da 34.798dir.
Onceki bélimlerde caligilan veri setindeki kabul oraninin %46,46 ve ret orani
%53,54 olarak hesaplandigi soylenmistir. Kurulan MARS modelinin dogru
siniflandirma orani %85,04 olarak hesaplanmistir. ikili lojistik regresyon modelinde
ise toplam dogru siniflandirma orani %77,60 olarak gerceklesmigtir. Buna gore
MARS modeli toplam dogru siniflandirma oranina gére daha basarili bir model

olarak kabul edilmistir.

I. Tip Hata, dogru bir yokluk hipotezinin yanhglkla reddedilmesi olasiigidir ve
(1 - L.Tip Hata) testin guvenilirlik dizeyini gostermektedir. Il. Tip Hata, yokluk
hipotezi yanlis oldugu zaman, bu hipotezin reddediime olasihgidir. Bu tez

calismasinda incelenen durum igin I. Tip Hata onaylanan bir kredinin kurulan
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modelde yanliglikla reddedilmesini, Il. Tip Hata ise reddedilen bir kredinin
yanlislikla kabul edilmesini gostermektedir. Finansal kurumlar i¢in I. Tip Hata orani
daha kabul edilebilir bir durumdur. En koétu ihtimalle kredi verilmesi gereken bir
musteriye kredi verilmeyecektir, ancak daha sonra yapilacak degerlendirmelerde
ya da bagka kampanyalarda o kisiye kredi karti ya da kredi gibi tUrlnler verilerek o
mugteriyle olan iliskiler guglendirilebilecektir. Ancak Il. Tip Hata finansal kurumlar
icin kabul edilemeyecek bir durumdur. Il. Tip Hata’sI yliksek olan modellerde kredi
veriimemesi gereken Kigilere kredi verilmesi durumu s6z konusudur. Bu da o
finansal kurum igin kaynaklarin bosa harcanmasi anlamina gelmektedir. Cizelge

3.5'de kurulan her iki model icin I. Tip ve Il. Tip hatalar verilmigtir.

MARS Modeli ikili Lojistik Regresyon Modeli
Kabul Ret Kabul Ret
N % N % N % N %
Kabul | 29.349| 0,9718 853| 0,0282| 27.313| 0,9258| 2.190| 0,0742
Ret 8.870| 0,2549| 25.928| 0,7451| 7.362| 0,5610| 5.760| 0,4390

Cizelge 3.5. Kurulan modellere ait I. Tip Hata ve Il. Tip Hata

Buna gore MARS modelinin I. Tip Hata orani 0,0282 iken ikili lojistik regresyon
modelinin |. Tip Hata orani 0,0742 olarak bulunmustur. Mars modelinin Il. Tip
Hata orani 0,2549 ve ikili lojistik regresyon modelinde ise bu 0,5610 olarak
hesaplanmigtir. Yapilan basvurunun kabul edilmesi igin |. Tip Hata MARS
modelinde daha dusuk gikmistir. Boylece MARS modelinin kredi kararinin kabul
edilmesi durumunu daha iyi modelledigi séylenmektedir. Kurulan bu modelin kredi
kararini kabul etmede guvenilirlik dizeyi (1-0,2549) olarak gdsterilebilir ve MARS
modelinin kredi kararini kabul etmedeki guvenilirlik duzeyi ikili lojistik regresyon
modeline gore daha iyi oldugu soylenebilir. Il. Tip Hata oranina gore de MARS
modeli lojistik regresyon modeline goére daha basarili bir sonu¢ vermistir.
Dolayisiyla Lojistik regresyon modeline gore MARS modeli kredi kararinin

reddedilmesi i¢in daha iyi karar vermektedir.

Kurulan her iki modeldeki degiskenlere bakildiginda genelde benzer degigkenlerin

modellere dahil edildigi ve bu degiskenlerin kredi kararina olan etkilerinin benzer
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sekilde oldugu soéylenebilir. ikili lojistik regresyon modeline MARS modelinden
farkll olarak KKB_SKOR, OTURULAN_EV_DURUMU, BASVURU_SKORU,
CINSIYET, SOSYAL_GUVENC, SON_1AYDAKI_ONAY_ADEDI, EGITIM_DU-
RUMU, EV_TELEFON_BILG, MUSTERI_TIPI degiskenleri dahil edilmistir.
Bagvuru skoru, kredi kayit burosunun urettigi skor bilgilerinin modelleme yapilirken
kullanihyor olmasi beklenen bir durumdur. Ancak MARS modelinde bu

degiskenlerin kredi kararina olan etkileri gértilememistir.

MARS modelinde kayip degerlere sahip olan degiskenlerin de kredi kararina
etkileri gorulebilmektedir. Ancak bu galigmada ikili lojistik regresyon modelinden
kayip degerlerin kredi kararina ne tur bir etkide bulundugu hakkinda herhangi bir
yorum yapilamamig, sadece var olan degerler Uzerinden degiskenlerin etkileri
hakkinda genel bir yorum elde edilmigtir. Lojistik regresyon yonteminde
degiskende bulunan kayip veri yerine o degiskenin ortalamasinin konulmasi ya da
bagka gelistiriimis yontemler bulunmaktadir. Ancak MARS ydntemi hi¢ ilave bir
caba sarfetmeden kayip verileri ele almakta ve daha kolay bir sekilde bagimli

degiskene olan etkilerini gostermektedir.

MARS modelinde degiskenler ve kredi karari arasindaki iligkilerin hangi noktalarda
degisim gdsterdigi hakkinda detay bilgilere ulasilabilmektedir. Bu durum da g¢alisan
kredi karari mekanizmasinin degigkenin hangi duzeylerinde nasil calistigi
hakkinda daha ¢ok bilgi sahibi olunabilmesini saglamaktadir. YAS degigkeni
Uzerinden bir drnek verilirse; MARS modelinde bu degisken 23 digum noktasinda
iki temel fonksiyonla modele dahil edilmistir ve kurulan modeldeki katsayisi 23’den
blyUk oldugu durumlar igin 0,0010 ve kuguk oldugu durumlar igin ise -0,0107’dir.
Bu bilgiler kullanilarak kredi karari verilirken yagin etkisinin 23’den buyuk olmasi
ve kuguk olmasi durumlarinda degisiklik gosterdigi, hatta o finansal kurumun 23
yas alti bireylere kredi vermek istemedigi seklinde yorumlanabilir. ikili lojistik
regresyon modelinde YAS degiskeni 0,0112 katsayisi ile yer almistir. Buna gore
sadece yas buyudukge kredi kararina olan etkisinin olumlu oldugu yorumuna
ulasiimaktadir.
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DORDUNCU BOLUM

4. SONUG

Hazirlanan tez calismasinda Cok Degiskenli Uyarlamali Regresyon Uzanimlari
(MARS) yonteminin geligsimini, kuramsal ve matematiksel yapisi, uygulama
alanlari, literatirdeki yeri ve bilgisayar ortamindaki kullanimi agisindan

incelenmistir.

Calismada c¢ok degiskenli uyarlamali regresyon uzanimlari yodnteminin son
dénemde hizla populerlesmesine, ekonomi, biyoloji, tip, ziraat, pazarlama gibi ¢ok
farkh alanlarda kullanildigina deginilmistir. Yontemin kullanimi Uzerine literatlre
yakin zamanda yapilmig arastirmalardan bahsedilmis, elde edilen bulgular

konusunda notlar disulmustar.

Cok degiskenli uyarlamali regresyon uzanimlari yonteminin teorik yapisi detayl
olarak incelenmistir. Yontemin temelinde yer alan regresyon uzanimlari, temel
fonksiyonlar gibi kavramlar agiklanmistir. Model kurulumunun nasil gergeklestigi
adim adim anlatiimig, yontemin algoritmalari verilmis ve modellemelerin bu

algoritmalara gore nasil gerceklestirildigi gosterilmistir.

Cok degiskenli uyarlamali regresyon modellerinin uygulamasi igin kullanilan
MARS yazilimi, 6zellikleri ve kullanimi 6zetlenmistir. MARS yaziliminin kullanim
asamalari, modelleme sonuclarinin elde edilmesi ve elde edilen sonuglarin nasil

yorumlanabilecegi konusunda detay bilgi verilmistir.

Yontemin  uygulanabiliriliginin  gOsterilebilmesi ve geleneksel istatistiksel
yontemlerle kiyaslanabilmesi amaciyla gergek veri uygulamasi gergeklestiriimigtir.
Uygulama igin Turkiye'deki bir finans kurulusundan elde edilen 65.000 adet
bireysel kredi basvuru verisi kullaniimigtir. Kredi kararinin kabul ya da
reddedilmesi durumuna gore kategorik modelleme yapilmistir. Kurulan MARS
modelinin kiyaslanabilmesi icin ikili lojistik regresyonu ile de modelleme

yapiimigtir. Veri setindeki toplam 48 degiskenden 35 tanesi alinarak kredi karari
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modellenmistir. Olusturulan MARS modelinin dogru siniflandirma orani ve I. Tip
Hata acgisindan ikili lojistik regresyon modeline gore daha basarilidir.

Kurulan MARS modelinde kredi kararini etkileyen degiskenler borgluluk orani,
kredi kayit burosundan alinan guncel en kotu statl, belgelenen toplam gelir tutari,
beyan edilen gelir tutari, maas musterisi olma durumu, kredi kayit burosundaki
toplam aylik taksit tutari, sube gorusu, kredi kayit blirosundaki gtincel en kétu kayit
bilgisi, yeniden degerlendirme sayisi, kredi kayit blrosundaki toplam borg tutari,
kredi kayit burosundaki son alti aya ait en kotu 6deme bilgisi, son 1 aydaki ret
adedi, talep edilen TL tutar, kredi kayit burosundaki ge¢gmis en kotu kayit bilgisi,
calisma sekli, kredinin kullanim amaci, talep edilen vade, bankayla ¢alisma suresi
ve yas olarak belirlenmigti. MARS modelinde ikili lojistik regresyon yontemi ile
kurulan modelden farkli olarak sube gorusu degiskeni yer almistir. Sube
gorusunun kredi kararinin belirlenmesindeki etkisi dnemlidir. Musgterileri daha iyi
taniyan subenin gorusleri kredi kararini etkilemektedir ve nasil etkiledigi

gOsterilmistir.

ikili lojistik regresyon modelinde de MARS modelinde farkli olarak basvuru skoru,
kredi kayit bdrosu skoru, cinsiyet, ev telefon bilgisi, musteri tipi, oturulan evin
durumu ve sosyal guvence degiskenleri modele girmistir. Skor degerlerinin kredi
karari verilirken dikkate alinan énemli bir kriter olmasi beklenmektedir. Ancak bu
degiskenlerin kurulan en iyi MARS modelinde yer almamasi, kayip degiskenler i¢in
olusturulan temel fonksiyonlarin degdiskenlerle etkilesime girerek en son modelin
buna goére olusturulmasindan kaynaklanmaktadir. Modelde olusturulan dummy
degiskenler 6nemli ¢cikmistir ve bu degiskenlerin 6nem dereceleri skor bilgilerine
gore daha yuksektir. Buna ek olarak, ikili lojistik regresyonda da kayip degerlerin

kredi kararina olan etkileri gdzlemlenememistir.
Kurulan her iki modelde de yer alan degiskenlerin kredi kararina etkileri benzer
sekilde gerceklesmistir. Ancak MARS modeli kullanilarak bagimsiz degigkenlere

ait daha detay yorumlar yapilabildigi gosterilmigtir.

Tez calismasina, elde edilen tim bulgular islenmis ve sonuglar paylagiimistir.
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EK 1: Galismada Kullanilan Verilerin Tanimlayici istatistikleri

N N N=0 N#0 N Farkli Deger
Kayip Deger
ID 65000 0 0 65000 Many values
EGITIM_DURUMU 65000 0 5
KULL_AMACI 65000 0 0 65000 13
EV_TELEFON_BILG 65000 0 2
ODEME_PLANI_TIPI 65000 0 0 65000 8
OTURULAN_EV_DURUMU 65000 0 4
YENIDEN_DEG_SAYISI 65000 0 56140 8860 10
YENI_MEVCUT_MUSTERI 65000 0 2
TOPLAM_CAL_SURESI 65000 0 4845 60155 477
MAAS_MUSTERISI 65000 0 2
BANKAYLA_CAL_SURESI 65000 0 8745 56255 272
SIMDIKI_ISYERI_CAL_SURESI 65000 0 2008 62992 438
MUSTERI_TIPI 58993 6007 2
ILISKI_SKORU 65000 0 14551 50449 1263
SEKTOR_TIPI 65000 0 6513 58487 52
MUSTERI_BANKA_SEGMENTI 58972 6028 15
KOTU_KAYIT_TURU 3495 61505 5
CALISMA_SEKLI 65000 0 0 65000 10
SUBE_GORUSU 1843 63157 4
SOSYAL_GUVENCE 64952 48 6
BEYAN_EDILEN_GELIR 65000 0 7 64993 22543
SON_1AYDAKI_RET_ADEDI 65000 0 58169 6831 12
KREDI_KARAR_KODU 65000 0 69
SON_1AYDAKI_ONAY_ADEDI 65000 0 64693 307 4
KKB_AYLIK_TAKSIT 65000 0 30211 34789 3159
KKB_GUNCEL_ENKOTU_STATU 57896 7104 10
KKB_GECMIS_ENKOTU_STATU 60824 4176 9
MEDENI_DURUM 65000 0 4
KREDI_KARARI 65000 0 6
KKB_TOP_BORC 65000 0 12630 52370 20446
COCUK_SAYISI 65000 0 55670 9330 7
KKB_SON_6AYDAKI_EN_KOTU_ODEME 60824 4176 12
CINSIYET 65000 0 2
ONAYLANAN_VADE 65000 0 0 65000 42
YAS 65000 0 0 65000 66
BELGELENEN_TOP_GELIR 65000 0 57726 7274 1509
BORCLULUK_ORANI 44508 20492 1758 42750 19
KULLANDIRIM_DURUMU 65000 0 43447 21553 2
BASVURU_SKORU 65000 0 0 65000 6
KKB_SKOR 65000 0 9430 55570 7
TALEP_TL 65000 0 154 64846 471
TALEP_DOVIZ 65000 0 64984 16 12
TALEP_VADE 65000 0 154 64846 47
ONAYLANAN_LIMIT 65000 0 0 65000 503
KREDI_KARARI_2 65000 0 2
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EK 1: Galismada Kullanilan Verilerin Tanimlayici istatistikleri (devam)

Ortalama Std Skewness | Coeff Cond.
Deviation Variation Mean

ID 34034 19651 | -0.001376 0.57739 34034
EGITIM_DURUMU
KULL_AMACI 67.038 22.311 13.835 0.33281 67.038
EV_TELEFON_BILG
ODEME_PLANI_TIPI 10.015| 0.063107 68.552| 0.063015 10.015
OTURULAN_EV_DURUMU
YENIDEN_DEG_SAYISI 0.17945 0.51868 40.176 28.905 13.165
YENI_MEVCUT_MUSTERI
TOPLAM_CAL_SURESI 78.626 81.778 16.085 10.401 84.958
MAAS_MUSTERISI
BANKAYLA_CAL_SURESI 44.225 141.29 158.54 31.948 51.1
SIMDIKI_ISYERI_CAL_SURESI 123.33 96.753 0.9286 0.78449 127.26
MUSTERI_TIPI
ILISKI_SKORU 194.77 229.54 15.106 11.785 250.94
SEKTOR_TIPI 29741 1002.6 -25.643 0.33711 3305.3
MUSTERI_BANKA_SEGMENTI
KOTU_KAYIT_TURU
CALISMA_SEKLI 10534 14.56 -11.417 | 0.013822 10534
SUBE_GORUSU
SOSYAL_GUVENCE
BEYAN_EDILEN_GELIR 1508.1 2117.7 17.818 14.043 1508.2
SON_1AYDAKI_RET_ADEDI 0.14915 0.50799 47.681 34.058 14.193
KREDI_KARAR_KODU
SON_1AYDAKI_ONAY_ADEDI 0.0049692 0.07975 30.722 16.049 10.521
KKB_AYLIK_TAKSIT 399.21 3036 128.58 76.049 745.89
KKB_GUNCEL_ENKOTU_STATU
KKB_GECMIS_ENKOTU_STATU
MEDENI_DURUM
KREDI_KARARI
KKB_TOP_BORC 8357.5 22450 23.045 26.862 10373
COCUK_SAYISI 0.41572 38.266 24.748 92.047 28.962
KKB_SON_6AYDAKI_EN_KOTU_ODEME
CINSIYET
ONAYLANAN_VADE 22.5 10.704 | 0.95286 0.47572 22.5
YAS 36.829 10.498 | 0.59127 0.28504 36.829
BELGELENEN_TOP_GELIR 202.39 4035.9 242 .49 19.941 1808.5
BORCLULUK_ORANI 27.574 93.778 | -0.82433 0.3401 28.708
KULLANDIRIM_DURUMU 0.33158 0.47079| 0.71547 14.198 1
BASVURU_SKORU 36.418 16.978 | -0.10627 0.46621 36.418
KKB_SKOR 42.668 24986 | -0.47318 0.58559 49.908
TALEP_TL 5545.5 54314 27.383 0.97943 5558.7
TALEP_DOVIZ 3.48 291.83 116.57 83.859 14138
TALEP_VADE 22.05 10.707 11.096 0.48557 22.102
ONAYLANAN_LIMIT 5084.5 5103.1 32.66 10.037 5084.5
KREDI_KARARI_2
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EK 1: Galismada Kullanilan Verilerin Tanimlayici istatistikleri (devam)

Sum of | Sum Variance | Kurtosis | Std Error
Weights Mean
ID 65000 | 2212230451 | 3,86E+12| -11.971 77.078
EGITIM_DURUMU
KULL_AMACI 65000 435747 49.777| 19.645 0.008751
EV_TELEFON_BILG
ODEME_PLANI_TIPI 65000 65095 | 0.0039825 5771 | 0.00024753
OTURULAN_EV_DURUMU
YENIDEN_DEG_SAYISI 65000 11664 0.26903 | 24.088 0.0020344
YENI_MEVCUT_MUSTERI
TOPLAM_CAL_SURESI 65000 5110674 6687.7 2.877 0.32076
MAAS_MUSTERISI
BANKAYLA_CAL_SURESI 65000 2874649 19964 | 27376 0.55419
SIMDIKI_ISYERI_CAL_SURESI 65000 8016632 9361.2 | 0.35405 0.3795
MUSTERI_TIPI
ILISKI_SKORU 65000 12659894 52687 | 33.241 0.90031
SEKTOR_TIPI 65000 193316060 | 1,01E+10| 47.824 39.325
MUSTERI_BANKA_SEGMENTI
KOTU_KAYIT_TURU
CALISMA_SEKLI 65000 68472638 212.01| 0.3878 0.057111
SUBE_GORUSU
SOSYAL_GUVENCE
BEYAN_EDILEN_GELIR 65000 9,80E+11| 4,48E+10 611.9 83.063
SON_1AYDAKI_RET_ADEDI 65000 9695 0.25805| 32.874 0.0019925
KREDI_KARAR_KODU
SON_1AYDAKI_ONAY_ADEDI 65000 323 0.00636 | 1954.6 0.0003128
KKB_AYLIK_TAKSIT 65000 25948604 | 9,22E+09| 20258 11.908
KKB_GUNCEL_ENKOTU_STATU
KKB_GECMIS_ENKOTU_STATU
MEDENI_DURUM
KREDI_KARARI
KKB_TOP_BORC 65000 543239629 | 5,04E+12 1222 88.057
COCUK_SAYISI 65000 27022 14.643| 634.12 0.015009
KKB_SON_6AYDAKI_EN_KOTU_ODEME
CINSIYET
ONAYLANAN_VADE 65000 1462520 114.57 |1 0.98722 0.041984
YAS 65000 2393885 110.2 - 0.041176
0.20955
BELGELENEN_TOP_GELIR 65000 13155276 | 1,63E+11| 60775 15.83
BORCLULUK_ORANI 44508 1227248 87.943 | 0.85899 0.044451
KULLANDIRIM_DURUMU 65000 21553 0.22164 | -14.881 0.0018466
BASVURU_SKORU 65000 236714 28.827 | -12.036 0.0066595
KKB_SKOR 65000 277341 62.429 | -11.053 0.0098002
TALEP_TL 65000 3,60E+12| 2,95E+11| 2465.1 21.304
TALEP_DOVIZ 65000 226200 85165 | 16428 11.447
TALEP_VADE 65000 1433232 114.63 4.251 0.041995
ONAYLANAN_LIMIT 65000 3,30E+12| 2,60E+11 3171 20.016

KREDI_KARARI_2
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EK 2: Calismada Kullanilan Verilerin Siklik Grafikleri
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EK 2: Calismada Kullanilan Verilerin Siklik Grafikleri (devam)

YENI_MEVCUT_MUSTERI$ - Frequency Distribution
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EK 2: Calismada Kullanilan Verilerin Siklik Grafikleri (devam)

KOTU_KAYIT_TURUS$ - Frequency Distribution
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EK 2: Calismada Kullanilan Verilerin Siklik Grafikleri (devam)

KKB_GECMIS_ENKOTU_STATUS$ - Frequency Distribution
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EK 2: Calismada Kullanilan Verilerin Siklik Grafikleri (devam)

BORCLULUK_ORANIS$ - Frequency Distribution
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EK 3: MARS modelindeki parametrelerin 6zet bilgileri

PARAMETRELERIN OZET BILGILERI

Parametreler Tahmin Standart Hata T degeri P degeri
Constant -557.478 235.763 -236.457 0.01998
EGITIM_DURUMU ="D" 0.00000
EGITIM_DURUMU ="E" 0.00000
EGITIM_DURUMU ="I" 0.01393 0.12664 0.11000 0.91263
EGITIM_DURUMU = "K" 0.00000
EGITIM_DURUMU ="L" Reference
KULL_AMACI =1 -0.46630 0.42609 -109.436 0.27643
KULL_AMACI = 2 0.00000
KULL_AMACI =3 -0.65840 0.53995 -121.936 0.22557
KULL_AMACI =4 -0.57764 0.80795 -0.71494 0.47631
KULL_AMACI =5 0.00000
KULL_AMACI =6 -0.47227 0.42861 -110.186 0.27317
KULL_AMACI =8 -0.64434 0.57037 -112.969 0.26131
KULL_AMACI =9 0.00000
KULL_AMACI =10 -197.280 121.002 -163.039 0.10617
KULL_AMACI = 11 -142.814 0.77611 -184.012 0.06872
KULL_AMACI =12 0.00000
KULL_AMACI = 13 0.00000
KULL_AMACI = 14 Reference
EV_TELEFON_BILG ="N" 0.02076 0.26373 0.07873 0.93741
EV_TELEFON_BILG ="Y" Reference
ODEME_PLANI_TIPI =1 0.00000
ODEME_PLANI_TIPI =2 0.00000
ODEME_PLANI_TIPI =3 0.00000
ODEME_PLANI_TIPI =4 0.00000
ODEME_PLANI_TIPI =5 0.00000
ODEME_PLANI_TIPI =6 0.00000
ODEME_PLANI_TIPI =7 0.00000
ODEME_PLANI_TIPI =8 Reference
OTURULAN_EV_DURUMU = "A" 0.10996 0.26763 0.41088 0.68204
OTURULAN_EV_DURUMU = "K" 0.13513 0.28977 0.46631 0.64201
OTURULAN_EV_DURUMU ="L" 0.03674 0.27120 0.13549 0.89250
OTURULAN_EV_DURUMU ="M" Reference
YENI_MEVCUT_MUSTERI ="N" 0.00000
YENI_MEVCUT_MUSTERI ="Y" Reference
MAAS_MUSTERISI = "N" -0.09710 0.16952 -0.57281 0.56806
MAAS_MUSTERISI = "Y" Reference
MUSTERI_TIPI = "GB" 0.35744 0.22903 156.063 0.12177
MUSTERI_TIPI = "GS" Reference
KOTU_KAYIT_TURU ="I" 0.31306 0.31342 0.99885 0.32028
KOTU_KAYIT_TURU ="IT" 0.62541 0.46585 134.252 0.18247
KOTU_KAYIT_TURU ="0O" 0.64733 0.35502 182.338 0.07123
KOTU_KAYIT_TURU ="YT" 0.00000
KOTU_KAYIT_TURU ="YZ" Reference
CALISMA_SEKLI = 1010 0.98261 0.63843 153.910 0.12694
CALISMA_SEKLI = 1020 122.045 0.64464 189.325 0.06122
CALISMA_SEKLI = 1030 0.87860 0.70838 124.030 0.21777
CALISMA_SEKLI = 1040 134.458 0.69738 192.803 0.05669
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EK 3: MARS modelindeki parametrelerin 6zet bilgileri (devam)

PARAMETRELERIN OZET BILGILERI

Parametreler Tahmin Standart Hata | T degeri | P degeri
CALISMA_SEKLI = 1050 0.00000

CALISMA_SEKLI = 1060 134.798 0.68246 | 197.517 | 0.05101
CALISMA_SEKLI = 1071 123.851 0.74100 | 167.141| 0.09777
CALISMA_SEKLI = 1072 0.00000

CALISMA_SEKLI = 1073 0.00000

CALISMA_SEKLI = 1080 Reference

SUBE_GORUSU ="02" 0.76048 111.494 | 0.68208 | 0.49676
SUBE_GORUSU = "03" 0.00000

SUBE_GORUSU = "0302" 139.044 790.830 | 0.17582 | 0.86079
SUBE_GORUSU ="07" Reference

SOSYAL_GUVENCE ="B" 0.35010 0.54251 | 0.64534 | 0.52019
SOSYAL_GUVENCE ="D" 0.38434 0.55548 | 0.69191 | 0.49060
SOSYAL_GUVENCE ="E" 0.32845 0.58305 | 0.56334 | 0.57446
SOSYAL_GUVENCE ="0" 0.00000

SOSYAL_GUVENCE ="8" -0.68890 0.93522 | -0.73662 | 0.46308
SOSYAL_GUVENCE ="Y" Reference

KKB_GUNCEL_ENKOTU_STATU ="0" 0.83845 0.97679 | 0.85837 | 0.39274
KKB_GUNCEL_ENKOTU_STATU ="1" 0.63394 0.85206 | 0.74401| 0.45862
KKB_GUNCEL_ENKOTU_STATU ="2" 0.65740 0.86857 | 0.75687 | 0.45091
KKB_GUNCEL_ENKOTU_STATU ="3" 0.78575 0.92708 | 0.84755| 0.39871
KKB_GUNCEL_ENKOTU_STATU = "4" 0.49156 0.89359 | 0.55010 | 0.58348
KKB_GUNCEL_ENKOTU_STATU ="5" 161.526 118.781| 135.986| 0.17693
KKB_GUNCEL_ENKOTU_STATU ="6" 0.00000

KKB_GUNCEL_ENKOTU_STATU ="8" 249.861 132.359 | 188.774| 0.06196
KKB_GUNCEL_ENKOTU_STATU ="L" 0.14495 113.259 | 0.12798 | 0.89842
KKB_GUNCEL_ENKOTU_STATU ="U" Reference

KKB_GECMIS_ENKOTU_STATU ="0" -0.25963 0.63876 | -0.40646 | 0.68527
KKB_GECMIS_ENKOTU_STATU ="1" 0.11905 0.48694 | 0.24448 | 0.80736
KKB_GECMIS_ENKOTU_STATU ="2" 0.11879 0.48425| 0.24530| 0.80673
KKB_GECMIS_ENKOTU_STATU ="3" 0.01205 0.46966 | 0.02565| 0.97959
KKB_GECMIS_ENKOTU_STATU ="4" 0.08465 0.46127 | 0.18350 | 0.85477
KKB_GECMIS_ENKOTU_STATU = "5" 0.19615 0.61208 | 0.32046 | 0.74929
KKB_GECMIS_ENKOTU_STATU = "6" -0.91629 0.86907 | -105.434 | 0.29427
KKB_GECMIS_ENKOTU_STATU = "8" 192.531 131.442 | 146.477| 0.14612
KKB_GECMIS_ENKOTU_STATU ="L" Reference

MEDENI_DURUM = "B" 110.815 0.69483 | 159.485| 0.11390
MEDENI_DURUM = "D" 139.879 0.72477 | 192.999 | 0.05644
MEDENI_DURUM = "E" 114.778 0.72032 | 159.344 | 0.11422
MEDENI_DURUM = "O" Reference

KKB_SON_6AYDAKI_EN_KOTU_ODEME ="0" 0.96276 0.80072 | 120.237 | 0.23206
KKB_SON_6AYDAKI_EN_KOTU_ODEME ="1" 0.89518 0.81603 | 109.699 | 0.27528
KKB_SON_6AYDAKI_EN_KOTU_ODEME ="2" 0.76467 0.86021 | 0.88893 | 0.37618
KKB_SON_6AYDAKI_EN_KOTU_ODEME ="3" 130.474 0.85639 | 152.354 | 0.13078
KKB_SON_6AYDAKI_EN_KOTU_ODEME = "4" 0.55937 103.791| 0.53894 | 0.59112
KKB_SON_6AYDAKI_EN_KOTU_ODEME ="5" 0.83527 0.85623 | 0.97552 | 0.33166
KKB_SON_6AYDAKI_EN_KOTU_ODEME ="6" 104.707 0.84137 | 124.449| 0.21623
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EK 3: MARS modelindeki parametrelerin 6zet bilgileri (devam)

PARAMETRELERIN OZET BILGILERI

Parametreler Tahmin Standart Hata | T degeri | P degeri
KKB_SON_6AYDAKI_EN_KOTU_ODEME ="8" 0.58859 105.249 | 0.55924 | 0.57725
KKB_SON_6AYDAKI_EN_KOTU_ODEME ="D" 0.00000

KKB_SON_6AYDAKI_EN_KOTU_ODEME ="L" 108.682 0.98695 | 110.120 | 0.27345
KKB_SON_6AYDAKI_EN_KOTU_ODEME ="U" 0.00000

KKB_SON_6AYDAKI_EN_KOTU_ODEME = "X" Reference

CINSIYET ="E" -0.12493 0.15924 | -0.78456 | 0.43457
CINSIYET ="K" Reference

BASVURU_SKORU = 1 0.33843 0.39812 | 0.85007 | 0.39732
BASVURU_SKORU =2 0.18634 0.37894 | 0.49174 | 0.62398
BASVURU_SKORU =3 0.33546 0.33367 | 100.535| 0.31715
BASVURU_SKORU =4 0.21324 0.29037 | 0.73437 | 0.46444
BASVURU_SKORU =5 0.57417 0.27821 | 206.377 | 0.04163
BASVURU_SKORU =6 Reference

KKB_SKOR =0 0.43347 0.54982 | 0.78839 | 0.43233
KKB_SKOR =1 0.37683 0.68114 | 0.55324 | 0.58134
KKB_SKOR =3 0.60532 0.66785 | 0.90637 | 0.36692
KKB_SKOR =4 0.54776 0.60563 | 0.90444 | 0.36793
KKB_SKOR =5 0.34981 0.55555 | 0.62967 | 0.53035
KKB_SKOR =6 0.54103 0.59343 | 0.91169 | 0.36412
KKB_SKOR =7 Reference

YENIDEN_DEG_SAYISI -0.07268 0.10027 | -0.72487 | 0.47022
TOPLAM_CAL_SURESI -0.00166 0.00086 | -191.621 | 0.05819
BANKAYLA_CAL_SURESI -0.00038 0.00157 | -0.24121 | 0.80989
SIMDIKI_ISYERI_CAL_SURESI 0.00127 0.00100 | 127.194 | 0.20634
BEYAN_EDILEN_GELIR -0.00001 0.00004 | -0.25979 | 0.79556
SON_1AYDAKI_RET_ADEDI 0.14629 0.13745| 106.432 | 0.28975
SON_1AYDAKI_ONAY_ADEDI 0.00000

KKB_AYLIK_TAKSIT 0.00008 0.00010 | 0.79128 | 0.43065
KKB_TOP_BORC -0.00000 0.00000 | -0.25466 | 0.79951
COCUK_SAYISI -0.00453 0.06426 | -0.07055 | 0.94390
YAS 0.00504 0.00803 | 0.62824 | 0.53128
BELGELENEN_TOP_GELIR -0.00003 0.00005 | -0.62174 | 0.53553
BORCLULUK_ORANI -0.00719 0.01900 | -0.37847 | 0.70589
TALEP_TL 0.00000 0.00001 | 0.04165 | 0.96686
TALEP_DOVIZ 0.00000

TALEP_VADE 0.00679 0.00712 | 0.95410 | 0.34233
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EK 4: MARS yontemi ileriye dogru adiminda modele giren temel fonksiyonlar

ILERIYE DOGRU ADIMINDA MODELE GIREN TEMEL FONKSIYONLAR
Efektif
TF GCV Parametre Degisken 1 Dugum Noktasi Degisken 2 Dizey
Sayisi
0 024876 | 1.0
2 1 |o014940| 20 BORCLULUK_ORANI_mis 0-1
4 3(013071| 60 BORCLULUK_ORANI 15.00000 | BORCLULUK_ORANI mis | 1
6 5011897 | 10.0 KKB_AYLIK_TAKSIT 1491.99988 | BORCLULUK_ORANI mis | 1
8 7 (011501 | 14.0 BELGE'—ENEF'{“—TOP—GEL' 1785.99988 | BORCLULUK_ORANI mis | 1
10 9 |011311| 17.0 MAAS_MUSTERISI$ 0-1 BORCLULUK_ORANI_mis | 1
12 11]0.11099 | 21.0 BEYAN_EDILEN GELIR | 2232.66992 | BORCLULUK ORANI_mis | 1
14 13|011098 | 220 |KKB_GUNCEL_ENKOTU_S 0-1 BORCLULUK_ORANI_mis | 1
TATUS_mis | |
KKB_GUNCEL_ENKOTU_S KKB_GUNCEL_ENKOTU_S
16 15|010890 | 25.0 Tatos 0011111000 TATUS it 1-3
18 17 |0.10778 | 29.0 YENIDEN_DEG_SAYISI 1.00000 | KKB_GUNCEL_ENKOTU_S | 4 4
_ _ TATUS_mis
20 19010680 | 33.0 KKB_TOP_BORC 20821.00000 | KKB_GUNCEL_ENKOTU_S |, 4
_ _ TATUS_mis
22 21|010597 | 37.0 KKB_AYLIK_TAKSIT 252.00000 | KKB_GUNCEL_ENKOTU_S | 4
_ — TATUS mis
KKB_SON_6AYDAKI_EN_K ] KKB_GUNCEL_ENKOTU_S |
24 2310410597 37.0 OTU_ODEMES_mis 0-1 TATU$_mis 1-3
KKB_SON_6AYDAKI_EN_K KKB_SON_6AYDAKI EN_K |
26 25010532 | 40.0 OTU. ODEMES 001111110000 570, ODEMES mio 23
28 27010481 | 440 BEYAN_EDILEN_GELIR 858.00000 | KKB_GUNCEL_ENKOTU_S | 4 4
TATUS mis
KKB_GECMIS_ENKOTU_S ] KKB_GUNCEL_ENKOTU_S | ..
30 29010481 | 440 TATUS. s 0-1 TATOE it 1-3
KKB_GECMIS_ENKOTU_S KKB_GECMIS_ENKOTU_S |
32 31010438 | 47.0 YATUS 000000001 TATUS. s 2:9
34 33010386 | 500 SUBE_GORUSUS_mis 1-0 BORCLULUK_ORANI_mis | 1
36 35|0.10338 | 54.0 SONJAYD‘B'T'—RET—ADE 1.00000 SUBE_GORUSU$_mis | 3-3
38 37010296 | 580 KKB_TOP_BORC 10782.00000 | SUBE_GORUSUS_mis 33
40 39|0.10263| 610 KULL_AMACI Report Later SUBE_GORUSUS_mis 33
42 41|010262 | 620 |KKB_GUNCEL ENKOTU_S 0-1 SUBE_GORUSUS$_mis 34
TATUS_mis
KKB_GUNCEL_ENKOTU_S KKB_GUNCEL_ENKOTU_S
44 430010230 | 650 TaTOs 0011111001 AT e 41
46 45(0.10203 | 69.0 BELGELENEF'{“—TOP—GEL' 1150.00000
48 47|010180 | 72,0 BEYAN_EDILEN_GELIR | 7000.00000 | KKB_GUNCEL_ENKOTU_S | , 5
_ _ TATUS mis
50 49010154 | 76.0 TALEP_TL 19999.99805 | BORCLULUK ORANI mis | 1
52 51010129 | 79.0 CALISMA_SEKLI 1001000001 | BORCLULUK_ORANI mis | 1
54 53010117 | 83.0 BORCLULUK_ORANI 15.00000 SUBE_GORUSUS$_mis | 3-4
56 55010107 | 87.0 KKB_AYLIK_TAKSIT 6042.90951 | KKB_GUNCEL_ENKOTU_S |, 4
TATUS mis
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EK 4: MARS yontemi ileriye dogru adiminda modele giren temel fonksiyonlar

(devam)
ILERIYE DOGRU ADIMINDA MODELE GIREN TEMEL FONKSIYONLAR (devam)
Efektif
TF GCV Parametre Degisken Digum Noktasi Degisken 2 Duzey
Sayisi
KKB_GUNCEL_ENKO .
58 57 | 0.10107 87.0 IO, BTATIE i 0-1 SUBE_GORUSUS$_mis | 3-3
KKB_GUNCEL_ENKO .
60 59 | 0.10100 90.0 T0 STATUS 1011110001 SUBE_GORUSUS$_mis | 5-7
KKB_SON_6AYDAKI_ KKB_SON_B6AYDAKI EN_ |
62 61| 0.10089 93.0 BN KOTU ObEMES | 111011100100 | K S e e 23
BANKAYLA_CAL_SUR KKB_SON_6AYDAKI_EN_
64 63 | 0.10083 97.0 s 28.00000 KOTU OBEMES mic 23
66 65| 0.10077 101.0 TALEP_VADE 36.00000 KKB_GUNCEL_ENKOTU_ | 4 4
STATUS mis
KKB_GUNCEL_ENKOTU_
68 67 | 0.10071 105.0 YAS 23.00000 BTATE e 1-3
70 69 | 0.10072 106.0 SOSYAL—§§VENCE$ 0-1 BORCLULUK_ORANI mis | 1
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EK 5: MARS final modeli

GERIYE DOGRU ADIM SURECINDEN SONRA MODELE GIREN TEMEL FONKSIYONLAR (FINAL MODEL)

TF Katsayi Degisken Degisken 2 Digum noktasi
0
1 | -0.18742 BORCLULUK_ORANI_mis 01
3 | -0.00463 BORCLULUK_ORANI BORCLULUK_ORANI mis 15.00000
4 | 003601 BORCLULUK_ORANI BORCLULUK_ORANI mis 15.00000
5 | -0.00017 KKB_AYLIK_TAKSIT BORCLULUK_ORANI_mis 1491.99988
6 | -0.00013 KKB_AYLIK_TAKSIT BORCLULUK_ORANI_mis 1491.99988
7 | -0.00005 BELGE'E;EE"I'_'IEF'{“—TOP— BORCLULUK_ORANI_mis 1785.99988
9 | -0.17008 MAAS_MUSTERISIS BORCLULUK_ORANI mis 01
12 | 0.00007 BEYAN EDILEN_GELIR BORCLULUK_ORANI_mis 2232.66992
KKB_GUNCEL_ENKOTU_ . )
13 | 0.17406 STATIS s BORCLULUK_ORANI_mis 0-1
KKB_GUNCEL_ENKOTU_ KKB_GUNCEL_ENKOTU_
15 | 0.20765 STATUS STATIS it 0011111000
KKB_GUNCEL_ENKOTU_
17 | 0.02458 YENIDEN_DEG_SAVYIS| STATIE e 1.00000
KKB_GUNCEL_ENKOTU_
18 | -0.15200 YENIDEN_DEG_SAYISI STATUS 1.00000
KKB_GUNCEL ENKOTU_
19 | 0.00000 KKB_TOP_BORC STATUS s 29821.00000
KKB_GUNCEL ENKOTU_
20 | -0.00001 KKB_TOP_BORC BTATIE e 29821.00000
KKB_GUNCEL_ENKOTU_
21 | 0.00018 KKB_AYLIK_TAKSIT STATIE e 252.00000
22 | 0.00046 KKB_AYLIK_TAKSIT KKB_GUNCEL_ENKOTU_ 252.00000
STATU$ mis
KKB_SON_6AYDAKI_ KKB_SON_6AYDAKI_EN_
25 | 0.12287 EN_KOTU_ODEME$ KOTU_ODEMES,_mis 001111110000
27 | -0.00005 BEYAN_EDILEN_GELIR KKB_GUNCEL_ENKOTU_ 858.00000
STATU$ mis
28 | 0.00075 BEYAN_EDILEN_GELIR KKB_GUNCEL_ENKOTU_ 858.00000
STATUS$ mis
KKB_GECMIS_ENKOTU_ KKB_GECMIS_ENKOTU_
31 | 0.10400 STATTS ST ATUS s 000000001
35 | 001574 SON_1AYDAKI_RET_ADEDI SUBE_GORUSUS_mis 1.00000
36 | -0.09374 SON_1AYDAKI_RET _ADEDI SUBE_GORUSUS_mis 1.00000
37 | -0.00000 KKB_TOP_BORC SUBE_GORUSUS_mis 10782.00000
38 | -0.00001 KKB_TOP_BORC SUBE_GORUSUS_mis 10782.00000
39 | 007799 KULL_AMACI SUBE_GORUSUS._mis 0000000000110
KKB_GUNCEL _ )
41 | -0.67436 ENKOTU STALDS mis SUBE_GORUSUS_mis 0-1
KKB_GUNCEL _ KKB_GUNCEL_ENKOTU_
43 | -0.41622 ENKOTU_STATU$ STATUS. mis 0011111001
45 | 0.00005 BELGELENEN_TOP_GELIR 1150.00000
46 | 000023 BELGELENEN_TOP_GELIR 1150.00000
47 | 0.00005 BEYAN_EDILEN_GELIR KKB_GUNGEL_ENKOTU_ 7000.00000
- - STATUS$ mis
49 | 0.00000 TALEP_TL BORCLULUK_ORANI_mis 19999.99805
50 | -0.00001 TALEP_TL BORCLULUK_ORANI_mis 19999.99805
51 | -0.05529 CALISMA_SEKLI BORCLULUK_ORANI mis 1001000001
53 | -0.00384 BORCLULUK_ORANI SUBE_GORUSUS_mis 15.00000
54 | -0.03251 BORCLULUK_ORANI SUBE_GORUSUS_mis 15.00000
KKB_GUNCEL_ENKOTU_
56 | 0.00009 KKB_AYLIK_TAKSIT BTATIE e 6042.99951
KKB_GUNCEL_ KKB_GUNCEL _ENKOTU_
59 | -0.03714 ENKOTU STATUS STATIE e 1011110001
KKB_SON_6AYDAKI_ KKB_SON_6AYDAKI_EN_
61 | -0.03443 EN KOTU ODEME$ KOTU ODEMES, mis 111011100100
KKB_SON_6AYDAKI_EN_
63 | -0.00003 BANKAYLA_CAL_SURESI KOTU BOEMES 1o 28.00000
KKB_SON_6AYDAKI_EN_
64 | 0.00096 BANKAYLA CAL_SURESI KOTU ODEMES e 28.00000
KKB_GUNCEL_ENKOTU_
66 | 0.00144 TALEP_VADE STATE e 36.00000
KKB_GUNCEL_ENKOTU_
67 | 0.00101 YAS STATUS i 23.00000
68 | -0.01073 YAS KKB_GUNCEL _ENKOTU_STATUS_mis 23.00000
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EK 6: MARS Final Modelini Olugturan Temel Fonksiyonlarin Ozellikleri

PARAMETRE KATSAYI ST. HATA T-RATIO P-VALUE
Constant 0.73566 0.00691 10.643.219 0.00000
TF1 -0.18758 0.03733 -502.509 0.00000
TF3 -0.00463 0.00029 -1.613.265 0.00000
TF4 0.03691 0.00062 5.906.852 0.00000
TF5 -0.00017 0.00002 -723.072 0.00000
TF6 -0.00013 0.00002 -5633.307 0.00000
TF7 -0.00005 0.00001 -361.351 0.00030
TF9 -0.17008 0.00394 -4.318.580 0.00000
TF12 0.00007 0.00001 1.358.921 0.00000
TF13 0.17408 0.02133 815.978 0.00000
TF15 0.29765 0.00934 3.188.359 0.00000
TF17 0.02458 0.00638 385.210 0.00012
TF18 -0.15200 0.00577 -2.634.080 0.00000
TF19 0.00000 0.00000 349.057 0.00048
TF20 -0.00001 0.00000 -1.119.153 0.00000
TF21 0.00018 0.00002 727.362 0.00000
TF22 0.00046 0.00003 1.420.313 0.00000
TF25 0.12287 0.00614 2.000.545 0.00000
TF27 -0.00005 0.00000 -2.149.652 0.00000
TF28 0.00075 0.00004 1.752.617 0.00000
TF31 0.10400 0.00740 1.404.790 0.00000
TF35 0.01574 0.00660 238.440 0.01711
TF36 -0.09375 0.00615 -1.524.406 0.00000
TF37 -0.00000 0.00000 -374.095 0.00018
TF38 -0.00001 0.00000 -1.024.298 0.00000
TF39 0.07799 0.00576 1.352.940 0.00000
TF41 -0.67437 0.05984 -1.126.899 0.00000
TF43 -0.41622 0.02723 -1.528.772 0.00000
TF45 0.00005 0.00001 362.049 0.00029
TF46 0.00023 0.00001 4.041.202 0.00000
TF47 0.00005 0.00000 1.706.745 0.00000
TF49 0.00000 0.00000 460.701 0.00000
TF50 -0.00001 0.00000 -1.432.371 0.00000
TF51 -0.05529 0.00401 -1.377.636 0.00000
TF53 -0.00384 0.00120 -319.448 0.00140
TF54 -0.03251 0.00271 -1.199.373 0.00000
TF56 0.00009 0.00001 850.119 0.00000
TF59 -0.03714 0.00431 -861.349 0.00000
TF61 -0.03443 0.00386 -892.894 0.00000
TF63 -0.00003 0.00001 -265.083 0.00803
TF64 0.00096 0.00016 590.689 0.00000
TF66 0.00144 0.00020 709.279 0.00000
TF67 0.00101 0.00017 579.264 0.00000
TF68 -0.01073 0.00423 -253.311 0.01131

F-STATISTIC = 2231.74254

S.E. OF REGRESSION = 0.31698

P-VALUE = 0.00000

RESIDUAL SUM OF SQUARES = 6526.54552

[MDF,NDF] = [ 43, 64956 ]

REGRESSION SUM OF SQUARES = 9642.21134
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EK 7: ikili lojistik regresyon modeli

. . . . Standart Serbestlik _

Modele Giren Degiskenler ve Diizeyleri Katsayi Hata derecesi P degeri

EGITIM_DURUMU 4 0,0510
EGITIM_DURUMU(1) -1,2017 0,4274 1 0,0049
EGITIM_DURUMU(2) -0,2898 0,9404 1 0,7579
EGITIM_DURUMU(3) 0,0259 0,0285 1 0,3632
EGITIM_DURUMU(4) 0,4276 0,5507 1 0,4374
KULL_AMACI 12 0,0000
KULL_AMACI(1) -0,1202 0,2274 1 0,5971
KULL_AMACI(2) -0,2380 0,1628 1 0,1438
KULL_AMACI(3) -0,1213 0,2283 1 0,5954
KULL_AMACI(4) -0,3291 0,1858 1 0,0764
KULL_AMACI(5) -0,1177 0,1931 1 0,5420
KULL_AMACI(6) -0,0618 0,1422 1 0,6641
KULL_AMACI(7) 0,0635 0,1707 1 0,7101
KULL_AMACI(8) -0,3094 0,3101 1 0,3184
KULL_AMACI(9) -0,0201 0,2131 1 0,9248
KULL_AMACI(10) -0,2280 0,1525 1 0,1348
KULL_AMACI(11) 0,4201 0,1469 1 0,0042
KULL_AMACI(12) 0,7843 0,8058 1 0,3304
EV_TELEFON_BILG(1) -0,0973 0,0383 1 0,0111
ODEME_PLANI_TIPI 6 0,6282
ODEME_PLANI_TIPI(1) -21,4791140.073,4517 1 0,9996
ODEME_PLANI_TIPI(2) -20,8419140.073,4517 1 0,9996
ODEME_PLANI_TIPI(3) -23,0546 | 40.073,4517 1 0,9995
ODEME_PLANI_TIPI(4) -0,1918 | 56.756,9943 1 1,0000
ODEME_PLANI_TIPI(5) -42,0578 | 46.269,4289 1 0,9993
ODEME_PLANI_TIPI(6) -20,6058 | 40.073,4517 1 0,9996
OTURULAN _EV_DURUMU 3 0,0000
OTURULAN_EV_DURUMU(1) -0,1937 0,0332 1 0,0000
OTURULAN_EV_DURUMU(2) -0,1642 0,0321 1 0,0000
OTURULAN_EV_DURUMU(3) -0,0552 0,0732 1 0,4512
YENIDEN_DEG_SAYISI 0,6439 0,0274 1 0,0000
YENI_MEVCUT_ MUSTERI(1) 0,0931 0,0774 1 0,2294
TOPLAM_CAL_SURESI 0,0002 0,0002 1 0,3826
MAAS_ MUSTERISI(1) 0,7963 0,0362 1 0,0000
BANKAYLA_CAL_SURESI -0,0007 0,0003 1 0,0498
SIMDIKI_ISYERI_CAL_SURESI 0,0000 0,0002 1 0,9712
MUSTERI_TIPI 1 0,0196
MUSTERI_TIPI(2) 0,1515 0,0649 1 0,0196
KOTU_KAYIT_TURU 5 0,0377
KOTU_KAYIT_TURU(1) 21,0735 | 39.425,0006 1 0,9996
KOTU_KAYIT_TURU(2) 20,0683 | 39.425,0006 1 0,9996
KOTU_KAYIT_TURU(3) 21,5048 | 39.425,0006 1 0,9996
KOTU_KAYIT_TURU(4) 20,8655 | 39.425,0006 1 0,9996
KOTU_KAYIT_TURU(5) 21,1913 | 39.425,0006 1 0,9996
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EK 7: ikili lojistik regresyon modeli (devam)

Serbestlik

Modele Giren Degiskenler ve dizeyleri Katsayi Standart Hata | derecesi P degeri

CALISMA_SEKLI 9 0,0000
CALISMA_SEKLI(1) 0,0230 0,7192 1 0,9745
CALISMA_SEKLI(2) 0,2441 0,2603 1 0,3484
CALISMA_SEKLI(3) 0,7569 0,6567 1 0,2491
CALISMA_SEKLI(4) -0,0416 0,2603 1 0,8731
CALISMA_SEKLI(5) 1,7381 0,7605 1 0,0223
CALISMA_SEKLI(6) 0,3456 0,2583 1 0,1810
CALISMA_SEKLI(7) 0,3217 0,2727 1 0,2381
CALISMA_SEKLI(8) 0,3361 0,2652 1 0,2049
CALISMA_SEKLI(9) 0,2654 0,2634 1 0,3137
SUBE_GORUSU 4 0,0000
SUBE_GORUSU(1) 19,6673 39.668,5393 1 0,9996
SUBE_GORUSU(2) 16,9684 39.668,5393 1 0,9997
SUBE_GORUSU(3) 18,7670 39.668,5393 1 0,9996
SUBE_GORUSU(4) 15,2203 39.668,5393 1 0,9997
SOSYAL_GUVENCE 6 0,0008
SOSYAL_GUVENCE(1) -1,6817 0,6591 1 0,0107
SOSYAL_GUVENCE(2) -0,2403 0,1187 1 0,0429
SOSYAL_GUVENCE(3) -0,3601 0,2489 1 0,1480
SOSYAL_GUVENCE(4) -0,2730 0,1168 1 0,0194
SOSYAL_GUVENCE(5) 0,0413 0,1756 1 0,8139
SOSYAL_GUVENCE(6) -0,3378 0,1123 1 0,0026
BEYAN_EDILEN_GELIR -0,0003 0,0000 1 0,0000
SON_1AYDAKI_RET_ADEDI 0,3438 0,0252 1 0,0000
SON_1AYDAKI_ONAY_ADEDI 0,4233 0,1499 1 0,0047
KKB_AYLIK_TAKSIT 0,0003 0,0000 1 0,0000
KKB_GUNCEL_ENKOTU_STATU2 9 0,0000
KKB_GUNCEL_ENKOTU_STATU2(1) 0,1661 0,2801 1 0,5531
KKB_GUNCEL_ENKOTU_STATU2(2) 0,4408 0,2826 1 0,1188
KKB_GUNCEL_ENKOTU_STATU2(3) 1,6818 0,2912 1 0,0000
KKB_GUNCEL_ENKOTU_STATU2(4) 1,4877 0,3145 1 0,0000
KKB_GUNCEL_ENKOTU_STATU2(5) 1,6439 0,5049 1 0,0011
KKB_GUNCEL_ENKOTU_STATU2(6) 1,9303 0,7153 1 0,0070
KKB_GUNCEL_ENKOTU_STATU2(7) 1,8865 0,4786 1 0,0001
KKB_GUNCEL_ENKOTU_STATU2(8) 0,2451 0,3367 1 0,4666
KKB_GUNCEL_ENKOTU_STATU2(9) 0,2641 0,3108 1 0,3955
KKB_GECMIS_ENKOTU_STATU2 8 0,0003
KKB_GECMIS_ENKOTU_STATU2(1) -0,5641 0,1451 1 0,0001
KKB_GECMIS_ENKOTU_STATU2(2) -0,4766 0,1441 1 0,0009
KKB_GECMIS_ENKOTU_STATU2(3) -0,5521 0,1453 1 0,0001
KKB_GECMIS_ENKOTU_STATU2(4) -0,6251 0,1512 1 0,0000
KKB_GECMIS_ENKOTU_STATU2(5) -0,5735 0,1877 1 0,0022
KKB_GECMIS_ENKOTU_STATU2(6) -0,8754 0,2603 1 0,0008
KKB_GECMIS_ENKOTU_STATU2(7) -0,7562 0,2204 1 0,0006
KKB_GECMIS_ENKOTU_STATU2(8) -0,4236 0,2341 1 0,0703
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EK 7: ikili lojistik regresyon modeli (devam)

Standart | Serbestlik

Modele Giren Degiskenler ve duzeyleri Katsayi Hata derecesi | P degeri
MEDENI_DURUM 3 0,5205
MEDENI_DURUM(1) -0,0331 0,0693 1 0,6329
MEDENI_DURUM(2) 0,1522 0,1356 1 0,2616
MEDENI_DURUM(3) -0,0291 0,0625 1 0,6419
KKB_TOP_BORC 0,0000 0,0000 1 0,0000
COCUK_SAYISI 0,0011 0,0034 1 0,7473
KKB_SON_6AYDAKI_EN_KOTU_ODEME2 11 0,0000
KKB_SON_6AYDAKI_EN_KOTU_ODEME2

(D) -0,3651 0,0486 1 0,0000
KKB_SON_6AYDAKI_EN_KOTU_ODEME2

(2) -0,3433 0,0579 1 0,0000
KKB_SON_6AYDAKI_EN_KOTU_ODEME2

3) 0,2990 0,0786 1 0,0001
KKB_SON_6AYDAKI_EN_KOTU_ODEME2

(4) 0,5205 0,1147 1 0,0000
KKB_SON_6AYDAKI_EN_KOTU_ODEME2

(5) 0,2909 0,2469 1 0,2387
KKB_SON_6AYDAKI_EN_KOTU_ODEMEZ2

(6) 0,2421 0,3898 1 0,5345
KKB_SON_6AYDAKI_EN_KOTU_ODEME2

(7) 0,2196 0,2758 1 0,4260
KKB_SON_6AYDAKI_EN_KOTU_ODEME2

(8) 0,7283 0,8797 1 0,4078
KKB_SON_6AYDAKI_EN_KOTU_ODEME2

(9) -0,0444 0,1141 1 0,6973
KKB_SON_6AYDAKI_EN_KOTU_ODEME2

(10) -0,8923 0,6237 1 0,1526
KKB_SON_6AYDAKI_EN_KOTU_ODEME2

(11) -0,0169 0,0561 1 0,7637
CINSIYET(1) -0,1366 0,0338 1 0,0001
YAS 0,0112 0,0019 1 0,0000
BELGELENEN_TOP_GELIR -0,0008 0,0000 1 0,0000
BORCLULUK_ORANI -0,0824 0,0041 1 0,0000
BASVURU_SKORU 5 0,0000
BASVURU_SKORU(1) -0,2167 0,0902 1 0,0163
BASVURU_SKORU(2) -0,3521 0,0742 1 0,0000
BASVURU_SKORU(3) -0,1283 0,0639 1 0,0446
BASVURU_SKORU(4) 0,1072 0,0496 1 0,0306
BASVURU_SKORU(5) 0,1196 0,0474 1 0,0116
KKB_SKOR 6 0,0000
KKB_SKOR(1) -0,1024 0,0954 1 0,2832
KKB_SKOR(2) -0,1972 0,0988 1 0,0460
KKB_SKOR(3) -0,4237 0,0673 1 0,0000
KKB_SKOR(4) -0,2608 0,0593 1 0,0000
KKB_SKOR(5) -0,1445 0,0476 1 0,0024
KKB_SKOR(6) 0,0077 0,0420 1 0,8554
TALEP_TL 0,0000 0,0000 1 0,0000
TALEP_DOVIZ 0,0000 0,0000 1 0,9692
TALEP_VADE -0,0047 0,0016 1 0,0032
Constant -0,8102 0,0105 1 0,0000
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