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SIMGELER VE KISALTMALAR

Yapay sinir ag1 (Artificial Neural Network)

Evrisimli sinir ag1 (Convolutional Neural Network)

Tekrarlayan sinir ag1 (Recurrent Neural Network)

Zamanla geri yayilim (Backpropagation Through Time)
Olgeklenebilir vektor grafikleri (Scalable Vector Graphics)

Gecitli tekrarlayan birimli sinir agli (Gated Recurrent Neural Network)
Yiizde oram

Iliskisel veri tabani sistemi (Relational Database Management System)
Yapisal sorgu dili (Structured Query Language)

Yapisal olmayan sorgu dili (Not Structrured Query Language)

Neo4j sorgu dili

Javascript nesne gosterimi (Javascript Object Notation)

Dislamali ya da (Exclusive or)

Ve mantik kapis1

Hiyerarsik veri formati

Diizeltilmis dogrusal birim (Rectified Linear Unti)

Ortalama mutlak hata

Ortalama hata karesi

Hizmet olarak her sey (Everything As A Service)



OZET

YAPAY SINiR AGLARININ CiZGE VERITABANLARI UZERINDE
GERCEKLESTIRIMI

Doga Baris OZDEMIR
Canakkale Onsekiz Mart Universitesi
Lisansiistii Egitim Enstitiisii
Bilgisayar Miihendisligi Anabilim Dali Yiiksek Lisans Tezi
Damigman: Dr. Ogr. Uyesi Ahmet Cumhur KINACI
3/3/2021, 70

Yapay sinir aglarinin gelisimi ve yayginlagsan kullanimi nedeniyle kullanicilarin daha
kolay yonetilebilir siireclere ihtiyaci ortaya cikmustir. Bu ihtiyaclar egitilmis modellerin
paylasilmasi, aktarilmasi ve tekrar kullanilmasi olarak Ozetlenebilir. Ayrica modellerin
gorsel olarak diizenlenebilmesi ve izlenebilmesi gereksinimi de ortaya ¢cikmistir. Calismada
bu gereksinimlerin kargilanabilmesi icin bir yazilim sistemi olusturulmustur. Onerilen
sistemin temelinde ¢izge veritabanlarinin kullanilmasi tercih edilmistir. Yapay sinir aglari
teknik olarak cizgeler ile ifade edilebilmektedir. Yapay sinir a§ mimarilerinin bu tarz bir
veritabanina aktarilmasi ve igletilmesi daha kolay olmaktadir. Calismada yapay sinir ag
modelleri iizerinde birden cok arastirmacinin ig birlik¢i calisabilecegi bir yazilim
geligtirilmigtir. Modellerin saklanmasi ile egitim ve test asamalarinin gorsellestirilmesi
saglanmustir. Onerilen sistemde modellere versiyonlanma yetenegi kazandirilmistir. Yaygin
kullanilan YSA kiitiiphanelerinin ortak olarak kullandigi model saklama bi¢imi olan HS
dosyalarinin ¢izge veri tabanina aktarilmasi i¢in yontem olusturulmustur. Modeldeki
girdiler ve c¢iktilar dahil tiim veriler ¢izgede tutulabilmektedir. Bu sayede model ile verinin
ayni ortamda tutulmasi saglanmigtir. Yapay sinir aglarinin hesaplama ihtiyaglar1 ¢cogunlukla
cizge veri tabaninin sorgulama dili kullanilarak gergeklestirilmistir. Bu sayede veritabani
disinda bagimliliklarin azaltilmasi hedeflenmistir. Sorgu dilinin yetersiz oldugu noktalarda

ise arka yiiz sunucularinda bu islemler tamamlanmaistir.

Anahtar sozciikler: Cizge veri tabanlari, yapay sinir aglari, gorsellestirme, veri

temsili
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ABSTRACT

IMPLEMENTATION OF ARTIFICIAL NEURAL NETWORKS ON GRAPH
DATABASES

Doga Baris OZDEMIR
Canakkale Onsekiz Mart University
School of Graduate Studies
Master of Science Thesis in Computer Engineering
Advisor: Asst. Prof. Dr. Ahmet Cumhur KINACI
3/3/2021, 70

Due to the development and widespread use of artificial neural networks, users need
more manageable processes. These needs can be summarized as sharing, transferring and
reusing trained models. In addition, the need to be able to visually organize and monitor
models has emerged. In the study, a software system was created to meet these
requirements. It was preferred to use graph databases on the basis of the proposed system.
Artificial neural networks can be technically expressed with graphs. It is easier to transfer
and operate artificial neural network architectures to such a database. In the study, a
software has been developed for more than one researcher to work collaboratively on
artificial neural network models. By storing the models, training and testing phases were
visualized. In the proposed system, the models are equipped with the ability to be
versioned. A method was developed to transfer HS files, which is the model storage format
commonly used by the widely used ANN libraries, to the graph database. All data,
including inputs and outputs in the model, can be kept on the graph. In this way, it is
ensured that the model and data are kept in the same environment. The computational needs
of artificial neural networks are mostly realized by using the query language of the graph
database. In this way, it is aimed to reduce dependencies outside the database. In cases
where the query language is insufficient, these operations have been completed on the

backend servers.

Keywords: Graph databases, artificial neural networks, visualization, data

representation
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BOLUM 1
GIRIS

Yapay sinir aglari (YSA) yaygin olarak bir ¢ok problemin coziimiinde basariyla
kullanilan bir makine 68renmesi yontemidir. Son on yilda derin 6grenme yaklagimlariyla
cok daha fazla katmana sahip ve cok daha fazla veri ile egitilen ag yapilar1 ortaya ¢ikmistir.
Bu aglar ne kadar fazla katmana sahipse ve ne kadar fazla veriyle egitilecekse o oranda
hesaplama gereksinimine ihtiya¢c duyarlar. Bir YSA modeli olusturulduktan sonra bu
modelin paylasilmas1 ve saklanmasi amaciyla dosyalara kaydedilmesi genel kullanim
senaryosudur. Ozellikle yiiksek hesaplama maliyetiyle olusturulmus modellerin saklanmasi
ve tekrar kullanilabilmesi olduk¢a 6nemlidir. Bir YSA modelinin paylasilmast ve tekrar
kullanilmas1 senaryolarinda kabaca su adimlarin tekrarlanmasi gerekir; dosyanin
aktarilmasi, dosyanin kod seviyesinde okunmasi, okunan dosyadan modelin ¢ikti
tiretilebilecek yapida bellege aktarilmasi, yeni girdilerin modele verilip ¢iktilarin alinmasi
ve Uretilen ciktilarin saklanmasi. Bu adimlarin gerceklestirilmesi i¢in teknik yogun bir
calisma yapilmasi ihtiyaci vardir. Ayrica olusturulmus YSA modelinin yeni versiyonlarinin
olusturulmasi: durumunda versiyonlarin yonetilmesi de ayrica bir problem olarak ortaya
cikabilmektedir.

Yukarida bahsedilen durumlarin olugsmasinin temel olarak nedeninin model ve verinin
farkli ortamlarda saklanmasi ve bu ikisinin bulusturulmasinin ise ¢ogunlukla yazilim
gelistirme faliyetleri ile gerceklestirilmesine baglayabiliriz. Bu tez calismasinda YSA
modelleri ile verilerin ayni ortamda olmasi saglanarak modellerin veri ile dogrudan
beslenebilmesi ve ciktilarin olusturulmasini saglayacak bir ¢oziim onerilmistir. Bu ¢6ziim
ayrica modellerin versiyonlanmasi problemine de ¢oziim getirmektedir.

Literatiirde yapay sinir aglarmin saklanmasi icin ilk olarak nesne yonelimli
yaklagimlar ile veritabanlarinin kullanilmas: 6n plana ¢ikmaktadir. Ik yapilan ¢alismalar ile
yapay sinir aglar iliskisel veritabanlarinda tutularak veritabani sorgulariyla igletilmesi
onerilmistir (Schikuta ve digerleri, 1996). Iliskisel veritabanlarinda yap: degistirildiginde
saklanan tim YSA modellerininin yapisimin etkilenmesi, farkli YSA mimarilerinin
veritabaninda tutulmasinda zorluk yaratabilmektedir. Iligskisel olmayan veritabanlarinda
YSA modelleri saklanarak o©lceklenebilir ve genellestirilebilir bir saklama yontemi
olusturulabileceginin iizerinde durulmaktadir (Schikuta ve Mann, 2013). Ayrica model
olusturabilmesi i¢in gorsel arayiiz gerekliligi ortaya ¢ikmustir.

Coziim olarak sunulan sistemde veriler ile YSA modellerinin ayn1 veri tabaninda



saklanmas1 hedeflenmistir. Aymi veritabani igerisinde modeller ¢ikti liretmek i¢in yine
veritabanindaki verileri kullanabilecektir. Modellerin ¢ikt1 iiretmesi i¢in gerekli olan
hesaplamalar veritabam1 sisteminin destekledigi temel matematik operasyonlarinin
kullanilmasiyla gerceklestirilmeye caligilmistir.

Tez kapsaminda Onerilen ¢6ziim yaklagiminin uygulanmasi icin veritabani sistemi
olarak bir cizge veritabani olan Neo4j! kullamlmistir. Cizge veritabanlarimin tercih
edilmesindeki 6nemli nedenlerden biri YSA modellerinin de ¢izge yapisinda olmasidir. Bu
sayede aktarim ve kullanim i¢in c¢izge mantiginin disina ¢ikmaya gerek kalmamaktadir.
Aktarilan modellerin veritabaninda egitilmesi konusu bu tez kapsaminda ele alinmamaistir.
Ayrica YSA model siireclerinde yiiksek performanshi sonuclar elde etmek bu calisma
kapsamindaki hedeflerden biri olmamistir.

Onerilen ¢oziim yaklasimmin gergeklestirimi i¢in model aktarimi ve isletimini
saglayan bir uygulama arayiizii gelistirilmistir. Onerilen uygulama ile YSA modelleri
kodlama yapmaya ihtiya¢c duymadan gorsel olarak gozlemlenebilmektedir. Arastirmacilarin
model gozlem ve tahminleme siireclerini beraber yiiriitebilmesi saglanmistir.  Cizge
veritabanlarinin verileri yap: bagimsiz tutmasi sayesinde genellestirilebilir bir YSA modeli
saklama ortam1 saglanmugtir. ~ Ogrenim aktarimi yapilan modellerin gérsel olarak
diizenlemesi yapilabilmektedir. Tahminleme siirecinin performansi hedeflerden biri olmasa
da yeterli hizda tahminleme sonucu elde edildigi gozlemlenmistir.

Ikinci boliimde yapay sinir aglari ve hesaplamalari, c¢izge teorisi ve cizge
veritabanlari, yaygin kullanilan yapay sinir ag1 yazilimlari irdelenmigtir. Cizgelerin model
temsiline katkilar1 ve veritabaninda yapay sinir aglarinin saklanmasiyla ilgili ¢alismalar
incelenmistir. Ugiincii boliimde ¢alismada gelistirilen yazilim ile YSA siireclerinin cizge
veritabanlarinda gerceklenmesi i¢in izlenen yontemlerden bahsedilmistir. Yaygin kullanilan
modeller 6nerilen yontem ile gerceklenerek one siiriilen ¢izge veritabanli yapay sinir aglari
kavrami desteklenmistir. ~ Dordiincii boliimde ¢izge veritabanlarinda sinir aglarinin
gerceklenirken dikkat edilmesi gereken durumlar ve simirlar, yaygin kiitiiphaneler ile
karsilagtirmalar, ©Onceki literatiir caligmalarinda Onerilen veritabaninda model saklama
yontemleri karsisinda avantajlar tartisilmistir.  Besinci boliimde calisma ile elde edilen

sonuglar ve oneriler sunulmustur.

'Neo4j Graph Platform, http://www.neo4j.org



BOLUM 2
ONCEKI CALISMALAR

Bu boliimde yapay sinir a§ modelleri ve hesaplama fonksiyonlar1 incelenmistir. Cizge
teorisinin ¢ikisi, cizge veritabanlarinin veritabanlari arasindaki yeri anlatilmistir.
Literatiirdeki YSA saklama ve isleme {izerine yapilan calismalar ve Ornek gosterilen

problemlere literatiirdeki ¢6ziim Onerileri irdelenmistir.

2.1. Yapay Sinir Aglari

Insan sinir sisteminde veri akisinin saglanmasini ve islenmesini saglamak iizere sinir
hiicreleri yani noronlar, sinir hiicrelerindeki bilgi giriglerinin toplanmasina yarayan
dendritler, sinir hiicrelerinden ¢iktilar1 elde eden ve tasimay1 gerceklestiren aksonlar, sinir
hiicreleri arasindaki baglar1 kuran ve agirliklarina gore iletim aktivasyonunu gerceklestiren
sinapslarin olusturdugu yapilar yer almaktadir. Sekil 1’de biyolojik sinir hiicresinin
elemanlar1 gosterilmistir.  Yapay sinir aglar1 yapay sinir ndronlarindan ve birbirleri
arasindaki baglardan olusmaktadir. Yapay sinir aglar1 noronlarindaki agirlik degerlerini

kullanarak ve gerektiginde degistirerek 6grenme gerceklestirmeyi amaclar.

Dendrit

Akson

Sinir Hucresi

Sinai

Sekil 1. Biyolojik sinir hiicre elemanlari

Giintimiizde smiflandirma, kiimeleme ve tahminleme problemlerinin ¢6ziimiinde
etkin olarak yapay sinir aglar1 kullanilmaktadir. Yapay sinir aglar1 insan beyninin igleyisini
bilgisayar ortaminda gerceklemeye dayanmaktadir. Yapay sinir aglar1 cok cesitli ¢calisma
alanlarinda basariyla uygulanan bir teknolojidir. Yapay sinir aglarmin gelistirilmesiyle

beynin bilgisayar ortaminda temsili saglanarak insanin yetenekleri olan 6grenme, taklit



etme, problem ¢dzme yetilerini makinelerin de kazanmas1 amaglanmigtir. Yapay sinir aglari
biyolojik sinir yapisinin iglevlerinden ve yapisindan ilham alan matematiksel modellerdir.

Yapay sinir hiicresi girdi, agirlik, toplam fonksiyonu, aktivasyon fonksiyonu, ¢ikti
olmak iizere bes boliim icermektedir. Girdi yapay sinir hiicresini besleyen veri boliimiidiir.
Veri girdisi oldugu gibi bir onceki katmanin ¢iktist da olabilmektedir.

Agirliklar hiicrenin girdi degerlerinin etkisini belirleyen degerlerdir. Sinir hiicresine
birden ¢ok girdi arasinda hangi girdilerin daha 6nemli oldugu, model 68renimi sirasinda
atanan ve degistirilen agirlik degerlerinin tayiniyle belirlenir. Bir girdi daha biiyiik agirliga
sahip oldugunda bir 6nceki hiicreyle baglantinin 6nemi artmaktadir. Agirliklarin hangi sirada
ve oriintiide degistirilecegi yapay sinir ag1 modelinin tiiriine gore degisiklik gostermektedir.

Toplam fonksiyonu, hiicreye olan girdilerin kendi agirliklarla carpilmasi her bir girdi
icin elde edilen degerlerinin toplanmasi ile sapma degeri olan bias degerinin bu toplama
eklenmesi isleminin yapildigi fonksiyondur. Sapma degeri olan bias degeri sinir hiicresi
ciktilarinda daha uygun sonuclar elde etmek icin ayarlanan bir degerdir. Toplam fonksiyonu
bir veri dizisi degil, say1 ¢iktis1 olusturmaktadir. Girdiler g1, g2, ..,8s, agirliklar ay,as, .., a,,
ciktilar c¢y,cp,..,c, olarak isimlendirildiginde toplam fonksiyonu Denklem 2.1°de

gosterilmektedir.

n
) gi-ai 2.1)
i=1

Cikt1 sinir hiicresinin gerceklestirdigi hesaplamalarin sonucu olarak disariya verdigi
deger veya degerlerdir. Cikti bulundugu katmana gore bagka bir hiicrenin girdisi ya da
genel olarak YSA’nin c¢iktis1 olabilmektedir.  Genel olarak YSA girdiden veri alir,
agirliklarla ¢arpilir, carpimlar toplanir, aktivasyon fonksiyonu calistirilir, ve ¢iktinin tiretimi
saglanabilir. Bias degerinin eklenip eklenmemesi arastirmaciya ve modele bagh degiskenlik
gosterir.

Aktivasyon fonksiyonu toplam fonksiyonundan sonra ¢alisarak agin yapisina bagh
olarak modeli gelistirenler tarafindan hiicrede islenecek verilere, c¢odzecegi probleme,
O0grenme algoritmasina gore secilmektedir.  Aktivasyon fonksiyonlar1 sinir aglarinin
dogrusal calismasmm engellemektedir.  Ogrenmenin gerceklesmesi icin zorunlu olarak
kullanilmas1 gerekmektedir. ~ Sinir aglarinda katman sayilar arttirilarak dogrusalligin
azaltimi saglanmaktadir. Sinir aginda katman sayisi arttikca problem ¢oziimiinde daha az
dogrusallik ve daha dogru 6grenim gerceklestirilebilmekte buna karsin islem maliyeti
artmaktadir. Aktivasyon fonksiyonunun ciktilar1 pozitif sayilar olabilecegi gibi negatif

sayllar da olabilmektedir. Matematiksel olarak, aktivasyon fonksiyonu  tiirevi
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hesaplamamizi saglayan siirekli bir fonksiyondur. Noronun aktive olup olmayacagini
belirler. En temel yapay sinir hiicresi aktivasyon fonksiyonu olmadan, O ile 1 sonuglari
treterek 0grenme gerceklestiremez.

Aktivasyon fonksiyonlar1 girdileri ve c¢ikti degerleri olarak bir egri ile
gorsellestirilebilmektedirler. Gorsellestirildikleri egriyi giincellerken egime bagli olarak
egrinin hangi yonde ve ne kadar degistirilecegi tiirevi alinarak bulunur.

Sigmoid fonksiyonu girdileri [—oo; 0| araligindan alarak [0; 1] ¢iktilart iiretmektedir.

Sigmoid fonksiyonunun matematiksel gdsterimi Denklem 2.2’de yapilmistir.

1

= 2.2
1 + e~ ( )

o (x)

Girdilerdeki en ufak degisiklik c¢iktilarda biiyiik degisikliklere yol ag¢maktadir.
Genellikle ikili siniflandirmalarda c¢ikti katmaninda kullanilir. Girdilerin tiim degerlerini,
degerler O ila 1 arasinda olacak sekilde, birbirlerine gore oranlayarak ¢ikti iiretir. Softmax
fonksiyonu Sigmoid’e gore girdilerin siniflarda olma yiizdelerini hesaplar. Softmax’in

formiilii Denklem 2.3’te gosterilmistir.

F (Xi) _ Exp (Xi> (2.3)

B ZI;:O Exp (xj)

Softmax birden ¢ok girdiyi O ila 1 arasinda toplamlar1 1 edecek sekilde oranlar, bu
oranlama ile girdilerin hedef ¢ikti simiflarinda yiizdesel olarak ne kadar yakin oldugu
ciktisini elde ettirir. Cok smnifli siniflandirma problemlerinde siklikla kullanilmaktadir.
Genellikle YSA’larda Softmax icin ayr bir katman olusturulur. Hem Sigmoid hem de
Softmax formiiliinde iistel carpanlar kullamildig1 i¢in hesaplamasi maliyetlidir. Sigmoid
fonksiyonunda islevi yok olan gradyan problemiyle karsilasilabilmektedir. Islevi yok olan
gradyan problemi geri yayilim modellerinde gradyan hesaplarinin siirekli daha sivrileserek
ve kiiciilerek geriye yayilmasindan dolay1 tahminleme oraninin diismesidir.

Tanh fonksiyonu girdileri [—oo;e0] araligindan alarak [-1; 1] aralifinda ¢iktilar

tiretmektedir. Tanh fonksiyonu Denklem 2.4’teki sekilde formiilize edilmektedir.
F(x) = tanh(x) (2.4)

Genellikle gizli katmanlardaki hiicrelerde kullanilmaktadir. Ciktilar O degeri merkez
noktasi belirlenerek iiretilmektedir. Tanh, formiilii geregi dogrusal degildir. Bu yiizden ¢ok

katmanli model mimarilerine uygundur. Gradyan degerlerini sonuglari cok daha Sigmoid’e
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gore keskindir. Tanh aktivasyonunu uygulamak daha kolaydir, bu nedenle Sigmoid
fonksiyonu yerine genellikle tercih edilir. Tanh yinelenen sinir aglarinda (RNN) sonuglari
bir katmandan di8er katmana tasima konusunda siklikla kullanilmaktadir. Tanh
fonksiyonunda islevi yok olan gradyan problemiyle karsilasilabilmektedir.

ReLu fonksiyonu [—eo;e0] girdileri alarak [0; max(x)] araliginda ¢iktilar tiretmektedir.
Sigmoid ve Tanh fonksiyonlarina gore hesaplama maliyeti diisiiktiir. ReLu, Denklem 2.5’te

formiilize edilmistir.
F(x) = max(0,x) (2.5)

Gizli katmanda varsayilan olarak kullanilan aktivasyon fonksiyonudur. YSA’larda
noron Oliimii olarak adlandirilan bir probleme yol acabilmektedir. Noron o6liimii bir
hiicrenin siirekli aym degeri yani 0 sayisin1 vermesidir. Olen ndron hesaplamada hig bir rol
oynayamaz ve saf dis1 kalir. Olen ReLU noronu tekrardan canlandirilamaz. Olen néronun
gradyan1 0’dir. O olan gradyanin, gradyan inisi de O oldugu icin agirliklarini hi¢ bir zaman
giincellenememektedir bu nedenle 6lii néron olarak adlandirilmaktadir. Leaky ReLu, oli
noron sorununu cozmek icin negatif girdilere pozitif gradyan uygulayarak néronun
tekrardan canlandirilmasi i¢in bir sans olusturur. Leaky ReLu Denklem 2.6’daki sekilde

gosterilmektedir.
F(x) = max(0.1x,x) (2.6)

Sigmoid ve Tanh aktivasyonlar: da ayni sorunlardan etkilenmektedir. Ancak her zaman
icin kiiciik bir gradyan degeri uzun siireli model 6grenimlerinde noronlarin kurtarilmasinda
etki gosterebilmektedir.

Maxout aktivasyonu, Leaky ReLu ve ReLu fonksiyonlarinin genellestirilmesiyle elde

edilmistir. Maxout aktivasyonu Denklem 2.7°de gosterilmistir.
F(x) = max (w{x+by,wix+b,) (2.7)

Maxout, 6len noron problemini yasamaz. RelLu’ya oranla iki kat1 parametre ihtiyaci
oldugundan, daha cok egitime ihtiya¢ duyar.

Yapay sinir aglar1 6greticili ve 6greticisiz olmak iizere iki tiir 6grenme yaklagimina
ayrilmaktadir.  Ogreticili modellerin egitiminin gergeklesmesi igin Ogrenilmesi istenen

problemin sonuglarina hakim, modeli sonuclarini bildigi veriler ile besleyecek bir
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ogreticiye ihtiya¢ duyar. Ogreticisiz 6§renme modeli ise bir dgreticiye ve sonuglara
hakimiyete gerek olmadan, Ogrenilmesi istenen durumdaki verilerin birbiri arasindaki
iligkilerine ve maliyet hesaplarina dayanan 6grenme modelidir. Yapay sinir aglarinin
O0grenme giicli tip, endiistri, biyoloji, ekonomi, miihendislik ve benzeri bir ¢ok alanda
bagarili sonuglar elde edilmesini saglamustir.

Yapay sinir aglar1 ¢ok yonliiliigii ile insan beyninin 6grenme yapisim taklit ederek
teorik olarak her alanda calistirilabilmektedir. Yapay sinir aglarimin iki temel yetkinligi
vardir bunlardan ilki 68renme algoritmasini olusturmasi, ikincisi noronlar arasi baglardaki
agirliklarin tutulmasi ile 6grenilmis bilgiler olarak kullanilmasidir. Yapay sinir aglart ayni
anda bir ¢ok bilgiyi paralel isleyebilmektedir, hizli ve hataya toleranshdir. No6ronlardaki
agirliklarin degisimiyle ve yeniden egitilmesiyle kazandigi uyum ozelligiyle duragan
olmayan alanlarda da islem gerceklestirebilmektedir. YSA dogrusal olmayan modelleri de
desteklemektedir. YSA’lar bu 6zellikleriyle karistk miihendislik  problemlerinin
cozlimlerinde siklikla kullanilmaktadir.

Yapay sinir aglari insan sinir aglarmi temel alan bir sanallastirma temsili
gerceklestirmektedir. Mcculloch ve Pitts (1943) yapay sinir aginin temellerini olusturmus
ve ilk agin ornegini sunmusglardir. Mcculloch ve Pitts (1943) ikili degerler olan binary
degerler ile 6grenmenin gerceklestirilebilecegini one siirmiiglerdir. One siiriilen hiicreye
gelen girdiler engelleyici ve uyarici olarak ikiye ayrilmaktadir ve girdiler esik degerini
astiginda ¢iktinin iiretimi saglanmaktadir. Hebb (1949), Mcculloch ve Pitts (1943)’in 6ne
stirdiigti bu model iizerinden modern makine dgrenmesinin ilk kurallarindan birini ortaya
cikarmistir.  Bu kural ayni model sonuclarin elde edildigi girdiler arasindaki bagin
kuvvetlendirilmesi gerektigini, farkli ise aradaki bagin zayiflatilmasi gerektigini
savunmaktadir.  Yeni agirlik giincellemeleri ciktilarin ¢arpimiyla ve eski agirlifin
toplamiyla elde edilmektedir. Minsky ve Papert (1969) temelleri yeni atilan temel yapay
sinir aglarma algilayict denilen yeni yaklasimi kazandirarak, yapay sinir aglarinin her seyi
ogrenemeyecegini XOR mantik kapisimi algilayicinin ¢ozemeyecegi oOrnegi ile ortaya
cikarmistir. Bu sebeple yapay sinir aglarinin gelistirilmesi on yi1l boyunca askiya alinmigtir.
Teknolojinin gelismesiyle, yeni 68renme yontemlerinin arastirilmasina baslanmis ve yeni
mimarilerin olusturulmasiyla yapay sinir aglarimin etkinlikleri tekrardan giindeme
alimmustir. Yapay sinir aglarinda yeni yontemlerin ve uygulama alanlariin ortaya ¢ikisiyla
O0grenme optimizasyonu, veri temsilinin gelistirilmesi gibi konularda ¢alismalar
yapilmaktadir. Yapilan ¢alisma kapsaminda yapay sinir aglarimin temsili ve verilerinin
islenmesi konularinda halihazirda kullanilan yontemler disinda bir yontem One siiriilmiistiir.

Sinir aglariin temsilinde sinir ag1 hiicrelolteri diigtimler, sinir hiicreleri arasindaki
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iligkileri temsil eden sinapslar ise iligkiler olarak nitelendirilmektedir. Yapay sinir agi,
diigiim ve diigtimler arasi iligkileri iceren katmanlardan olusmaktadir. En temel yapay sinir
ag1 yapist giris ve c¢ikti katmami olarak iki katmanli algilayici olan perseptrondur.
Giintimiizde kullanilan yapay sinir aglar temel olarak iic katman icermektedir. Katmanlar
islenecek verilerin olusturdugu girdiler katmani, islemi yapacak hiicrelerin olusturdugu
gizli katman ve sonu¢ olarak ciktilart iiretecek cikti katmanmidir. Yapay sinir hiicreleri
arasinda iligkiler tek yonlii veya c¢ift yonlii olabilmektedir. Sekil 2’de 6rnek ii¢ katmanli bir
yapay sinir ag1 modeli resmedilmistir.

GIZLI KATMAN

GIRDI KATMANI

CIKTI KATMANI

Sekil 2. Ug¢ katmanl temel yapay sinir ag1 modeli

Yapay sinir aglar1 ¢ozmekle ilgili olduklar1 siniflandirma, kiimeleme ve tahminleme
problemlerini istenen basarimla gerceklemek icin test verileriyle egitilmelidir. Modeller
ilgili olduklar1 alanda girdileri ve ¢ikti sonuglari bilinen veya bilinmeyen test 6rnekleriyle
egitilmelidir. Belirli bir mantik cercevesinde olusturulmus verilere veri seti denmektedir.
Veri setlerini belirli oranlarda bolerek egitim ve test veri setleri olusturulmaktadir. Bu veri
setleri ile basarimlar istatistiksel olarak hesaplanarak modelin basarimi hakkinda bilgi

edinilmektedir.

2.1.1. Yapay Sinir Ag Modelleri

Yapay sinir hiicrelerinin temel yapis1 perseptron ya da diger adiyla algilayicidir.
Perseptron, sinir aglarinda tek bir katmanin ismi olarak da adlandirilabilir. Perseptronlarin
cok katmanli olmasiyla sinir ag1 ortaya ¢ikmaktadir. Perseptron dogrusal ikili siniflandirma
yapar. Ogreticili 6grenmede kullanilmaktadir. Perseptron girdi katmam, agirhik, sapma
diger adiyla bias, toplam ve aktivasyon fonksiyonlarin1 icermektedir. Rosenblatt (1958)
tarafindan One siiriilmiis perseptron, yani algilayict modeli, modern sinir aglarinin temelini
olusturmustur. Girdi katmanindan alinan verilerin iglenip sonraki katmanlara

aktarilamasindan dolay1 ileri beslemeli ismini almistir.  Egitilen sinir hiicreleri hata
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yayiliminin saglanmasi icin geri yayilima ihtiya¢c duymaktadir. Teoride yeterince sinir
aginda yeterince gizli sinir hiicresi oldugunda girdi ve ¢ikti arasindaki iligkiyi bulabilecegi
diistiniilmektedir, ancak pratikte kullanim alan1 ¢ok sinirlidir. Tek basina kullanilmalarindan
ziyade yapay sinir aginin yapitasi olarak kullanimlar1 yaygindir.

Minsky ve Papert (1969) yaptiklar1 ¢alismada perseptron modelinin basit mantik
kapis1 olan XOR mantik kapisint ¢ézemedigini gostermislerdir. Model egitimi asamasinda
tekrar sayisinin ve Ornek veri kiimesinin bilyiitiilmesiyle agirlik ve sapma degerlerinin
istenen sonug¢ degerlerine yaklagsmasi saglanabilmektedir. Model parametrelerinin test
verilerinin arttirtlmasiyla, genellestirilebilir model paramaterleri elde edilerek perseptronun,
diger bir adiyla algilayicinin, siniflandirma basarimi artmaktadir. Girdiler g1, g, agirliklar
ap,ar ciktilar cq,cp olarak isimlendirilmistir.  Verilen Ornekte aktivasyon fonksiyonu

Sigmoid’dir. Cikt1 toplam fonksiyonu Denklem 2.8’de gosterilmistir.

Cl=A1.G1+A2.G2+b (2.8)

Girdi katmanindan algilayiciya veriler girerken agirliklarla carpilir ve toplanir, sapma
degeri toplanir ve sonug olarak aktivasyon fonksiyonuna aktarilarak ¢ikti saglanir. Néronun
ogrendigi deger C1 olarak adlandirilmaktadir. NoOronun irettidi cikti degeri ile ¢ikti
katmanindan direkt sonucun elde edilmesi saglanabilecegi gibi bagka bir ndronun girdisi
olarak da kullanilabilmektedir.

Evrisimli sinir aglart (ESA), goriintii girdi verileriyle, problemlerin iizerinde
bilgisayar goriisii alaninda etkili olmasiyla basar1 ve ivme kazanmig bir yapay sinir agi
modelidir. Evrisim ya da dier bir adiyla konvoliisyon matris ¢arpiminda kullanilan
matematiksel bir islemden gelmektedir. Bir ESA goriintiiyii islerken ii¢ farkli yapi
kullanmaktadir. Ug rengin karisimiyla edilmis goriintii verisi noron seti, renkli goriintiiniin
¢ katmanimm kirmizi, yesil ve mavi olarak ii¢ ayr1 goriintilyii olusturarak analiz
edilmektedir. Onemli ozellikleri tammlamak icin gorsel her renk icin birer birer analiz
edilmektedir. ESA mimarisinde bir katmandaki tiim ndronlarin bir sonraki katmandaki tim
noronlarla iletisim kurdugu tamamen bagl sinir ag1 yapist kullandigr zamanlarda biiyiik
goriintiileri analiz etme konusunda yetersiz kalabilmektedir. ~ Goriintiiler biiyiidiikce
hesaplama maaliyetleri artmaktadir. Bir ESA, bir katmandaki néronlarin bir sonraki
katmandaki tiim noronlara baglanmadig1 ii¢ boyutlu bir yap1 kullanir. Her katmanda, bir
noron seti goriintiiniin kiiciik bir bolgesini veya 6zelligini islemektedir. Bu yapinin nihai
ciktisi, olasilik ¢iktilarinin oldugu bir vektor veya sayi dizisidir. ESA goriintiiyii taramakta

ve tararken her adimda kiiciik bir boliimiiniin analizini yapmay1 ve her 6zelligin gerekli
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sinifa ait olasiliklarla bir 6zellik dizesi olusturmay1 iceren bir evrisim gerceklestirmektedir.

Gorlintiilerin anlamlandirilabilmesi ve YSA modelleri ile 6grenilmesi i¢in Cun ve
digerleri (1990) evrisimli sinir aglarinin temelini el yazis1 rakamlarin taninmasi problemi
icin geri beslemeli bir ag modeli olusturduklarinda atmiglardir. Lecun, Bottou, Bengio ve
Haffner (1998) yilinda yaptig1 calisma ile el yazisi rakam tanima problemini artik ESA
olarak isimlendirdikleri Onceki calismalarim1 temel alarak gelistirmigler ve derin
ogrenmenin temellerini olusturmuslardir. Yapilan calismalar ile derin 68renme aglarinin
gorsel veri problemi lizerinde gerceklenmesiyle derin 68renme, gorsel verileri isleme
alaninda yetkinlikler kazanmaktadir.

ESA’da temel olarak 5 katman tipi bulunmaktadir. Bu katmanlar evrisim
(Convolution) katmani, dogrusal olmama (Non Linearity) katmani, havuzlama (Pooling)
katmani, diizlestirme (Flattening) katmani ve tam baglh (Fully-Connected) katmanidir. Ayni
gorevi iistlenen birden ¢ok katman olabilmektedir. Convolution katmani, gorselin en 6nemli
ozelliklerini ¢ikarmak i¢in uygulanan bir katmandir. Non Linearity, katmani1 konvoliisyon
isleminin ardindan aktivasyon uygulama katmanidir. Giiniimiizde ESA’larda en yayginca
kullanilan1 aktivasyon fonksiyonu ReLu’dur. Pooling katmani, agirliklarin azaltimiyla
ilgilenir, aym gorselin onemli oOzelliklerini daha kiiciik boyutlarda ifade etmek igin
kullanilmaktadir. En 6nemli bilgileri korurken, her 6zelligin boyutsalligini azaltma isini
havuzlama katmani yapar. En popiiler kullanilan1 Max Pooling’tir. Flattening katmani,
islenen gorsellerin yapay sinir aginin isleyecegi formata doniistiiriilmesiyle ilgilidir. Fully
connected katmani, ise YSA'nin bulundugu katmandir. Ogrenim ve tahminleme islemleri
bu katmanda gerceklenir. En popiiler ve kabul goren ESA’lar Simonyan ve Zisserman
(2014)’m gelistirdigi VGGNet, Szegedy ve digerleri (2015)’nin gelistirdigi GoogLeNet,
Krizhevsky, Sutskever ve Hinton (2012)’in gelistirdigi AlexNet, Lecun ve digerleri
(1998)’nin gelistirdigi LeNet’tir. ESA’da goriildiigii iizere verinin optimizasyonu ve temsili
cok biiyiikk bir onem kazanmistir. ESA’da 0grenim siirecindeki girdi verilerinin temsil
islemleri gorsellerin optimizasyonunda, yani daha 6grenme isleminin baslamasindan
oncesine taginmistir. Bu yaklasim da arastirmacilara veri temsilinin Onemini
gostermektedir.  Yiiz tanima, goriintiilerde nesneleri tespit ve siniflandirmasi, robot ve
otonom araclarda bilgisayar goriisiinii giiclendirmek, sahne tespiti, anlamsal ¢oziimleme,
climle simiflandirmasi gibi bir ¢cok alanda basarili olarak kullanilmaktadir. Giiniimiizde en
cok kullanilan YSA modellerinden biridir. Sekil 3’te evrisimli sinir ag1 modeli katmanlari

ve akislar1 gOsterilmistir.
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1(0.01)
2(001)
3(0.01)
4(097)

Evrisim (Convolution) + Akfivasyon ~ Havuzlama (Pooling) ~ Evrigim + Akfivasyon ~ Havuzlama ~ TamBadh  TamBaghi Cikh Tahminlame
Sekil 3. Evrisimli sinir ag1 6rnegi

Tekrarlayan Sinir Ag1 (TSA), sinir aglarinin dogasindan kaynaklanan ardigik girdi
verileriyle calismasinda etkin rol oynamaktadir. Rumelhart, Hinton ve Wilson (1986)
gelistirdikleri model ile 6grenim sirasinda elde edilen hatalarin geri besleme ile tekrar
tekrar agirlik giincellemesinde kullanilmasim saglamiglardir. TSA, ag analizi veya yazilim
giivenligi gibi konularda, birbiri ardina zaman i¢inde sisteme girdisi olan metin, gorsel
medya, ses veya birden farkli girdinin olugsmasinda 6grenim gerceklestirmek icin yetkinlige
sahiptir. Bir TSA ag1 bir giris dizisini kabul ederek, onceki girdilerin hatirlanmasini saglar
ve her yeni girisle birlikte yeni bir 6grenme katmani ekleyerek caligir.

TSA, zaman igindeki girdi dizisinde ¢alismaktadir. Ornegin, videodaki kareler veya
bir ciimledeki kelimeler bu girdi dizisini olusturabilmektedir. Sinir aginda her girdi i¢in bir
sinir katmani bulunur. TSA ag1 6grendiginde, cok katmanli bir geri doniisiim bicimi olan
zamanla geri yayihm (ZGY) gerceklestirmektedir. ZGY, en son zaman adimindan, her bir
onceki adima asamal1 olarak geri donmek i¢in her zaman bir noron i¢in en iyi agirliklari
bulmak i¢in gradyan inisini kullanmakta ve ayn1 zamanda bilgi aktarimini yoneten optimal
agirliklar1 6grenmek i¢in de bir adimdan digerine gecislerde zincir kuralim1 kullanmaktadir.
Dil modellemesi ve yazi iiretimi, konugsma algilama, gorsel etiketleme, yaz1 verilerinde dil
cevirisi, zaman serileriyle calisan problemlerde 68renim gerceklestirmek i¢cin TSA siklikla
kullanilmaktadir. Gizli katmanlardan elde edilen ciktilar hafiza sinirlerine iletildikten sonra
girdi katmanlarinda hesaplamaya katilarak tekrarlama gergeklestirilir. En cok bilinenleri
Elman ve Jordan aglaridir. Gizli hiicreler hy,hs..., hy, ciktt hiicreleri yq,y»...,y;, aktivasyon
fonksiyonlart ©7,09...,0;, girdi hiicreleri xp,x;...,x;, sapmalar by,b;...,b;, aZirliklar
W1, Ws...,W;, hafiza sinirleri Uy, U,...,U; olarak ifade edildiginde TSA matematiksel olarak
Denklem 2.9 ve Denklem 2.10 denklemlerindeki sekilde formiilize edilmektedir.
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hy = o (WXt + Uphy—1 + by) (2.9
yi = 0y (Wyh; +by) (2.10)

Elman ag1 hafiza hiicreleri gizli katmanlar tarafindan beslenmekte ve girdi
katmanlarin1 aktive olmasina gore beslemektedir. Jordan aglarinda hafiza hiicreleri Elman
aglarindan farkli olarak ¢ikti katmanindan beslenmektedir, tek farki budur. Elman ve Jordan
aglarinda girdilerde ileri yayihmhi 6grenme kurali uygulanmaktadir.  Jordan (1989)
tarafindan gelistirilen Jordan aglar1 ve Elman (1990) tarafindan gelistirilen Elman aglari

ayni zamanda basit tekrarlayan aglar olarak isimlendirilmektedir.

2.1.2. Ogrenme Algoritmalar:

Yapay sinir aglarinda modellerin olusturulmasinda ve uygulanmasinda, ilgili olacagi
veriler lizerinde bir 6grenme gerceklestirme amaci bulunmaktadir. Verilerin bulundugu
alana ve modeli olusturan arastirmacinin veriler iizerindeki hakimiyetine gore uygulanacak
yapay sinir agina karar verilmektedir. Arastirmaci verileri 6grenim sonunda hangi sinifa ait
olacagimi isaretleyebilir bilgi diizeyine sahipse, Ogreticili OZrenme yapilan sinir agi
modelini tercih etmesi gerekirken, verilerin kendi arasindaki bag hari¢ bilinmiyorsa ve sinifi
isaretlenemiyorsa Ogreticisiz  0grenme saglayan sinir modellerini tercih etmelidir.
Ogreticisiz 6grenmede amag, veriler arasinda oriintiileri ve benzerlikleri yakalayan bir
model iiretmektir. Ogreticisiz 6grenme sonucunda veriler kiimelenmektedir. Ogreticili
ogrenme, siniflar1 belirlenerek isaretlenmis veriler ile olusturulmug bir sinir ag1 modeli
ortaya c¢ikararak, bilinmeyen bir veri geldiginde hangi sinifa ait bir veri oldugunun ¢iktisini
vermek amaciyla smmiflandirma yapar. Ogreticili 6grenmede etiketlenmis veriler sisteme
girilen bir verinin karsihiginda hangi ¢ikis degerinin iiretildiginin bilindigi verilere
denmektedir. Ciktilar, veri dizileri olabilecekleri gibi say1 da olabilirler. Siniflandirma ayrik
verileri tahmin etmek icin kullanilmaktadir. Yayilim tabiri ise devamli verilerin tahmininde
kullanilmaktadir. Ogreticili ve dgreticisiz 6grenme yontemlerinin yaninda, yari 6greticili
ogrenme ve destekli 6§renme yontemleri de bulunmaktadir.

Ogreticili 6grenme yapan sinir ag modelleri, hem girdiler hem de ciktilarin modelde
isaretlenmesi ve ag lizerinde hatanin ve 6grenim agirliklarinin yayilmasiyla ¢alismaktadir.
Model egitimi icin isaretlenmis ve derlenmis verilere eitim seti, egitimin sonucunda
modelin basarimini 6lgmek i¢in isaretlenmis verilere test veri seti denilmektedir. Gorsel

tizerinden duygu durum analizi, obje tanima, hareket ve mimik tanima, metin siniflandirma,
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metinlerde duygu durum analizi gibi insan tarafindan etiketlenebilen tiim veriler icin
ogrenme, Ogreticili 6grenme ile siniflandirarak yapilabilmektedir. Ogreticili 6grenmede
o0grenmenin yapilabilmesi i¢in etiketli verilerin, tahminleme modeli ve 6grenme yontemi
olmasi yeterlidir. En ¢ok kullanilan 6greticili 6grenme algoritmalar1 en yakin komsu, karar
agaclari, dogrusal yayilim, destek vektor makinesi, Naive Bayes ve yapay sinir aglaridir.

Ogreticisiz 6grenmede problemi cozecek olan verilerde iliskiler model tarafindan
ogrenildikten sonra ilgili oldugu alanda arastirmaciya yeni bilgiler Ogretmek {iizere
caligsmaktadir. Problem uzayindaki verileri anlamlandirmak i¢in sik¢a kullanilan 6grenme
yontemidir. Higbir etiket ve sinifin bulunmasina gerek yoktur. Veri madenciliginde siklikla
Ogreticisiz O0grenmeye basvurulmaktadir. Kiimeleme algoritmalar1 ve iliski kurma
algoritmalar1 ve problem uzay verileri 6greticisiz 6grenme gerceklestirilmesi i¢in yeterlidir.
K-means simiflandirma algoritmasina dgreticisiz 6grenmede siklikla bagvurulmaktadir.

Yar1 ogreticili 68renme, etiketlenmis veriler ile etiketlenmemis verilerin bir arada
kullanilabilecegi problem veri uzaylarinda ¢alismak amaciyla ortaya c¢ikartilmigtir. Veri
etiketlemek, maliyeti biiyilkk bir islemdir ve problem uzayma hakim bir uzman
gerektirmektedir. Verilerin ¢ogunlugunda etiketlerin bulunmadi81 bir problem uzayinda
uygulanmasi uygun olacaktir. Konusma analizi, internet icerik siiflandirmasi, DNA ve
protein dizesi siniflandirmasi problemleri ihtiya¢ duyuldugu alanlarin baginda gelmektedir.

Destekli 6grenme yonteminde egitim sirasinda model degerlendirme sonucunu ajan
ya da destekci olarak adlandirilan insana, verinin sinif dogrulugunu kontrol etmesi i¢in
vermektedir. Ciktis1 elde edilen bu model ile 6grenmeye insan faktorii dahil olmaktadir.
Model, destekc¢iden alinan etiket ile model hem 6grenimini giinceller hem de problemin
coziilmesi i¢in destek olan kisiye olabildigince tahmin dogrulugu yiiksek sonuglar cikartir.
Destekli 6grenmede hata yapilmamasi gereken durumlarda ve problem uzayinin biiyiik
oldugu alanlarda kullanilmaktadir.  Yinelemeli olarak her an kendini giincellemesi
gerekmektedir.  Destekli 6grenme yoOntemiyle olusturulmus modele Ornek olarak bir
doktorun hastanin iizerindeki bulgular1 egitimi istenilen seviyeye geldigi diisiiniilen modele
girmesi ile olas1 hastaliklarin kendisine gosterilmesi ve doktorun tecriibesini kullanarak bu
hastaliklar1 onaylamasi veya yanlis oldugunu modele iletmesi ile modelin daha iyi 6grenme
yapmas1 gerektiginin ortaya ¢ikmasi durumu verilebilir. Ornekte hata yapilmamasi gereken
riski yiiksek bir alan olan saglikta destekli O0grenmenin bir kullamim alani oldugu
gosterilmigtir. Siniflandirma yapmak iizere en iyileme yaklagim ile ¢calismaktadir. Destekli
O0grenme yonteminde Ogrenme adimlarimin tekrarinda Markov karar zinciri devreye
girmektedir. Modelin ciktis1 ile destekcinin verdigi karar etiketleri Markov zincirinde

tutulmaktadir. Otonom ve yari araclar, robotik, belirli problem uzayina sahip oyunlar gibi
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alanlarda siklikla kullanilmaktadir. Gegici fark 6grenmesi, miicadeleci ag, pekistirmeli

ogrenme Q-0grenmesi en ¢ok kullanilan yontemlerdir.

2.1.3. Maliyet Fonksiyonlari

Yapay sinir aglarinda problem uzayindaki verilerde 6grenim gerceklestirildiginde
elde edilen tahmin ciktilarinin gercekte olmasi gereken ¢iktilar arasindaki fark 6grenimin
dogrulugunu gostermektedir. Tahminlenen ile gercekte olmasi gereken farki hesaplayan
fonksiyona maliyet fonksiyonu ya da kayip fonksiyonu denmektedir. Agirliklar maliyet
fonksiyonunu en aza indirmek iizere giincellenmektedir. Sekil 4’te maliyet fonksiyonunun

YSA modeli iizerindeki konumu gosterilmektedir.

Girdiler

Tahminlenen Cakt Gergek Cikh
¥

Maliyet Fonksiyonu }

|

Hata
Sekil 4. Maliyet fonksiyonunun YSA modelindeki yeri

Ortalama hata karesi diger adlariyla L2 veya Mean Squared Error maliyet fonksiyonu,
dogrusal geri yayilmada yayginca kullanilan bir maliyet fonksiyonudur. Tahminlenen ile
gercek cikti arasindaki farkin karesinin alinmasiyla tiim veri kiimesi i¢in optimum hata
bulunmaya calisilmaktadir. Modelin tahminledigi ¢ikti x;, gercek cikti X;, eleman sayisi n
olarak alindiginda matematiksel olarak Denklem 2.11 seklinde formulize edilmektedir.

1
OHK =~ ¥ (x;—%)° 2.11)

=

Ciktilarin farklariin karesi hesaplandigindan sonuclar hep pozitif ¢ikmaktadir. Sekil
5’te siyah noktalar YSA model ciktilarini temsil etmekte, yatay ve dikey eksenlerin
arasinda cizilen ¢izgi gercek ciktilarin olmasi gerektigi degerleri, siyah noktalar ile gercek
cikt1 arasindaki kesikli cizgiler ise gercek ile model ¢iktisi arasindaki farki ifade etmektedir.

Ornek bir YSA modeli oldugu varsayilarak olusturulan iki boyutlu koordinat sisteminde
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tahminlenen ¢iktilar ve gercekte olmasi gereken ciktilar gosterilerek ortalama hata karesinin
gorsellestirilmektedir. Ortalama hata karesi ile maliyet hesaplarinin dezavantaji, ortalama
hata karesiyle maliyet hesaplandigi icin yanlis degerleri hesaplarken de hesap katsayisi

yiiksek olacagindan hata oraninin yiikselmesine sebep olabilmektedir.

Gergek Cikh

°

(1.4) d (6,5)

(5,2)

°

(4,1)

L
Sekil 5. YSA model ¢iktilarinin ortalama hata karesinde kullanilmasi

Ortalama mutlak hata diger adlariyla L1 veya Mean Absolute Error maliyet
fonksiyonu, dogrusal geri yayilmada kullanilan bir maliyet fonksiyonudur. Tahminlenen
YSA model ciktis1 ile gercek ciktinin arasindaki farkin mutlak degerlerinin toplamidir.
Tahminlenen ¢ikti ile gercek c¢ikti arasindaki farkin hesaplanmasindan dolay1 ve yonleri
bulunmayan hatalar ol¢iildiigli icin ortalama hata biiyiikliigii bulunmaktadir. Maliyet
fonksiyonunun ¢ikt1 degerleri pozitif degerlerdir. Modelin tahminledigi ¢ikt1 x;, gercek ¢ikt
Xi, eleman sayis1 n olarak alindiginda matematiksel olarak Denklem 2.12 seklinde formulize

edilmektedir.

Y xi — %l

n

OMH = (2.12)

Hatal1 degerlerin maliyetini hesaplarken OMH daha isabetli sonuglar gostermektedir.
OHK’yi YSA modellerinde ger¢eklemek daha pratiktir. OMH’nin OHK’ye gore gradyan
inisi 0grenme siireci boyunca ayni oranda olacagi icin gercek degeri atlama ihtimali
yiiksektir, ancak hata degerlerinin maliyet sonucunu etkilemesi noktasinda daha kararli
sonuclar vermektedir. OHK nin gradyani biiyiik maliyet ¢iktilarinda yiiksek, kiigiik maliyet
ciktilarinda ise diisiiktiir, bu sekilde maliyeti en dogru yerinde hesaplamaya daha yatkindir.
Hatay1 yiiksek tutacak verilerin model 68renmesinde rolii yiiksek ise OHK’ne, hatay1
yiikseltecek verilerin gercekten de hata olmasi gerektigi bir 68renme siireci modelleniyorsa
OMH secilmelidir. Sekil 6’da ortalama hata karesi ve ortalama mutlak hata arasindaki fark
gosterilmektedir. Tahminlenen ¢iktilar yuvarlak ile gosterildiginde, ortalama hata karesinin

ciktilarinda ilk iniste, ¢iktilar arasindaki fark ¢ok iken giderek azalmakta ve dogru sonuca
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ilerlemekte iken, OMH’de her inis arasindaki mesafe ayni olmakta ve beklenen gercek cikti

degeri olan 50 degerinin yakalanmas1 zorlagmaktadir.

ORTALAMA HATA ORTALAMA MUTLAK
KARESI CIKTILARI HATA CIKTILAR!

500

400

05 300

200
04

100
02

-500 -400 -300 -200 -100 0 1000 200 300 400 500 -500 -400 -300 -200 -100 0 100 200 300 400 500
TAHMINI CIKTILAR TAHMINI CIKTILAR

Sekil 6. Tahminlenen ¢iktilarin ortalama hata karesi ve ortalama mutlak hata
fonksiyonlarindaki adim temsili

Capraz diizensizlik hatasi, gercek ile model ¢iktisinda tahminlenen maliyet arasindaki
dagilimda olasiliksal farklilig1 dlcerek dagilimlarin birbirine yakinligi ya da uzakliginin
Olciilmesinde kullanilan bir maliyet fonksiyonudur. Modelin tahminledigi ¢ikt1 x;, gercek
¢ikti %;, dagilim fonksiyonu P() olarak tanimlandidinda matematiksel olarak Denklem 2.13

ile formiilize edilmektedir.
CDH = — ) P(x)log P(%) (2.13)
X

Cok smifli stmiflandiricilarda maliyet fonksiyonunu olusturan ¢iktilarin yayilimlarinin

arasindaki diizensizlik farkina bakiyor olmak avantaj getirmektedir.

2.1.4. Optimizasyon Algoritmalari

Maliyet fonksiyonu ile hatast bulunan YSA modelindeki agirliklarin ve sapmanin
sonucunda olusan degerleri en optimize ve isabetli hale getirmek ic¢in ihtiya¢ duyulan
algoritmalara optimizasyon algoritmalar1 ve fonksiyonlar1 denilmektedir. Modelin
bagariminin arttirilmasi i¢in hesaplanan hatanin en aza indirilmesi gerekmektedir. Yapay
sinir aginda optimizasyon islemi ileri beslemeyle ya da geri yayilim kullanilarak
yapilmaktadir. Maliyet fonksiyonuyla hesaplanan hata, hatalar1 en aza indirecek sekilde
hesaplanirken model agirliklarim1 ve sapmay1 degistirmek i¢cin modelde bir onceki katmana
geri yayillim ile yayilmaktadir. Model agirliklar1 optimizasyon algoritmasi ile
giincellenmektedir. ~ Optimizasyon fonksiyonlar1 genellikle gradyani, agirliklara gore

maliyet fonksiyonunun tiirevini hesaplar ve agirliklar hesaplanan gradyanin tersi yoniinde
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degistirilir. Optimizasyon fonksiyonu modelde minimum kay1p fonksiyonuna ulasana kadar
tekrar tekrar calistirllmaktadir. Optimizasyon algoritmalar1 aktivasyon fonksiyonu, maliyet
fonksiyonu ile beraber yapay sinir ag1 modellerinin vazgec¢ilmez bir parcasidir, isabetli
modellerin iiretiminde onemli bir rol oynamaktadir. Optimizasyon algoritmalari, sabit
o0grenme hizli algoritmalar ve uyarlanabilen 6grenme algoritmalar: olarak iki baglik altinda
incelenebilmektedir.

Sabit Ogrenme hizli algoritmalara yayginca kullanilan rastgele gradyan inis
algoritmasi ornek gosterilebilir. Bu algoritmalarda 6grenme hiz1 olarak bir hiper parametre
yani arastirmacinin verdigi sabit bir parametre verilmesi gerekmektedir. Uygun bir 6grenme
hizin1 se¢cmek icin arastirmacinin bir ¢ok deneme yaparak bu parametreyi en optimal
degerini bulmasi ve problem uzayina ve 6grenmesine hakim olmasi gerekmektedir. Kiigiik
bir 6grenme hiz1 secildiginde dogru ¢iktilara ulasmak ve yakinsamak zorlagacagi gibi biiyiik
bir 6grenme hizi secildiginde de dogru ciktilara ulasamadan degeri teyet gecme durumu s6z
konusu olabilmektedir. Kii¢iik 6grenme hiz1 hiper parametresi secildiginde 68renme yavas
gerceklesmektedir. =~ Momentum kavrami da c¢iktinin yerel minimumuna yaklastikca
ogrenme hizinin belirlendigi bir hiper parametre olarak literatiirde yer almaktadir.

Gradyan inisinin basariya ulagsmasinin zor oldugu kisim hiper parametrelerinin
onceden tanimlanmasinin gerekliligi ve YSA modeline ve problemin veri uzayma bagh
olarak degisken olmasidir. Gradyan inisinde agirlik ve sapma degerlerinin giincellemelerine
ayn1 6grenme hizinin uygulanmas: YSA modelinde 6nemsiz veya énemsiz olmasi gereken
degerlerde de ayni1 hiz ile Ogrenim saglanmasi sorun olusturabilmektedir.  Problem
uzayindaki veriler az ise her parametrenin isabetli Ogrenim i¢in ayn1 hizda
giincellenmemesi istenebilmektedir.

Adadelta, Adagrad, Adam, RMSprop uyarlanabilir gradyan inig algoritmalaridir.
Rastgele gradyan inisinden farkli olarak uyarlanabilir 6grenme hizi ile ¢alismaktadirlar.
Ogrenme hizinin arastirmaci tarafindan hiperparametrelerle belirlenmesi 6grenimi
uzatacagindan maliyetli bir calisma yontemidir. Sezgisel yaklagim saglayan parametreler ile
uyarlanabilir optimizasyon algoritmalariyla maliyet azaltilabilecegi gibi isabet de
arttirllabilmektedir.

Gradyan inis algoritmasi, tiim verilerin ¢iktilarini kullanarak gradyan hesabi yaparak
yerel minimum noktas1 bulunana kadar ¢ikti degerlerinin tersi yonde giincellenmesini
agirliklar1 ve sapmay1 degistirerek saglamaktadir. Toplu gradyan inisi, rastgele gradyan
iniginin tek bir giincelleme yapmasindan farkli olarak her egitim adiminda de8er
giincellemeleri yaparak, daha hizli sonug elde etmeye yonelik ¢caligmaktadir.

Agirlik, sapma ve aktivasyonlar i¢in 6, 0grenme orani ya da hizi i¢in 71, gradyan
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ogrenme hizi i¢in Vg, maliyet fonksiyonu icin J, x’i e8itim 6rnegi y’yi ¢ikti sinifi olarak
temsil ederek ayrildiginda, her 6 i¢in hesaplanan parametre alinarak O6grenme hizi ve
maliyet ile carpilarak degisimin bulunmasiyla rastgele gradyan inisi matematiksel olarak

Denklem 2.14 ile formulize edilmektedir.

0=0-n-VuJ(0;x,y) (2.14)

Rastgele gradyan inisi her adimda degerlerden bir tanesini rastgele secerek
giincelledigi icin daha giiriiltiilii sonuglar elde etmektedir ve daha c¢ok sayida tekrar
gerekmektedir. Giiriiltii, yerel minimuma ulagmak icin izlenen akista yeterli bir siirede
gerceklestigi siirece onemli degildir. Hesaplama maliyeti nedeniyle rastgele gradyan inisi
toplu gradyan inisine gore daha yaygin kullanilmaktadir. Toplu gradyan inisinde her bir
adimda toplu olarak degerler giincellendiginden bir sonraki adima kadar tek bir yonde yerel
minimum yoOniinde inig gosterilmekte iken, rastgele gradyan inisinde her adimda bir
rastgele deger giincellendiginden daha yiiksek sapmalar gostermektedir.

Mini-toplu gradyan inisi, toplu gradyan inisindeki gibi tiim degerleri kullanmak
yerine, egitim setini b ile ifade edilen kii¢iik boyutlu gruplara bolmektedir. Bu nedenle, her
bir yinelemede YSA model degerlerini giincellemek icin mini-toplu b gruplar
kullanilmaktadir. Rastgele gradyan inisinde oldugu gibi mini toplu gradyan inisinde de
sapmalar goriilmektedir.  Biiylik veri degerleriyle c¢alisildiginda hesaplama maliyeti
acisindan rastgele gradyan inisi, direkt olarak yerel minimuma ulasilmak istenen
durumlarda toplu gradyan inisi, ikisinin de ortasinda avantajlarin1 kullanmak adina mini
toplu gradyan inisi tercih edilmektedir.

Momentum gradyan inisinde adimlar arasindaki salinimi azaltmakta ve problem
uzayindaki tahmin verileri arasinda ¢ok biiyiik farklarin oldugu durumlarda daha hizli ve
isabetli sonuglar almak i¢in ortaya konulmus bir yaklasimdir. Momentum ile gradyan
inisinde modeldeki agirliklar giincellenirken hali hazirdaki optimizasyon adimindaki
gradyanint ve bir Onceki gradyani alarak minimuma ulagsma noktasina daha hizl
yaklagsmaya yardimci olmaktadir. Deger farklarinin ani degistigi problem uzaylarinda
sonuca yaklasma daha hizli gerceklesmektedir. Gradyan inisi Denklem 2.15 ile ifade
edilirse 8, 8 = 0 — v, seklinde hesaplanarak bir onceki gradyan inisiyle momentum ile

hizlanarak minimuma yakinsamaktadir.

ve =1 +NnVJI(0;x,) (2.15)
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Adagrad (Duchi, Hazan ve Singer, 2011) hiper parametreler ile 6grenim hizinin
belirlenmesinde yasanan sorunlara karsi, 68renim hizinin her problem uzayma uygun
uyarlanabilir hesaplanmasinin  maliyetini  hafifletmek iizere ortaya konulmustur.
Giincellenecek deger 8, 6grenme hizi 1, sifira boliinme sorununu gidermek i¢in €, iglem
yapilacak matrisi belirtmek i¢in 7, t amindaki gradyan tahmini g; olarak alindiginda
matematiksel olarak her bir Adagrad giincellemesinde kullanilan matematiksel formiil
Denklem 2.16 ile ifade edilmektedir. T anindaki gradyan tahmini matematiksel olarak
Denklem 2.17 ile ifade edilmektedir. G; gradyanlarin dig ¢arpimlarinin toplami matrisi ise
Denklem 2.18 ile formiilize edilmektedir. = Optimizasyon islemi sonrasinda, deger
giincellemesinde tam matris kullanilabilir olmasina ragmen, derin 6grenme gibi ¢ok boyutlu
matrislerde maliyetlidir. Bu yilizden karekdok ve matrisin kosegeninin kullanilmasiyla

hesaplama kolaylikla yapilabilmektedir.

n

6,1 =6,— . 2.16
t+1 t eI+diag(G,) 8t ( )
1 & o T
— (@) (@)
o= LYo (+050,0) @.17)
t
G =Y g (2.18)
=1

Adagrad algoritmasi, 6grenme hizin1 ¢ok boyutlu ve ¢ok degerli modellerde hizl
diisiirmektedir ve seyrek degerli modellerde yavas diisiirmektedir. Ogrenme hizinin ¢ok
hizli diistiigii durumlarda ve Adagrad’a bagh olarak gradyanlarmn kiimiilatif birikmesiyle,
O0grenme orani ¢ok hizli sifira yakinsayabilmekte ve modelin 6grenemeyecegi bir durumda
kalmasina sebep olarak modelin basarimin etkileyebilmektedir.

RMSprop, ortalama karekok yayilimi anlamina gelmektedir. Adagrad’dan fark,
gradyanlarin toplamimi degil, iissel olarak azalan ortalama gradyanlart ile caligmasidir.
RMSprop, Adagrad algoritmasinin momentum ile calisan yeni bir versiyonudur.
RMSprop’ta tiim ge¢mis gradyanlarla degil, en son hesaplanan gradyanlarlarla hesaplama
gerceklestirilmektedir.  RMSprop’un 68renme hizi Adagrad’tan yavag degismektedir.
Adagrad’tan yavas degisen 68renme hizina ragmen yerel minimuma yaklagsmasi daha hizh
olmaktadir. Giincellenecek deger 8, 6grenme hiz1 7, sifira boliinme sorununu gidermek i¢in
€, t anindaki gradyan tahmini g; olarak alindiginda RMSprop matematiksel olarak Denklem
2.19 ile ifade edilmektedir. Yeni parametre olan E, momentum ¥ seklinde ifade edildiginde,

Denklem 2.20 ile formiilize edilmektedir.
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Adagrad’dan farkli olarak RMSprop ile 6grenme hizi 7n’nin  68renmeyi
gerceklestiremeyecek kadar azalmasina engel olunmaktadir. RMSprop minimuma
erismigken, moment’in ayni adim sayisinda minimuma erismede geride kalmasi s6z
konusudur.

Adam (Kingma ve Ba, 2014), uyarlanabilir moment tahmininin kisaltmas1 olarak,
gradyan iniglerinde Onceki momentlerin karesinin ortalamasi alinarak ve tahminlenerek
ogrenme hizlarin1 hesaplamaktadir. Adam, diger optimizasyon algoritmalariyla
kargilastirilacak olursa en 1yi performansi gostermektedir. Adam’da hem momentum hem
de uyarlanabilir 6grenme hizi ile daha hizli yakinsama saglamaktadir. Moment ve 6grenme
hizin1 uyarlayabilir yaparak moment ile RMSprop algoritmalarini igeren bir yaklagimdir.
Adam 68renme hiz1 1, sifira boliinme sorununun 6niine gecmek i¢in €, 6nceki egimlerin
tissel kareleri alinarak hesaplanmis deger icin v kullanildiginda matematiksel olarak
Denklem 2.21 ile ifade edilmektedir.
URL:

~

01 =6, —
t+1 t Vt-|-8

(2.21)

2.2. Cizge Teoremi

Cizge teoremi Konigsberg kopriileri problemini ¢ézmek icin ortaya atilmigtir ve daha
sonra matematigin bir dali haline gelmistir. Cizge teoreminde durumlar birer diigiim ve
birbiri arasindaki iligki ise cizgilerle temsil edilmektedir. Diigiimler kose, iligkiler ise kenar
olarak adlandirilmaktadir. Konigsberg sehrinde iki nehrin arasindaki kopriiler yalnizca bir
kez gecilmesi sartiyla yiiriiyiis yapilabilirliginin sorgulanmas1 meshur Konigsberg kopriileri
problemini olusturmaktadir. Eular problem temsilini nokta ve cizgilerle ifade ederek bir
cizgeye doniistirmiistiir. Eular, kopriileri yalnmizca bir kez kullanarak boyle bir yiiriiyiis
gerceklestirilemeyecegini bulmus ve cizgenin temel kurallarint olusturmustur. Cizgeler ile
matematiksel sistem ve modellerin topolojilerinin temsili giiclendirilmistir.  Sekil 7°de
Konigsberg’in kopriileri sayilar ile ifade edilmis ve ayak basilan yerler yani durumlar ise

harflerle ifade edilmistir.
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il 7. Konigsberg’in yedi koprii problemindeki kopriiler ve adimlar

Cizgelerde iligkiler ¢ift yonlii olabilecegi gibi tek yonlii de olabilmektedir. Sekil
2’deki temel yapay sinir agmin temsili, tek yonlii iligkiler ile ifade edilen cizge ile
gerceklestirilebilmektedir.  Cizgelerde her bir kodsenin derecesi vardir, dereceler sahip
olduklar1 kenar sayilarimi ifade etmektedir. Ornegin Sekil 7°deki ¢izgede D kosesinin
derecesi tligtiir. Eger bir kose kendine donen bir kenara sahipse kenar dongii olarak
adlandirlir. Cizgelerde bir koseden diger koseye ulasmaya yiiriiyiis denmektedir. Ornegin
Sekil 7°de B kosesinden D kosesine sirastyla 3 ve 4 kenarlarim izleyerek bir yiiriiyiis
yapilabilir.

Cizge lizerinde her kenar1 iceren bir yiiriiyiis yapilirak ayni1 kogeye erisilebiliyorsa bu
cizgeye Eular cizgesi denmektedir. Yiiriyiisiin bagladigi koseden ayni1 kdseye donerken her
kosenin kullanilmasina gerek yoksa bu cizgeye Hamilton ¢izgesi denmektedir. Cizgeler her
zaman tam bagh olarak ifade edilmezler, bagh cizge ve bir cok parcadan olusan baglantisiz
cizgeler olmak iizere baglarina gore iki ¢izge tiirii bulunmaktadir. Agac olarak adlandirilan
cizgeler dongii icermeyen kose ve kenarlara sahip cizgelerdir. Cizgeleri matrislerle ifade
etmek miimkiindiir. Cizgeler yakinlik ve etki matrisleri olmak iizere iki matrisle ifade
edilebilmektedir. Yakinlik matrisi koseler arasinda direkt olarak ka¢ kenarin oldugunun
tutuldugu matristir. iki boyutlu yakinlik matrisinde, Sekil 7°deki cizgeyi ele alirsak dort
koseden olustugu icin 4’e 4’liikk bir matris gosterimi yakinlig1 ifade etmek icin yeterlidir.
Yakinlik matrisi simetrik bir matristir. Sekil 7°deki ¢izgede A’y1 1, B’yi 2, C’yi 3, D’yi 4
kabul edersek, 1. kose ile 2. kose arasindaki yakinlik matrisi hiicresindeki deger 2
olmalidir. Yakinlik matrisi gibi etki matrisi de iki boyutludur. Etki matrisinde, yatay eksen
indeksine 1 dikey eksen indeksine j dersek, i koseleri, j ise kenarlar1 temsil etmektedir.
Dikey ve yatay kenar temsil isimlendirmesiyle birlikte Sekil 7°deki ¢izgenin etki matrisi 4’e
7’lik bir matristir. Sekil 7°deki ¢izgeyi etki matrisinde ifade edersek, i1 ekseni koseleri j
ekseni ise kenarlari temsil eder. Ornegin A kosesini temsilen il, 1 kenarmi temsilen jl

indislerindeki deger 1 olacaktir. Sekil 8’de Konigsberg koprii problemindeki ¢izgenin
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yakinlik ve etki matrisleri gosterilmistir.

0 2 0 1 1 0 0 1 1 0 0

2 0 2 1 1 1 1 1 0 1 0
YAKINLIK = ETKI =

0 2 0 1 0 1 1 1] 0 0 1

1 1 1 0 0 0 0 0 1 1 1

Sekil 8. Konigsberg cizge temsilinde kullanilan etki ve yakinlik matrisleri

Yapilan c¢aligmada yapay sinir aglarmmin veri temsilinin ¢izge teoremiyle

giiclendirilmesi amaclanmustir.

2.3. Cizge Veri Tabanlar

Cizge veri tabanlari, yer, kisi, nesne veya ilgili verileri koseler olarak, verilerin
arasindaki iligkileri kenarlar olarak niteleyen, cizge veri modelini kullanan NoSQL tabanl
veri tabanlaridir.  NoSQL, sabit bir sema gerektirmeyen, birlesmeleri Onleyen ve
Olceklendirmesi kolay olan iligkisel olmayan bir veri taban1 yonetim sistemidir. NoSQL veri
taban1 kullanmanin amaci, ¢ok yonlii veri depolama ihtiyaglart olan dagitilmis veri depolari
icindir. NoSQL, biiyiik veri, veri iligkilerinin cok dnemli oldugu ve gercek zamanli web
uygulamalart igin kullanilir. Ornegin, Twitter, Facebook, Google gibi sirketler her giin
terabaytlarca kullanici verisi toplar ve topladig1 bu biiyiik verilerin tutulmasi ve temsilinde
cizge veri tabanlarini kullanir. NoSQL veri tabam "sadece SQL degil" anlamina gelecek
sekilde kisaltilmisti.  NoSQL konseptini ilk olarak Carlo Strozzi tarafindan ortaya
koymustur.

Geleneksel iligkisel veri tabanlart RDBSM olarak adlandirilmaktadir. Iligkisel veri
tabanlari, verileri depolamak, almak ve degistirmek iizere yapisal olmasi1 zorunlu olan SQL
s0zdizimini kullanir. Bunun yerine, bir NoSQL veri tabani sistemi, yapilandirilmis, yari
yapilandirilmig, yapilandirilmamis ve cokbicimli verileri depolayabilen c¢ok cesitli veri
tabani teknolojilerini kapsar. NoSQL veri tabanlarinda veri semasinin statik olmamasindan
dolay1 dokiimanlar kolayca degistirilebilir ve yeni alanlar kolayca eklenerek c¢ikartilabilir.
NoSQL veri tabanlarinda biiyiik hacimde veriler tutabilir ve hizli sekilde verilerin
islenmesine olanak saglar. NoSQL verileri tutma seklinden dolay1 kolayca 6l¢eklenebilirdir,
bu yiizden yiiksek performansh sunuculara ihtiyag duymaz. NoSQL’in erisilebilirligi bir
veride hata yasandig1 taktirde isleme devam edebilmesinden dolayt RDBSM veri

tabanlarina oranla daha yiiksektir. ~ Cizge teoremiyle hatali verinin islenemeden de
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astlabilmesine olanak saglayabilmektedir. Verileri anahtar deger olarak tuttugundan iligkisel
veri tabanlarina oranla daha hizlidir.

NoSQL anahtar veri, dokiiman tabanli, siitun tabanli, c¢izge tabanli olarak dorde
ayrilmaktadir. Caligsmada kullanilan veri tabani olan Neo4j veri tabani ¢izge tabanli NoSQL
olarak ge¢mektedir. Neo4j’nin sorgulama dili Cypher olarak adlandirilmaktadir. Neo4j
Graph Platform (2007), gliniimiizde en ¢ok kullanilan ¢izge veri tabani olmustur. Sekil 9°’da
veri tabanlari, arastirmaci, proje ve iiniversite varliklari ve arasindaki iliskiler ele alinarak
gosterilmigtir.  Sekil 9’da gosterilen anahtar-deger veri tabanlari bir semadan bagimsiz
olarak temsil edecekleri varlig1 bir anahtarla ifade ederek, degerlerine bu anahtar vasitasiyla
erisimi saglanmasi yontemiyle calisir. Veri iligkilerini anahtarlar1 araciligiyla kurar ve
dinamik sema 6zelligini bu sekilde kazanir. Derin iligki aramalarinda veya Oriintii bulmada
diisiik performans gosterir. iligkisel veri tabanlar1 varliklarin isimlerini tablolara atfeder ve
ilgili varliklar tablolarda tutar. Tablolar varlik basina dinamik degildir. Tablolarda yapilan
bir degisiklik diger tiim varliklarda da bir 6zellikmis gibi eklenir, bu nedenle dinamik bir
semadan bahsetmek miimkiin degildir. Varlik iligkilerini tablo lizerinde tutulan benzersiz
anahtarlar ile diger tablolara isaret ederek yapar. Derin iligki ve oOriintii aramalarinda diisiik
performans sergiler. Cizge veri tabanlarinda varlik bagina bir temsil oldugundan varligin
birebir temsili ve iligkilerinin temsili miimkiindiir. Varliklar genel olarak isimlendirilmek ve
gruplanmak istediklerinde etiketler ile isimlendirilirler 6rnegin "ARASTIRMACI" bir
etikettir, ayn1 etikete sahip olan tiim varliklar ayn1 6zelliklere sahip olmak zorunda degildir.
Cizge veri tabanlarimin bu yaklagimiyla hayattaki bir c¢ok temsil birebir
gerceklenebilmektedir. Diger veri tabanlarindan farkli olarak cizge veri tabanlarinda
iligkiler de etiketlerle gruplanabilmekte ve istenilen varliklar arasinda anlamsal iligkiler
temsil edilebilmektedir. Cizge veri tabanlarinda iligskilerde de veri tutulabilmektedir, bu
ozelligiyle YSA’lar gerceklenirken katmanlar ve noronlar arasindaki iligkilerde yapilan
uygulanacak agirliklar ve katsayilar iligkilerde de tutulabilir. ~ Calismanin ilerleyen
kisimlarinda iligkilerde ve noronlarda model verilerinin tutulmasinin yaratacagi avantaj ve

dezavantajlar konusu iglenmistir.
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Sekil 9. Veri tabanlar1 ve veri temsil sekilleri

2.4. Onceki Literatiir Cahsmalari

Giintimiizde cesitli uygulamalarda ¢izge yapist siklikla kullanilmaktadir.
Smiflandirma konusunda ¢izge yapisi temsiliyle basariya ulagmis ¢alismalar bulunmaktadir.
YSA verileri temsilleri geregi ¢izge yapilarinda gosterilebilmektedir. Yapay sinir aglarinda
sinir hiicreleri ¢izge veri tabanlarindaki diigiimlerle ve yapay sinir hiicrelerinin arasindaki
baglar ise c¢izgi veri tabanlarindaki iligkilerle ifade edilebilmektedir. Sosyal medya
verilerinde, nesneler ile nesneler arasindaki iliskilerin yogun onemde oldugu alanlarda,
karmasik aglarin, dogal iligkilerinin tutulmasinin 6nem arz ettigi durumlarda ¢izge veri
tabanlarimin kullanimi oldukga yiiksektir. Verinin belirli yapilar disinda tutulmasinin gerekli
oldugu, yap1 bagimsiz veri tabani ¢oziimlerinde, ¢izge veri tabanlarinin kullanimi 6nemli
bir yer tutmaktadir. Canh ve siirekli degisiklik gosteren veri ortaminda sinirlandirma
yapmak gecmiste oldugu gibi degismez kat1 yapilardaki veri siniflandirmalarindan farkli ele
alimmalidir. Gilintimiizde en popiiler ve en bilyiik gelistirme topluluguna sahip ¢izge veri

taban1 Neo4j’dir (Guia, Soares ve Bernardino, 2017).

2.4.1. Cizge Sinir Aglar

Literatiirde YSA ve cizge konusunu birlikte ele alan cesitli ¢calismalar yapilmistir.
Gori, Monfardini ve Scarselli (2005) kendi olusturduklar1 ¢izge sinir aglar1 modelini
duyurmus ve sinir aglarinin ¢izgeler iizerinde temsil edilebilecegini sunmusglardir. Bu yeni
modelin gelistirilmesiyle ¢izge sinir ag modelinin testi i¢in Ornek problemler
olusturmuglardir. Bu problemler baglant1 bazli, sinif bazli problemler ve genel problemler
olarak iice ayrilmaktadir. Yeni model calisma problemlerinin hepsinde basarili sonuglar
elde etmisgtir.

Bianchini, Gori ve Scarselli (2005) yaptiklar1 calismada sayfa degeri hesaplamasi

probleminde cizge sinir aglarini kullanarak hesaplamanin ¢ok kolay ve anlasilir olacagini
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gostermislerdir. Internet sayfalari ve aralarindaki iliskilerin dogal olarak ¢izgelerle ifade
edilebilmesinin ve deger hesabi yapilirken temsil giiciinii ve islem giiclinii arttirdigim
gozlemlemislerdir. Scarselli, Gori, Tsoi, Hagenbuchner ve Monfardini (2008) yeni bir ¢izge
sinir a§1 modeli kavramini ortaya atmugslardir. Oklid uzayinda gizgeleri isleyerek sinir aginmn
gerceklenebilecegi ve Ogreticili 6grenmeyi teorik olarak yapabilecegi modeli ©ne
stirmiislerdir. Ayrica hesaplama maliyetini ¢ikartarak genellestirilmesiyle alakali caligmalar
yapmuslardir. Bu yaklagimlariyla gizli katmanlardaki iligkileri aydinlatmay1
amaclamiglardir.

Scarselli, Gori, Tsoi, Hagenbuchner ve Monfardini (2009) cizge sinir ag1 modeli
kavramim1 ortaya atarak ilk kez c¢izge veri temsilli yapay sinir aglarini literatiire
kazandirmiglardir. Cizgelerin hem diigiim hem de arasinda kurulabilecek ikili ya da tekli
baglantilarin 6klid uzayinda sinir aglarim temsil edebilecegini ifade etmiglerdir. Yapilan
calisma ile cizgeler iizerinde gerceklenen yapay sinir aglarinin hesaplama maliyetleri ve
genellestirme problemlerinin iistiinde durmuslardir.  Yaptiklar1 calismada bilinmeyen
iligkilere sahip cizgeler iizerinde hesaplama gerceklestirilmesi, sosyal ag gibi ¢evrimigi ve
dinamik olan siirekli biiyliyen cizgelerde sunulan modeli islevsiz kilmaktadir. Yapilan
calismada statik ¢izge modelleriyle 0grenim gerceklestirilmistir.  Yaptiklar1 ¢izge veri
temsili ile yapay sinir aglarinin gergeklestirimi ile yaptigimiz calismaya esin kaynagi
olmusglardir. Gizli katmanlardaki belirsizliklere 151k tutma amaciyla sinir aglarindaki veri
temsil ve iglemenin 6nemini vurgulamiglardir.

Grover ve Leskovec (2016) Ogrenme algoritmalarini cizgelerde gercekleyen,
genellestirilebilir bir algoritma catist ortaya atmislardir. Gelistirilen node2vec yontemiyle
cizge diigiimlerinde devamli 6zellik 6grenmesini yapacak bir yontem gelistirerek, yapay
sinir aglarinin ¢izge iizerinde gerceklenebilecegi konusunda katkida bulunmuslardir. Derin
ogrenmenin temel adimlarindan olan devamli 6zellik temsilleri ile ¢izgelerde derin 6grenme
gerceklestirme yapilabilmesi icin bir altyapr ortaya koymuslardir.

Neuhaus ve Bunke (2004) yaptiklart calismada c¢izge tabanli smiflandirma
algoritmalart icin maliyet diisliriicii bir hesaplama yontemi sunmuglardir. Yaptiklar1 bu
calisma ile c¢izge lizerinde simiflandirma yapilirken diizenleme mesafesi hesaplarini
geligtirmiglerdir.  Neuhaus ve Bunke (2005) yaptiklart ¢alismada c¢izge {iizerindeki
siniflandirma caligmalarini ele alarak parmak izi gorsel ozelliklerinin ¢ikarimini yaptiktan
sonra cizgeye aktararak olusturduklar1 mesafe algoritmasiyla benzerliklerini dl¢miigler ve
siniflandirma problemine ¢6ziim gelistirmislerdir. Calismada gorsel 6zellik ¢ikarimlarinin
iligkili cizgede tutulmasiyla kazanilan temsil ve islem giiciinii siiflandirmada

kullanmiglardir.
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Kipf ve Welling (2016) yaptiklar1 ¢alismada ESA aglarmin cizge iizerinde daha
verimli sekilde yar1 O8reticili 6grenme gerceklestirmisler ve gizli katmandaki temsilin
arttifina dikkat ¢cekmislerdir. Yaptiklar1 ¢alisma belirli modellere 6zgii olmakta, model
verileri bir veri tabaninda veya serviste degil statik olarak tutulmakta ve islenmektedir.

Yao ve Holder (2015) cizge smiflandirmasi konusunda statik ¢izgelerde yapilan
siniflandirma eksiklerine isaret edip, ¢izge verilerinin dogas1 geregi siirekli degisken
olduguna dikkat ¢ekmislerdir. Siirekli biiyiiyen ve degisen biiyiik cizgelerde destek vektor
makinesi yontemini Weisfeiler-Lehman yontemiyle beraber kullanarak siniflandirma
problemini ¢dzmek icin bir yaklasim gelistirmiglerdir. ~ Ayrica cizgede yeni eklenen
diigtimlerin daha yakin ve etkili komsularinin tespitiyle daha iyi calisan bir ¢izge
siniflandirmas1 yaklasimi ortaya koymuslardir. Cizge iizerinde siiflandirma yapmanin
cizge biiylidiikce bellek limitine takilacagini bu yiizden tiim ¢izgenin her seferde
islenemeyecegine isaret etmigler ve en son islenen veri yiginina gore artan siiflandirma

yapmiglardir.

2.4.2. Problem Ogrenmede Cizgelerin Temsil Giicii

Gorsellerde insan durug tahminlemesi, cizgelerin ve smiflandirmanin birlikte
kullaniminin artti§1 diger bir konudur. Bu konuda Bergtholdt, Kappes, Schmidt ve Schnorr
(2010) bilgisayar goriisiinde obje tespiti i¢in ¢izgeleri kullanarak siniflandirma yapmiglardir.
Gorseller iizerinde insan durusunun tespitinde viicut boliimlerini ¢izgeler iizerinde temsil
ettikten sonra iizerinde tahminleme ve siniflandirma yapmiglar ve kullanilacagi alana gore
ozellesen dort model ortaya sunarak bir ¢at1 gelistirmislerdir. Bu calismada tam bagh cizge
kullanimiyla giiriiltiiniin sistemdeki etkilerinin azaltimin1 gostermisler ve cizgenin gorseller
tizerindeki temsil giicliniin arttirnllmasiyla siniflandirmanin da verimini arttirmiglardir.
Gorsellerdeki insan durus tahminlemesinde ESA modelini ayrik cizgelerle olusturan
Tompson, Jain, LeCun ve Bregler (2014) tahminleme probleminde basarim elde etmislerdir.
Gelistirilen modelin tahminleme sonuclarin1 gercek zamana yakin elde etmesinden dolay1
caligmanin farkli uygulama alanlarinda kullanima uygun oldugunu bildirmektedirler.

Ginde ve digerleri (2018) biiyiik veri gorsellestirmesinde ve tutulmasinda Neo4j’yi
kullanmislardir. Neo4jde tuttuklar1 ve gorsellestirdikleri bilimsel makalelerdeki yazar,
dergi, enstitli, ililke ozellikleri ¢izge diiglim ve iligkilerine ¢evirerek aralarindaki gizli
oriintiileri aydinlatmiglardir. Biiyiik verilerin anlamli tutulmasinda ve tahmin edilemeyen
iligki Oriintiilerinin gozlemlenebilmesinde ¢izge temsili 6rnek gosterilebilir.

Nekhaev ve Demin (2017) derin sinir aglarinda makine 6grenimi yaparken gizli

katmanlardaki bilgilerin halihazirdaki temsil yoOntemleriyle 1iyi anlasilamadigini
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vurgulamiglardir.  Yaptigimiz calismadan farkli olarak sinir aglarmin gorsellestirilmesi ve
temsilinde ele aldiklart konu verinin tutulmasi degil, derin 6grenmedeki gizli katmanlarda
gorsel ozelliklerinin hangi néronun ilgili oldugunun bulunmasiyla saglamiglardir. Gizli
katmanlardaki noronlarin anlagilamamasini  vurgulamiglar ve modellerin daha iyi
anlasilmasi i¢in bir yaklagim ortaya koymuslardir.

Bijari, Zare, Kebriaei ve Veisi (2020) metin madenciliginde halihazirda kullanilan
geleneksel yapilarin, iligkilerin bulunmasinda ve kurulmasinda yeteri kadar etkili
calismadiginmi one siirmiislerdir. Ciimle seviyesinde metin temsili yapan cizge tabanli bir
model ortaya cikarmiglardir. Derin sinir aglarinda bu model beslenerek duygu durum
siniflandirmasi yapilmasi saglanmistir. Geleneksel metotlara gore karsilastirma yaparak
basarili sonuglar elde etmisler ve modelin genellesitirilebilir oldugunu 6ne siirmiislerdir.
Veri setleri, model iizerinde herhangi on egitilmis kelime kaliplarina ihtiya¢ duymadan
calisabilmektedir. Yapilan diger calismalarda oldugu gibi arastirmacilar modeldeki gizli
karakteristikleri cizge temsili ile yakalayarak modelleri aydinlatilmasini saglamiglardir.

Perozzi, Al-Rfou ve Skiena (2014) DeepWalk isimli bir model 6ne siirerek sosyal
aglardaki iligkileri c¢izge girdisiyle calistirarak 6grenim gergeklestirmislerdir. Cok siifl
siniflandirma problemleri {izerinde modellerini gerceklenerek 6grenme saglamislardir.
Cizge modelinin smiflandirma problemlerindeki temsil giiciinii ortaya koymuslardir.
Sunduklart modelin ¢evrimici veriler iizerinde 6grenme caligilabilecegini gostermiglerdir.
Cizge modelinin 6grenim her tiir veri ve alana uyarlanabilecegini one siirmiiglerdir.

Zednik (2019) yaptig1 calismada Humphreys (2009) yaptigi calismaya referans
vererek kara kutu problemini saydamlik iizerinden aciklamistir. ~ Saydamlik "Bir x
sisteminde ¢alisan ajanin t zamaninda bagh oldugu tiim varliklarin durumunu bilememesi"
olarak tanimlayan Humphreys’in bu cikarimindan yola c¢ikarak yapay sinir aglarinin
saydam olmadig1 sonucuna varilabilmektedir. Saydamligi saglanamayan yapay sinir
aglarinin sadece c¢iktilar ve katmanlara bagli sayilmasi ile problemi ¢6ziilen konularin tam
olarak modeller tarafindan 6grenilemeyecegi sonucuna varilabilmektedir.

Frosst ve Hinton (2017) yaptiklar1 calisma ile derin 6grenme aglarini karar agaclarina
cevirerek derin ag modellerinin temsillerini arttirmislardir. Gizli katmanlarin anlagilir hale
gelmesini saglamuslardir. ilk gizli katman ile son gizli katmanda aktivasyon fonksiyon
ciktilar1 gozlemlenebilmekte olmasina ragmen, arada olabilecek onlarca gizli katmandaki
sonuclarin gozlemlenemeyecegini dile getirmiglerdir. Istatistiksel degerlendirmeler ile
yeterli basarimda sonuclar elde etmenin derin aglarin ve de insan beyninin 68renme
mekaniginin incelenmesini kisitladigini one siirmiislerdir. Ortaya koyduklar1 hafif karar

agaclar1 doniisiimii ile veri lizerinde egitilen bir derin sinir ag modelinin genellestirilmesine
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gore daha genellestirilebilir bir model elde ederek egitim yaptiklar1 agag ile farkli alandaki
problemlerin ¢6ziim basariminin daha yiiksek olacagini ortaya koymuslardir. Kurduklar
modeli egitilmis derin sinir a1 modellerin ¢evrimi ile kara kutu ve temsil problemini
cozmek iizere kurduklarindan modeli sifirdan olusturmamislardir. Bu tez ¢alismasinda
Frosst ve Hinton (2017) caligsmasiyla benzerlik olarak hali hazirda egitilmis aglarin 6nerilen
sisteme aktarimi ve iglenebilmesi saglanmaktadir. Tez calismasinda farkli olarak sunulan
sistem iizerinde sinir a8 olusturma ve modelin olusturulmaya baslandig1 andan itibaren
tutulmasinda, iglenmesinde cizge temsilinin avantajlarinin kullanilmasi saglanmistir. Karar
agaclari, cizgelerin sonsuz dongii olusturmayacak bicimdeki hallerine ©Ornek olarak
gosterilebilmektedir.

Hamilton, Ying ve Leskovec (2017) GraphSAGE calismasini gelistirerek, cizgeler
tizerinde 0grenme yaparak genellestirilebilir ¢iktilar vermeyi amaglamiglardir. Cogu ayni
problem uzayinda yapilan calismanin genellestirilemeyecegi ve belirli bir ¢izge iizerinde
0grenme yaptigini one siirmiislerdir. GraphSAGE’nin 68renme yapabilmesi icin dgrenecegdi
cizgenin hali hazirda olusturulmus olmasi gerekmektedir. Cizge iizerindeki diigiimler ve
komguluklar1 cikararak ozellik c¢ikarimlart yapmakta, topladigi komsuluk bilgileri ile
cizgenin baglaminin ve diiglimlerin etiketlerinin tahminlemesini yapmaktadir.  Hig
goriilmemis cizgelerde Ogrendigi iligkiler ile digim ve iliski etiketlerini
tahminleyebilmektedir. Sunulan tezden farkli olarak sadece hali hazirda olan cizgeler ile
ogrenim gerceklestirebilmektedir. Ogrenimini gergeklestirdigi ozelliklerden farkli
ozelliklerdeki diigiimler iceren ¢izgelerde caligmamaktadir.

Hamilton (t.y.) c¢izge temsilli 68renme c¢alismasi ile cizge sinir ag1 hakkinda
literatiirde bulunan tiim kaynaklar1 toplayarak, derleme bir kitap olusturmustur. Hamilton
calismasinm yaparken ¢izge sinir ag1 alaninda bir ¢ok Oncii gelismenin olmasiyla gelisimi
hizlanan bir konu olduguna dikkat ¢ekerek hizli gelisen literatiirii tam olarak sunamadigin
belirtmistir. Hamilton ¢izge temsilli 6grenmenin ilerletilebilmesi icin aglardaki derin
iligkilerin anlagilmasinin yeni mimari ve ¢aligmalarin artmasiyla olacagimi éngdérmektedir.
Calisma alanin1 kapsamli sekilde inceleyen Hamilton’in calismasinda yeni uygulama
alanlar1 acacagini belirttigi ¢izge temsilli 0grenme ile tez calismamizda hedeflenen

kazanimlar ve hedefler 6ngoriileri dogrular niteliktedir.

2.4.3. Veritabanlarinda Saklanan Yapay Sinir Aglari
Yapay sinir aglarinin teorideki birebir temsilini saklamak icin veritabanlari
kullanilmaktadir. Nesne yonelimli programlama prensibiyle calismasindan dolayi iligkisel

veritabanlari ilk tercih edilen veritabanlar1 olmustur. Calismalarin yapildigi donemde ¢izge
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veritabanlari bulunmamaktadir. Schikuta ve digerleri (1996) onerdikleri NeuDb c¢alismasi
iligkisel veritabaninda YSA saklayan ve igleyen ilk ¢aligmalardan biri olmugtur. Postgres
iligkisel veritabaninda YSA modelinin tutulmasi i¢in SQL sorgular1 c¢alistirilmaktadir.
Egitim icin veritabani prosediir fonksiyonlari1 ¢calistirnlmaktadir. Arastirmaci modelin egitim
ve test siirecini gozlemleyememektedir. Veritabaninda tutulan YSA’larin simiile edilerek
arastirmaciya gosterilme ihtiyact olugsmustur. Yahia ve Elsawi (t.y.) sunduklar1 ¢alisma ile
YSA modellerini ve egitim prosediirlerini iligkisel veritabaninda tutmustur. NeuDb
calismasinda oldugu gibi egitim siireclerini isleyecek kodlar veritabani prosediirlerinde
tutulmaktadir.  Yaptiklar1 calismada mantik kapilarmi egitecek bir Onyiliz programi
gelistirerek arastirmacilarin kullanimina sunmuglardir.

Schikuta, Brunner ve Schultes (1998b) YSA’lar1t MS Access iligkisel veritabaninda
tutmay1 Onererek arastirmacilarin YSA egitimlerini izleyebilecegi NeuroAccess ¢alismasini
duyurmustur. Bu ¢alismada egitim prosediirleri statik olarak veritabaninda tutulmaktadir.
Calismada egitim siirecinin gozlemlenebilecegi simiilasyon yazilimi gelistirilmistir.
Yazilim ile hata egrisi, ag yapisi, egitim adimlarinda elde edilen sonuclar gosterilerek
arastirmacilarin gozlemi saglanmistir. Schikuta ve Glantschnig (2007) yaptig1 NeuroOracle
caligmast ile YSA modellerini ve egitim siireclerini Oracle veritabanlarinda saklamugtir.
Onceki calismalarda oldugu iizere modelleri olusturmak icin veritabani sorgulari
yazilmahdir. Yapay sinir aglarin1 ayrica bilgi tabanli veritabanlarinda tutan c¢alismalar
mevcuttur (Schikuta, 2008). Uzman sistemlerde bilgi tabanlar1 (knowledge-based)
veritabanlar1 siklikla kullanilmaktadir. YSA’larda 6grenilen kurallar bilgi veritabanini
beslemektedir.

YSA’larin veritabanlarinda tutulmasiyla arastirmacilar dosya doniigiimleri yapmadan
YSA’lara cevrimigi erisebilmektedirler. YSA modeli olusturmak egitim ve testlerini
gerceklestirmek icin arastirmacilar genellikle kendi yazilimlarim1 — gelistirmektedir.
Arastirmacilarin kendi gelistirdikleri yazilimlar ile genellestirilebilir bir YSA ortami
olusturmaktan uzaklagilmaktadir. Schikuta (2002) gelistirdikleri NeuroWeb yazilimi ile
arastirmacilarin yapay sinir aglarin1 saklayan ve igleyen bir sunucuya baglanarak sinir
aglarini olusturup egitim yapabilecekleri ortami olusturmuslardir. Bu calisma ile yapay sinir
aglar ile ilgilenen herkesin arastirmacilar kadar konuya hakim olmadan da kendi aglarini
deneyebilecegi genellestirilebilir ve gelistirilebilir yazilimlarin ilk adimlarim atmagtir.

Huqgani, Li, Beran ve Schikuta (2010) NeuroAccess ¢alismasindaki temeller ile YSA
modeli olusturma ve egitim simulasyonunu bulut ortaminda gercekleyecek N2Cloud
yazilimim sunmuglardir.  Biiylik endiistriyel uygulamalarda kullanilan 6lgeklenebilirlik

sunan bulut sunucu ortaminda YSA islenerek egitim hizlar1 arttirilmaktadir. N2Cloud
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kullanmak i¢in aragtirmacilar uygulama indirerek bulut ortaminda YSA olusturup
egitebilmektedir. Schikuta ve Mann (2013) yaptiklari ¢calisma ile N2Cloud’tan farkli olarak
YSA’nin hem iligkisel SQL veritabanlarinda hem de NoSql dokiiman tabanli veritabaninda
tutulmasini ve iglenmesini saglayan N2Sky yazilimini sunmuglardir. Bu calisma ile bulut
ortaminda arastirmacilarin YSA saklama ve e8itmede kaynak paylagimi yaparak biiyiik
verisetleriyle talep ilizerine (on-demand) calismasini sagamiglardir.  N2Sky, YSA’lar
saklama ve islemeyi XaaS servis mimarisinde gerceklestirmektedir. N2Sky ile
arastirmacilarin  calisma ortamlart ve olusturduklart YSA’lar kullanici iiyelikleri ile
ayrilmaktadir. Yapay sinir aglarin1 nesne yonelimli olmasina ragmen kodlama yapilmadan
olusturulamamaktadir. YSA katman tasarimlart  ve baglar1  sorgularla
gerceklestirilebilmektedir. YSA modellerinin  dagittmmin  yapilabilmesi i¢in
genellestirilebilir bir yapiya ihtiya¢ duyuldugunu sdylemislerdir. Ontolojik olarak yapay
sinir aglarimin temsiline ihtiya¢ duyuldugunu ve YSA’lan birebir ifade edebilecek saklama

yontemlerinin gerektigini gelecek calismalar i¢in 6nermislerdir.

2.5. Yapay Sinir Ag Kiitiiphaneleri

Arastirmacilar yapay sinir aglarin1 gercekleyebilmesi icin iist seviyeli diller ile ¢alisan
yardimcr kiitiphane ve yazilim catilarina ihtiya¢ duymaktadirlar.  Yapilan c¢alismada
olusturulan yazilim ile bu yardimci kiitiiphaneler ve yazilim catilarina alternatif olarak
farkli bir yontem ortaya koymaktadir. Genel olarak kabul edilen ve yayginca kullanilan

Keras, Tensorflow, PyTorch ve Caffe kiitiiphaneleri bu boliimde incelenmistir.

2.5.1. Tensorflow

Tensorflow, Theano altyapisindan olusturulan Google’in Google Brain Team ekibi
tarafindan (Abadi ve digerleri, 2015) sembolik matematiksel islemleri gerceklemek ve
yapay sinir aglarinin egitim agsamalarinda kullanilmak icin gelistirdigi, sinir ag1 arastirma ve
gelistirme asamalarinda kullanilan diinyaca en yaygin yazilim catilarindan biridir. Gmail,
Nvidia gibi veri yogun isler yapan iiriin ve sirketlerde kullanilmakta ve yeni arastirmalara
bagh olarak siirekli giincellenmektedir.

Tensorflow catisinda Python, Javascript, Go, CSharp, Java gibi dillerde gelistirme
yapilabilmektedir. Python ile model gelistirme yapilmasi en yaygin kullamim seklidir.
Tensorflow ile paralel ve kiime hesaplamasi yapilabilmektedir. Tensorflow yapay sinir agi
modelleri statik olarak mobil cihazlarda calistirilabilmektedir. Tensorflow model egitim,
test ve dizayninda arastirmacinin kodlama diline ve kiitiiphaneye hakimiyetinin yiiksek

olmasimi gerektirmektedir. Ince ayarlamalar ve tiim model tasariminmn iyi
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gozlemlenebilmesi gerekmektedir.

Tensorflow ismi adindaki Tensor kelimesinden gelmektedir. Sayisal ifadeleri olmasi
gereken fiziksel veriler tensor olarak adlandirilir. Sifirinci dereceden tensor olan skalar
tensorler fiziksel ifadesi bir tek sayi ile ifade edilebilen tensor cesididir. Fiziksel objenin ya
da enerjinin skalar tensor ile ifadesine 5 kilogram, 90 km/s, 30 Celcius derece gibi ornekler
verilebilir. Vektor tensorleri birinci derece tensorler olarak adlandirilmaktadir.  Skalar
tensorlerin iistiine bir de yonii temsil etmek i¢in kullanilmaktadir. Ornegin bat1 yoniinde 90
km/s ifadesi vektor olarak temsil edilebilmektedir. Skalar tensorler sadece say1 ile, vektorler
say1 dizisi ile ifade edilmekte, liciincii derece ve iistii tensorler ise say1 dizisi matrisi ile
ifade edilmektedir. Uciincii derece ve iistii tensorlerin diger tensorler gibi 6zel bir ismi
olmamakla birlikte, derecesi ile kullanimi yayginca goriinmektedir. Ornegin bilgisayar
ortaminda bir resmi, RGB uzayinda 3 farkli ikinci derece tensor matrisi ile veya ligiincii
derece bir tensor matrisi ile tamimlamak miimkiindiir. Tensorflow YSA model egitimi
yapilacak verileri ve modeli tensorler ile tutmakta ve islemektedir.

Tensorflow catis1 model egitim metriklerinin takip edilebilecegi bir web arayiiziinden
olusmaktadir. Tensorflow Cuda platformunu kullanarak Nvidia grafik kartlar1 iizerinde YSA
model hesaplamalarini daha hizli gerceklestirmeyi saglayabilmektedir. Grafik kartlarinda
oldugu gibi islemci iizerinde de model hesaplamalar1 yapilabilmektedir. Grafik karti
tizerinde islemlerin yapilabilmesi icin Python, Python’un gelismis matematiksel iglemlerde
kullanilan kiitiiphanesi olan Anaconda, Nvidia grafik kartinin Cuda’y1 destekleyen
versiyonunun kurulmasi, Tensorflow kiitiiphanesinin grafik islemleri i¢in olan kiitiiphanesi
gerekmektedir. Nvidia grafik kartlarmin hepsi Cuda’y1 desteklememekte ve eski Cuda
stiriimlerini destekleyen kartlarin yeni 6zelliklerden mahrum kalmasina yol agmaktadir.

Tensorflow derin 68renme ile ilgili 6zellesmis sekilde kullanilmakta, farkli sinir ag
modellerinde sinirli destek vermektedir. Tiim ozellikleri Python dili kullanilarak
calistirllabilmektedir. Tensorflow dongii iceren modellere destek vermemektedir, dongii
iceren YSA egitim modellerinde kullanilamamasina yol agmaktadir.

Tensorflow’da modeller egitilirken degiskenler, veri dizileri gibi iist ve soyut veriler
meta, agirliklar, sapmalar, gradyanlar ve diger deger iceren veriler ckpt, modelin son hali
ise checkpoint isimli ayr1 ayr1 dosyalarda tutulmaktadir. Egitimin herhangi bir aninda
durmast ya da hata almasi durumunda, checkpoint adinda modelin kontrol noktasini
kaydetmek gerekmektedir, yoksa model bozulabilir ya da veri kayb1 yasanabilir.

Tim model HS (The HDF Group, 2000) ve Tensorflow’un SavedModel
yontemlerinden birisiyle ciktis1 almabilmektedir.  Geligtirilen modelin son kullanim

alaninda calistirabilecek halde doniistiiriilebilmesi i¢cin donmusg bir modele doniistiiriilerek
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diskteki bir dosya halinde tasinir olabilmektedir. Egitim boyunca toplanan performans ve
egitim metrikleri log dosyalarinda tutulmaktadir. Bu yaklagim ile Tensorflow, egitimin
bitmesi i¢in tiim 6grenim boyunca devam etmesi gereken uzun bir siirecte egitimin herhangi
bir zamanda durdurulmasi yaklagimi yerine, kontrol noktalari ile modelin son durumu
koruma ve egitim sonundaki ciktilar1 statik ve donmus modeller olarak aktarma
prensipleriyle calismaktadir. YSA modeli yeterli dogrulugu ve isabetliligi gosterdigi
diisiiniilen durumda, SavedModel olarak adlandirilan yaklagim ile modelin son halini
Protobuf binary dosyasinda disa aktarmaktadir.

Protobuf (Varda, 2008) diger adiyla protokol tamponlar1 yapisal verilerin tutulmasi
icin bir yontemdir. Protobuf, IDL arayiiz tanimlama dili olarak tanimlanmakta ve farkli
dilde yazilmis programlar ve igletim sistemleri arasinda anlagilabilir ve doniistiiriilebilir veri
tagimak i¢in kullanilmaktadir. Protobuf uzak prosediir cagrilarinda siklikla kullanilmaktadir.
Modelin tiim verilerini iceren byte akisinin modelin kullanilacagi sistemde ve programlama
dilinde islenme seklini tanimlayarak ¢aligmaktadir.

Tensorflow’un diger donmus ya da egitimi tamamlanmis model formati olan HS
format1 ile ¢ikti alinabilmektedir. HS biiyiik verilerde hiyerarsik veri format1 ile verilerin
tutulmasini saglamaktadir. H5’te veriler dataset, group, attribute, type, property alanlarin
icererek meta veriler iizerinden herhangi bir igletim sisteminin dosya sistemindeki gibi
dosya yollarina boliinmektedir. Keras’ta ve Tensorflow’un mobil ve Javascript
kiitiphanesinde lizere egitimi tamamlanmis YSA modelleri HS formatinda ciktiy1
kullanabilmektedir. Sekil 10’da el yazis1 tanima veri seti iizerine egitilmis bir YSA

modelinin statik hesaplama ¢izgesi, Tensorboard iizerinde gosterilmektedir.
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Tensorflow’da kodlama asamasinda model statik bir hesaplama cizgesi olarak
tanimlanmaktadir. Tensorflow’da tanimlanan cizge disk iizerinde dosyalarda tutulmaktadir.
Olusturulan c¢izgelerin Tensorflow gelistirme ortami diginda islenmesi ve izlenmesinin
miimkiin olmadig: ¢izgelerdir. Egitimin yapildig1 sirada cizgelerdeki veriler ve iliskilerdeki
veriler gozlemlenememektedir.  Tensorflow TensorBoard adinda egitim metriklerinin
izlenebildigi, statik cizgenin goriintiilenebildigi, histogram grafiklerine erisilebildigi ve ag
icindeki veri dagilimint gozlemlemek adina dagitim grafiklerinin bulundugu bir yazilim
aracini i¢inde barindirmaktadir. Tensorflow’daki kod gelistirmeleri zamanda Google’in
Colab  adindaki grafik karti destekli bulut servisinde yapilabilmekte ve
calistirllabilmektedir. Colab iizerinde birden ¢ok arastirmacinin beraber calisacagi ortamda
egitimi tamamlanmis donmus modelin yiiklemesi yapilmasi gerekmekte bu da gercek diinya
problemlerinde gerceklemesi zor bir calisma ortami olusturmaktadir. Kod pargalarinin
degistirilmesi ve model iizerinde tekrardan isletilmesi ile her seferinde sifirdan model
egitimi yapilmaktadir. Sadece kodlama ile olusturulabilir olan YSA katmanlari igletilirken
tensorler olarak hesaplamalara katilmaktadir. YSA meta modeli egitilmis modelin ¢iktist
verilmedi8i siirece saklanmamaktadir.  Model topolojisinde ise katmanlar arasindaki
iligkiler gbzlemlenememektedir.

Tensorflow’un dezavantajlari, muadili olan diger yazilim catilarindan yavas calismast,
alt seviye kodlama gerektirdigi i¢in arastirmacinin Tensorflow’a hakimiyetinin fazla
olmasin1 gerektirmekte olmasi, sadece Nvidia grafik kartlarinda model egitimini
desteklemesi, tiim oOzelliklerinin kullanilabilir olmasi icin Python yazilim diliyle
olusturulmus kiitiiphanesinin kullanilmasi zorunlulugu, model dongii desteginin olmamasi,
derin 6grenmede uzmanlagsmis ve odak noktasi olarak calismasi ve daha basit modellerde

yeterince kullanim kolayli1 saglamamasidir.

2.5.2. Keras

Chollet ve digerleri (2015) tarafindan ONEIROS (Ac¢ik Uglu Sinir Elektronik Akill
Robot Isletim Sistemi) projesi kapsaminda gelistirilmis ve gelistirilmeye devam eden sinir
ag1 yazilim kiitiiphanesidir. Keras diger yazilim kiitiiphaneleri gibi bagimsiz sekilde kendi
yazilim ortamini olusturmak yerine bir arayliz gorevi gorerek diger yazilim
kiitiiphaneleriyle entegre calisan bir arayiiz saglamaktadir. Keras sundugu sanallagtirma
araylizii ile Tensorflow, Microsoft Cognitive Toolkit, Theano, CNTK gibi yazilim
kiitiiphaneleriyle entegre ¢alisabilmektedir. Keras Tensorflow’un 2.0 versiyonuyla beraber
standart olarak kurulmakta ve ¢aligmaktadir.

Keras derin sinir aglarinin karmasik ve yeni arastirmacilarin derin 6grenmede

33



yasayacaklar1 zorluklar gbz Oniine alnarak gelistirilmis yliksek seviyeli bir uygulama
gelistirme araylizii sunmaktadir. Sinir a1 modellerinin arastirmacilar tarafindan yiiksek
seviyeli arayiiz olan Keras ile gerceklestirilmesiyle c¢alismalarimi daha hizli ve sorunsuz
gerceklemesini amaclamaktadir. Python programlama diline destek vermektedir.

Keras kullanict dostu, genigletilmesi ve gelistirilmesi kolay, makinelere nazaran
insanlarin sinir aglarim1 anlamasina odakli prensipleri benimseyerek gelistirilmistir. Sinir
katmanlari, maliyet fonksiyonlari, optimizasyonlar, baglangic semalari, aktivasyon
fonksiyonlari, diizenleme semalar1 gibi tek basina calisabilecek Keras icindeki diger
modiillerle bir bagir olmayan modiillerden olusarak yeni bir model olusturulurken ihtiyag
duyulacak temel bilesenleri icermektedir. Sinir ag1 6grenimi konusunda Amazon, Apple,
Nvidia, Uber, Microsoft ve Google gibi firmalarda kullanilmakta ve gelistirilmektedir.

Keras alt seviye islemler olan konvoliisyon islemi, tensor islemleri gibi islemleri
kendi Kkiitiiphanesi icinde yapmamakta ve bagh oldugu diger yazilim kiitiiphanelerinde
yapilmasini saglamaktadir. Keras’in sanallastirma ve yiiksek seviyeli islemlere destek
verme prensibinden dolay1 aragtirmaci alt seviye model degisiklikleri ve gelistirmeler
yapmak istediginde Keras’1 kullanamamaktadir. Bu durumda arastirmacilarin olusturduklari
modellerde Tensorflow gibi alt seviye islemlerin desteklendigi yazilim c¢atilarim
kullanmalar1 gerekmektedir. Keras Sequential ve Functional olmak {iizere iki tiir uygulama
gelistirme arayiizii sunmaktadir. Sequential arayiiz ile dogrusal bicimde eklenecek sinir
katmanlarinin olusturuldugu arayiizle kisitli bir model gelistirme imkani sunmaktadir.
Functional arayiiz ile Sequantial’da oldugu gibi her katmanda tek bir girdi ve tek bir
ciktinin oldugu kisitlamadan kurtarilmug, boylelikle esneklik kazanmas1 amaglanmaktadir.
Keras platformunda, Tensorflow’da oldugu gibi performans istatistiklerinin takip edilecegi
ya da olusturulan modelin goriintiilenebilecegi bir ara¢ bulunmamaktadir.  Model
gorsellestirmesinin yapilamamasi arastirmacinin modeli goriintiileyememesini ve kara kutu
yapinin korunmasinm1 saglamaktadir. Olusturulan modellerdeki katmanlar girdi ve
ciktilarinin tanimlanmasiyla calismakta ve calisma aninda isletilmektedir. Olusturulan
modelin islem sonucunda ¢iktis1 alinmak isterse dosya olarak cikti verebilmektedir.
Dolayisiyla islem aninda herhangi bir topoloji degisikliginin desteklenmedigi gibi, her

seferinde sifirdan egitime baglamak gereklidir.

2.5.3. PyTorch
Paszke ve digerleri (2019) tarafindan gelistirilen PyTorch projesi, Torch yazilim ¢atisi
tabanli Facebook yapay zeka arastirma laboratuvar tarafindan desteklenen agik kaynak

kodlu bir makine Ogrenme kiitiiphanesidir. Python programlama dilini temel alarak
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geligtirilmesine ragmen C++ diliyle gelistirmeye de destek vermektedir.  PyTorch
kiitiiphanesi tensorleri kullanarak grafik kartlari ile sinir ag1 hesaplamalar1 yapmaya destek
vermektedir. PyTorch Tensorflow ile calisilirken tiim modelin tanimlanmasi gereken statik
hesaplama c¢izgesi yaklasimi yerine dinamik hesaplama ¢izgesi yontemiyle ¢alismaktadir.

PyTorch ile olusturulan model ¢izgesi kodlama yapilirken dinamik degistirilmesi
saglanmaktadir. Tensorflow’a gore gelistiren topluluk kitlesi az olmasi, yazilim catisinin
gelismesini yavaglatmaktadir. PyTorch’un Tensorboard gibi olusturulan modelin takibinin
saglanabilecegi bir aract bulunmamaktadir, olusturulan sinir ag1 modelinin
gorsellestirilmesi desteklenmemektedir.  Tensorflow ile son iirlin asamasinda, biiyiik
projelerde kullanilacak dagitiklastirilabilecek modeller iiretmek konusunda basarili
modeller iiretilmek amaclanmaktayken, PyTorch ile gelistirmesi hizli, 6rnek modeller
olusturma konusunda 6zellegsmektedir.

PyTorch icin model kaydetme Ornegini kullanarak egitimdeki verilerin degisme
kaydinin saglanmasi ile sinir aglarimin egitiminin daha iyi anlasilmasi ve kara kutu
yapisinin Oniine gecilmesi amaglanmaktadir. Tensorflow’un statik c¢izge dosyasi olusturma
yapisinda, egitime devam edilecegi zaman yeni katmanlar eklenecekse yeniden bir modelin
olusturulmasi gerekmektedir ancak PyTorch’ta hali hazirda gelistirilmis bir modele yeni bir
katman eklenebilmesine olanak saglanmaktadir. Dinamik yapisi sayesinde kod hata
ayiklamalarinda hatalar1 bulmak ¢ok daha kolay olmaktadir.

PyTorch islemci ve grafik karti tabanli model hesaplama islemleri i¢in ayri
kiitiiphaneler icererek ayirmakta ve calisma ortamina gore odaklanmig ve kodlanmis
kiitiiphaneler icermesi ile verimli ¢alismak iizere gelistirilmis oldugunu gostermektedir.
PyTorch’un nn modiilii kullanilarak katmanlar evrisim, pooling, tek boyutlu matrise ¢cevrim
islemlerini gerceklestiren katmanlar tanimlandiktan sonra nn modiilityle kullanilmasi
gereken forward fonksiyonu ile katmanlarin nasil baglanacagi bileske fonksiyon diizeniyle
birbiri icinde tanimlanmaktadir ve model iskeleti olusturulmaktadir. Olusturulan bu model

egitim ve test i¢in kullanilabilmektedir.

2.5.4. Caffe

Jia ve digerleri (2014) tarafindan gelistirilen Caffe bir derin 6grenme yazilim
kiitiiphanesidir. C++ programlama dilini temel alarak, Python ve MATLAB dilleri ile de
kullanilabilmektedir. Yogunlukla gorsel iizerine yogunlagsmis Ogrenme problemleri igin
kullanilmaktadir ve grafik karti ile hesaplama yapmaya destek vermektedir. Ac¢ik kaynak
kodlu olarak kullamima sunulmaktadir ve toplulugu tarafindan gelistirilmeye devam

etmektedir.
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Caffe ile modeller tanimlanirken protobuf dosyalar1 olan prototxtler kullanilmaktadir.
YSA modelindeki katmanlar birbirileri arasindaki iligkiler bir prototxt’de egitim ve
performans parametreleri Solver adi verilen bagka bir prototxt tanimlanmakta ve tiim model
yapist olusturma islemleri dosyalar ile gerceklestirilmektedir. Caffe’de arastirmacilarin
katman igerisinde degisiklik yapabilmesinin bir yolu bulunmamaktadir. Prototxtler ile
tanimlanabilecek ve Caffe tarafindan taninacak alanlar diginda katmanlar i¢ine miidahale
edilmesi zordur.

Caffe, son kullanim ortaminda gercek diinya verileriyle ve gorsel verilerin yogun
oldugu problem 6grenim alanlarinda derin 6grenme islemleri yapmak {izere yogunlagmusgtir.
Bu nedenlerden dolay1 esnekligi bulunmamaktadir. Tensorflow’daki Tensorboard gibi bir
arac1 bulunmamakla beraber, dagitik grafik kart1 bulut servislerinde ¢alismak i¢in idealdir.
Aragtirmacinin  yeni bir problem Ogrenme alami iizerinde calismasi yerine, biiyiik
organizasyonlarin biiyiik son kullanim verileriyle caligmasi i¢in uygun goriilmektedir. Ayar
dosyalar ile ¢alisarak, programlama kodlar ile calismamasi saglanarak grafik kart1 destekli
bulut sunucularinda ve mobil cihazlarda YSA modellerinin ¢calismasini amag edinmektedir.
Bulut servislerine verdigi destek sayesinde performansinin yiiksek oldugu ve endiistri
standartlarinda ¢alismaya yetecek hizda oldugu one siiriilmektedir. Egitilmis modellerin
ciktilar1 caffemodel ve solverstate adinda iki dosyada alinabilmektedir. Caffemodel ile
modelin son durumu katmanlar arasindaki agirliklarla alinabilmektedir. Solverstate ¢iktisi
ile olusturulan ikili dosya ile modelin egitim sirasindaki son hali alinabilmekte ve daha
sonra egitime devam edilebilmektedir. Arastirmacilarin isbirlik¢i ¢aligmasi playbook isimli
bir ara¢ ile gerceklestirilebilmektedir. Arastirmacilar onceden belirli metriklerle modelin
durumunu takip edebilmektedir. Kara kutu yapiin incelenmesine yonelik herhangi bir arag
bulundurmamaktadir. Caffe’de oOrnek bir prototxt katmani Json formatinda
olusturuldugunda "Type" alaninda katmanin hangi tipte oldugu, bottom ve top
anahtarlariyla da once ve sonra gelen katmanin hangi katmanlar oldugu, katmanin tipine
gore de alacagi parametrelerin "convolution_param" anahtar ifadesiyle verilmesi
gerekmektedir. "convolution_param" anahtar ifadesinde kernel boyutlar1 ¢ikti sayis1 gibi

parametrelerin de katman tanimi yaparken verilmesi gereklidir.
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BOLUM 3
MATERYAL VE YONTEM

Bu boliim yapay sinir ag modellerini ¢izge veritabanlarina aktarma ve saklamak i¢in
Onerilen yontem ve yazilimin bilesenleri ve segilen teknolojilerin secilme nedenleri
icermektedir. ~ YSA siireclerindeki tahminleme, Ogrenim aktarimi, yapay sinir agi

tahminleme siire¢ gdzlemi gibi 6rnek senaryolar1 gosterilmisgtir.

3.1. Calismada Kullanilan Teknolojilerin Belirlenmesi
Birbirinden bagimsiz calisabilen yazilim bilesenleri bakis acisiyla gelistirilen yazilim
ic ana kistmdan olugsmaktadir.
e Kullanict ile ¢izge veri tabami arasinda bagi kuran ve kullanicilarin kimlik ve
yetkilendirme islemlerinin kontroliinii saglayan arka yiiz servisi
e Kullanicilarin = YSA  modellerini dinamik olarak web arayiizii {izerinden
olusturabildigi, testini, egitimini ve son durumunu gozlemleyebildigi 6n yiiz servisi
* YSA modellerinin tiim verilerinin tutuldugu, islemlerinin gerceklestirildigi ¢izge veri
tabant1 servisi
Sekil 12°de yazillmin {i¢ temel parcast ve aralarindaki iletisim gsemasi
gosterilmektedir. Arka yiiz sunucusunun farkli igletim sistemlerinde c¢alismasini
desteklemek ic¢in capraz platform deste§i sunan .NET Core 2.2 teknolojisi ile CSharp dili
kullamlmustir. On yiiz sunucusunda sayfa yenilemeye gerek kalmadan dinamik veri akisina
izin veren Javascript ve Typescript dillerini kullanan Angular 8 kiitiiphanesi kullanilmigtir.
On yiiz ile arka yiiziin YSA modelleri icin haberlesmesinde, cift yonlii siirekli veri akisina
izin veren soket iletisim kanallar1 kullanilmagtr.
YSA’larda hiicre sayisindan daha ¢ok bu hiicreler arasinda baglantilar bulunmaktadir.
Bir YSA modelinin ¢ikti iiretebilmesi i¢in tiim bu baglarin isletilmesi gerekmektedir.
Hesaplama zamanini hiicre sayisindan daha ¢ok bag sayisi etkilemektedir. Tam bagl
YSA’larda katman sayis1 ve katmandaki hiicre sayisi arttikca baglanti sayisi katlanarak
artmaktadir. Neo4j veritabaninda baglanti sayilarimin katlanarak artmasi sorgu
performansini, iligkisel veritabanlarindaki dramatik diisiis kadar degistirmemektedir
(Holzschuher ve Peinl, 2013).  Sekil 11’de bu calismadaki karsilastirma sonuglari
gosterilmigtir.  Neo4j sorgularinin anlasilirlign ve kullamim kolayligir da c¢izge veritabani
seciminde rol oynamigstir. Tasarlanan YSA’lar cizge olarak tasarlandigi sekliyle Neo4j’de
tutulabilmektedir. Bahsedilen 6zelliklerinin yaninda cizge veri tabanlar1 arasinda en c¢ok

kullanilan veritaban1 olmasi ve gelistirici toplulugunun biiyiikliigii nedeniyle Neo4j
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YSA’larin saklanacagi veri tabani olarak secilmistir.
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—— Neo4j REST Cypher benchmark === Embedded Neo4j Cypher benchmark
Neo4j REST Gremlin benchmark === Neo4j REST benchmark
=p=—= Embedded Neo4dj benchmark JPA (MySQL) benchmark

Sekil 11. Neo4j baglant1 sayisinin performansa karsilik etkisinin Sql ile karsilastirilmasi

3.2. Gelistirilen Yazilim Catisimin Mimarisi

Calismada gelistirilen yazilim catisinda her bir yazilim bileseninin tek basina ayakta
kalip kendi sorumlulugunu gerceklestirebilmesi amaclanmistir.  Bu nedenle 6n yiiz
sunucusu, arka yiiz sunucusu ve veri tabanlart kendi baglarina calisarak gelistirilen
ekosistemde sorumluluklarini yerine getirmektedir. Sistemin mimarisi olusturulurken, agik
kaynak kodlu kiitiiphaneler, bireysel kullanimi iicretsiz yazilim ¢atilar1 tercih edilmistir.

Sekil 12’de olusturulan mimari ve arasindaki iligkiler gosterilmistir. Arastirmacilar
sadece Onyiiz servisiyle etkilesime girerek siirecleri tetiklemektedir. Onyiiz sunucusu
kullanic1 girisini onayladiktan sonra YSA model goriintiileme islemlerinde gerekli
yonlendirmeleri yaparak soket iletisimi ile ¢izge veri tabaninin bolt protokoliiyle
konusmaktadir. Bolt protokolii Neo4) gelistiricileri tarafindan olusturulmus veri tabani ag
protokoliidiir. Bolt protokoliiyle herhangi bir uygulama ile Neo4j veri tabami arasinda

iletisim kurulabilmektedir.
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YAPAY SINIR AGI (YSA)

YSANIN TUTULMASINI SAGLAR VE AKSIYONLARI GERCEKLESTIRIR

Neodj Graph
Veritabani Servisi

A =
YSA aglanni tutar.
Py 4

e, YSA gbzlem ve
.- operasyonlanni gerceklegtirir.
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Sekil 12. Gelistirilen yazilim ¢atis1 bilesenleri ve aralarindaki iletisim

Arkayiiz sunucusu, Neo4j’de tutulan YSA modelleri ile kullanicinin etkilesimini
gerceklestirmek iizere Model-View-Controller yazilim deseni ile model, gosterim ve
kontrolcii katmanlarindan olugsmaktadir. Model katmaninda, kullanicilarin giris veri yapist,
yapay sinir ag bilesenlerinin yapisi, 6n yiiz ve veri tabanlar ile iletisim halinde kullanilmasi
gereken tiim yapilarin protokolleri yer almaktadir.  Gosterim katmani son kullanici
sayfalarinin hazirlanmasindan sorumludur. Kontrolcii katmaninda ¢alisma mantiklar: ve
akiglarinin yonetilmesi saglanmaktadir. Bu sekilde olusturulmus mimaride veri tabani
sunucusu arka yiiz ve On yiiz sunucularina bagli kalmadan, olusturulmus sinir ag
modellerinin saklanmasina ve incelenmesine olanak saglamaktadir.

Neo4j?’nin kendi sorgulama dili olan Cypher diger cizge veri tabani sorgulama
dillerine gore cok daha aciklayici ve iist seviye sorgulama dilidir. Cypher’da sorgular
SQL’deki gibi tablo mantifinda degil, objeler ile aralarindaki iligkiler ile cizgenin iglem
yapilacak boliimiiniin ifadesi seklindedir. Ornegin "(:dugum)" ifadesi diigiim etiketine sahip

nn

bir diigiimii ifade ederken, "-" ¢ift yonlii baglant1 ifadesi, "->" tek yonlii baglanti ifadesi gibi
olabildigince kendini aciklayan ifadeler diigiim ile iligkisi olan bagka bir diigiimii ya da
belirtilecek ise iligkiyi isaret eden ifadelerdir. "[:iliski]" ifadesi diigiimler arasinda iligki
etiketiyle bir iligkinin sorgulanmasinda kullanilmaktadir. Ornegin "MATCH

(n:Dugum)-[r:Iliski]->() RETURN n,r" Cypher sorgusuyla yukarida bahsedilen ifadeler ile

2Onerilen yazilimda Neo4j’nin 3.5.16 versiyonu kullanilmustir,
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anlatilmis diigiim iligki oriintiisiinde eslesen cizge getirilmektedir.

Calisma kapsaminda Neo4j’de tutulan ¢izgelerde YSA katmanlar1 ve iligkiler label
(etiketler), diigiim ve iligkilerde tutulacak veriler property (Ozellikler) olarak ifade
edilmektedir. Calismada ele alinan YSA model tiirlerine bagli olarak bagli olarak yapay
sinir aglarindaki hesaplama matris degerleri iligkilerde ya da diigtimlerin kendilerinde
tutulmaktadir. Ilk yontemde ilkel skaler veri tipleri ile hesaplamalar yapilacak YSA’larda
hesaplama degerleri hiicre baglantilarinda tutulmaktadir. Ikinci yontemde ESA aglarinda
oldugu gibi bir boyutludan biiyiik hesaplama matrisleriyle iglemler yapilirken her katmanin
hesaplama matrisini temsil eden hiicrelerde tutulmaktadir. Hiicrelerde ¢cok boyutlu matrisler
saklanmaktadir. Uciincii yontemde ise katmanlardaki hesaplama matrislerindeki her bir
hiicre degeri hesaplama matrisindeki hiicreyi temsil eden diigiimlerde tutulmaktadir.

Neo4j yapilan calismada YSA model deposu olarak gorev almakta ve modellerle
alakali hesaplama islemleri, tutulma iglemlerinin tamami Neo4j lizerinde yapilmaktadir.
Calisma gercgeklestirilirken ESA gibi bilyilk YSA’larda hesaplamalar yapilirken performans
kayiplart yasandig1 i¢in, Neo4j veri tabaninda "workspace" 0Ozelligi iizerinde index
tanimlanmugtir. Veriler yogunlastikca Neo4j tizerindeki okuma hizlarinin diismemesi i¢in
verilerin adreslendigi yerleri tutan index tanimi yapilmasi onerilmektedir. Index kullanimi
ile verilerin yerleri isaretlendiginden Neo4j verileri disk iizerinde daha fazla yer
kaplayacaktir. Index eklendiginde okuma hiz1 artarken yazma hizi yavaglamaktadir.

Neo4j cizge veri tabanindaki sorgularin hizini etkileyen bir diger unsur ise Neo4j veri
tabaninin, verileri disk iizerinden ya da 6n bellekten sunmasidir. Neo4j ilk kez calistirilip
YSA modelleri iizerinden islemler yapilmaya baslandiginda daha yavas calismakta,
kullanildik¢a hizlanmaktadir. Bunun nedeni Neo4j’nin 1sinma denilen verileri ¢calismaya
bagladig1 zaman disk lizerinden sunmasi, islemler yapildik¢a bellek iizerinden sunmaya
baglamasidir. Biiyilk YSA kiimelerine ulasilmaya baglandi§inda veri tabaninda isinma
isleminin yapay olarak uygulanmasi1 Neo4;j tarafindan Onerilmektedir, boylece veri tabani
calismaya basladiginda YSA modelleri 6n belleklenecek ve hizli sekilde kullaniciya islem

yapmasi i¢in sunulmaya baglanacaktir.

3.3. Model Olusturma

Kullanicilar site iizerinden sisteme giris yaptiktan sonra ortak calisma ekranm
tizerinden gorsel olarak YSA modelini tasarlayabilmektedir. Yazilim iizerinde kodlama
yapilmadan sinir hiicrelerini temsil eden diigtimler ve diigiimleri birbirleriyle tek ya da ¢ift
yonlii baglayan iligkiler olusturulabilmektedir. Diigiimlerin bulundugu katmanin

belirlenmesi etiketlerin (label) atanmasi ile yapilmaktadir. Ornegin girdi, gizli ve ¢ikti
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katmanlar1 bagliklarda belirtilmelidir. Diigiimlerde ve iliskilerde YSA baslangic
parametreleri (agirliklar, bias vb.) model olusturma asamasinda verilebilmektedir. Ornegin
mantik kapis1 6grenen bir YSA tasarlarken dii§timlerde "data" 6zelligi tanimlanarak ikili
baglangic degerleri verilebilirken iliskilerde ise weight, kernel ve bias degerlerinin
baglangic degerleri verilebilmektedir. Kernel dizisi bir evrisim filtresinin tamamini veya bir
pargasini temsil eden matristir. Hesaplamay1 kolaylastirmak icin kernel matrisleri degisik
yapida olabilmektedir. YSA modellerinin 68reniminde kullanilacak 6grenme orami, esik
degeri vb. Ogrenme parametreleri bir diigiimde tutularak YSA 6grenimini ilgilendiren
parametrelerin de ¢izgede tutulmasi saglanmaktadir. Sekil 21°de 6grenim parametrelerinin
tutulmasi "setting" diigtimiinde gosterilmektedir. Sekil 13’te 6rnek bir XOR mantik kapisini

ogrenen YSA modelinin gorsel olarak sistem tizerinden olusturulmus hali gosterilmektedir.

+ Node EKle  Cypher Sorgusu  Olcek ammm@@y

ta
hidden < o

0 workspac cn,
Gikis Yap S
5
& &

data: 0
rkspace: xorj” Midden

ata: 0
workspace: xor

Sekil 13. Xor mantik kapisinin yazilim iizerinden olusturulmus 6rnegi

YSA modelleri tasarlanirken XML formatinda tutulmaktadir. Tasarimi bitmis olan
model sisteme kaydedilirken Cypher sorgu formatina cevrilmektedir.  Sekil 14’te
tasarlanmis  YSA’nin Cypher sorgu ekrami gosterilerek sisteme kaydedilmesi
saglanmaktadir.  Olusturulmus Cypher sorgusu herhangi bir Neo4j veri tabaninda
calistirilarak modelin olusturulmasi saglanabilir.

Cypher sorgusu "CREATE" komutu ile yeni bir modelin olusturulacagini ifade
etmektedir. Sorguda Oncelikle diigiimler sanal kimlik numaralariyla beraber etiketleri yani
katmanlari, igerdikleri 6zellikler yani hiicre ozellikleri tanimlanmaktadir. Sorgunun ikinci
boliimiinde ise sanal kimlik numarali diigiimlerin arasindaki baglantilar ifade edilmektedir.
Diigiim ve baglantilarin 06zellik alaninda Json veri tiirlinde diger gerekli veriler

tanimlanmaktadir.
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Cypher Ciktisi Al

CREATE

:hidden {data:'0",workspace:'xor'}) ,
1" :input {data:'0',workspace:'xor'}) ,

2" :input {data:'0',workspace:'xor'}) ,

3" :hidden {data:'0",workspace:'xor'}) ,
7" :hidden {data:'0’,workspace:'xor’}) ,
10" :output {data:'0",workspace:'xor’}) ,
74

[ related” ]->("10°),
1y related” ]->(°0"),
2"y 'related” ]->("3"),
2" )['related” ]-=("0"),

1) related” ]->("3"),
0')[:'related” ]-=>("7"),

(0
¢
[
¢
[
I
(
@
¢
¢
(
(
('3 )[:'related” }->('7")

Kapat Konsolda A¢ Model Olustur

Sekil 14. Olusturulan xor yapay sinir ag modelinin cypher sorgusu ¢ikti ekrani

Tasarlanmis YSA'nin sisteme kaydedilmeden Neo4) simulatorityle On izlemesi
goriintiilenebilmektedir. Boylece tasarimda olusabilecek olast bir hatanin Oniine

gecilebilmektedir.

3.4. Model Gozlemi
YSA modeli olusturulduktan sonra gelistirilen yazilim {iizerinden kullanicilar
tarafindan es zamanlh olarak gozlemlenebilmektedir. YSA tahminleme, siniflandirma ve
egitim siirecleri gorsel olarak tetiklenebilmekte ve izlenebilmektedir. YSA gozlemi
sirasinda asagidaki islemler kodlama yapmaya gerek olmadan gergeklestirilebilmektedir.
* Test verileri girilerek tahminleme siireci baglatilabilir.
* Canli izleme durdurularak modelin o anki durumu (agirliklar ve ¢ikti1 degeri) detayl
incelenebilir.
+ Ogrenim aktarimi gergeklestirilebilir.
* YSA model versiyonlamasi gerceklestirilebilir.
* Modelin baglangi¢ durumundaki parametrelerine donmesi saglanabilir.
* YSA modeli silinebilir.
» Egitim siireci baglatilabilir.

Sekil 15°te olusturulan 6rnek bir modelin gozlem sirasindaki goriintiisii gosterilmistir.
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Sekil 15. Gozlemlenen ileri beslemeli yapay sinir ag1 modelin goriintiisii

Kiiciik aglarda canli gosterim ve ¢izge veri tabami sorgulamasi fazla performansa
ihtiya¢ duymadigindan alan tizerinde Javascript destegiyle yapilan SVG, yani 6l¢eklenebilir
vektor grafik cizimleri yeterli olmaktadir. Ancak evrisimli sinir aglar1 gibi onlarca ya da
yiizlerce katman ve iligkiden olusan aglarin gosteriminde bu yontem yetersiz kalmaktadir.
Bu yiizden WebGL (Leung ve Salga, 2010) tabanh tarama ve grafik isleme yoOntemi
kullanilmigtir. YSA izlemede iki yontemle de izleme yapilabilmektedir.

Evrisimli sinir aglarinda YSA gozlemini 6rneklemek i¢in MobileNet (Howard ve
digerleri, 2017) modeli gelistirilen sisteme aktarilmisti. ~ MobileNet modeli mobil
cihazlarda nesne tespit problemini ¢6zmek iizere egitilmis bir ESA modelidir. Sekil 16’da
cizge verl tabanina aktarilmig olan ESA modelinin gozlemi yapilmaktadir. MobileNet’'in
gorsel iizerinde nesne tespitini yapacagr evrisim ve filtre hesaplama matrisleri

katmanlardaki sinir hiicrelerinde tutulmaktadir.

m Renden Durdur |+ Verileri Goster | 4 Test Parametreleri Gir |~ « Egit > Grupla | A Transfer Et = A Modeli Temizie | A Modeli Sil

Sekil 16. Gozlemlenen ESA modelinin gorlntiisii

YSA modelleri gozlemlenirken her diigiimiin goriintiilenmesi her zaman istenen

yontem olmayabilmektedir. Bu durumlarda ise, "Grupla" diigmesi ile diigiimlerdeki
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etiketler yani katman isimleri iizerinden gruplama yapilarak sadece katmanlarin

goriintiilenmesi saglanabilmektedir. Sekil 17°de gruplanmig ESA modelinin gosterimi

yapilmaktadir.

Mend m Render Durdur | 4 Verileri Goster
» Yeni Model Olustur

 H5 Modeli ige Aktar

3 H5 CNN Modeli ige Aktar

> H5 MNIST Modell ige Aktar

Workspace Listesi s s
>4 a%(egé? ﬁg@é@%ﬁ o6

> 100 output

+ Test Parametreleri Gir | v Egit

S meving.variance 0
on ving_mean.
Sonv-cw- 13-bn gatima. 0~

> Grupla | A Transfer Et

o

> 99 gonv_dw_13_bn_beta_0

>5

conv_dw_13_depthwise_kemel_0

Koy o Np %%uvmgmmea 30
oon

> 200

input_1
- conv1_kernel 0
o T
Senand . %n movmg mean_0
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- conv_dw_1_bn_gamma_0
«_ conv_dw_1_bn_moving_mean_0
«_ conv_dw_1_bn_moving_variance_0
+ conv_dw_1_relu
. conv_pw_1_kemel_0
« conv_pw_1_bn_beta_0
. conv_pw_1_bn_gamma_0
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NP 12 Bn ek 0
conv_pw_12_kemel_0
conv_dw_12_relu
", conv_dw_12_bn_moving_variance_0
" conv_dw_12_bn_moving_mean_0

* conv_dw_12_bn_gamma_0

" conv_dw_12_bn_beta_0

tconv_dw_12_depthwise_kemel_0
tconv_pw_11_relu
*conv_pw_11_bn_moving_variance_0

conv_pw_11_bn_moving_mean_0

A Modeli Temizle | A Modeli Sil

\FWW 0 . conv_pw_1_bn_moving_mean_0
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Coimi_pw/(_DN-beta 0= w7 debvise_kemel_0 ony PR R moving variatce Up\ =005

conv. /fiw_7_bn_moving_mean_0 . CDEN— 2 g w @nc%yapg,/ 5 re\u. Wv_pw_1_relu

s W %emew'nv a6 cepluARRLHHhp_geptnvise HRUY—T1KemeLO
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Sekil 17. Gruplanmis ESA modehnm goriintiisii

ESA gibi ¢ok katmam ve iligkisi olan yapay sinir aglarinda kernel, bias, goriintiilere
uygulanan gama, beta, moving variance, relu gibi islem matrisleri cok biiyiik olabilmektedir.
Neo4j tek boyutlu diziler haricinde matris tutulmasina standart haliyle destek vermemektedir.
ESA’larda kullanilan islem matrisleri ise cogu zaman bir boyutlu dizilerden fazladir. Bu
nedenle ESA modellerinde diigiimlerde veya iliskilerde islem matrislerini tutarken Json veri
tipinde veri tutma ile gerceklestirilmistir.

Sekil 18’de popiiler olan Mnist el yazisi rakam tanima veri seti icin olusturulan ¢ok
katmanli YSA modelinin agirliklar matrisindeki her bir hiicrenin ayrn diigiimde tutulmusg

hali gosterilmektedir.

Menii m Renderi Durdur |+ Verileri Goster
3 Yeni Model Olustur

4 Test Parametreleri Gir | « EGit | B Grupla | ATransfer Et | A Modeli Temizle | A ModeliSil | A Modeli Diizenle

> H5 Modeli Ige Aktar

3 H5 GNN Modeli ige Aktar b‘z;soo

3 H5 MNIST Modeli Ige Aktar blas o
Workspace Listesi Spst .J\eouxpuLkemeLo
>4 §as_0
> 100 )
> 99 S . bias-0
" suiput iddleoutput bias_0
> 101

> 200

» xor

» nand

» aktarimishavakosulu
>6

> 1

» and

> Gikis Yap

Sekil 18. Mnist modelinin gosterimi

Sekil 19°da Mnist veri setinin egitilmis modelinin hesaplama asamalarina gore

gruplanmis hali gosterilmektedir. Bu 6rnekte "input" girdi katmanina karsilik gelmektedir.
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"kernel_0", "middleoutput_kernel_0", "bias_0", "middleoutput_bias_0" gizli katmani ifade

etmektedir.
Menil W Render Durdur 4 Verileri Goster 4 Test Parametreleri Gir « Egit » Grupla A Transfer Et A Modeli Temizle A Modeli Sil A Modeli Duzenle
¥ Yeni Model Olustur
% H5 Modeli ige Aktar
% H5 CNN Modeli ige Aktar
% H5 MNIST Modeli ige Aktar "
Workspace Listesi input
>4
» 100
> Wemelo
5
> 200
> xor %lddleoulputﬁkemeLD

» nand
» aktarimishavakosulu
»6

> 1

» and

3 Gikis Yap

Bas 0

.
output

Widdleoutput_bias_0

Sekil 19. Gruplanmis Mnist modelinin gosterimi

Model gozlemi yapilan sinir hiicreleri ile diigiimler arasindaki iligkilerin kalinliklart
tiim kernel sayilar1 i¢erisindeki oranlarina gore gosterilmistir. Farkli 6zelliklere gore iligkiyi
ifade eden cizginin kalinligmin ayarlanmasi miimkiindiir. Iliskinin ya da hiicrenin iizerine
imlec ile gelindiginde degeri gosterilmektedir. Sekil 23’te gozlem sirasindaki ¢izim

ozellikleri gosterilmektedir.

3.5. Model Aktarm

Model aktarimi, bagka ortamlarda gelistirilmis YSA modelinin birebir ¢izge
veritabaninda olusturulmasidir. Gelistirilmis modellerin saklanmasinda H5 standartlagmis
bir dosya bi¢imidir. Bu ¢alismada HS bicimindeki dosyalarin ¢izge veritabanina aktarilmasi
gerceklestirilmistir.  Model aktarildiktan sonra gelistirilen yazilimin tiim o6zellikleri bu
model icin kullanilabilir hale gelmektedir. Model aktarimini 6rneklemek icin Boliim 3.7°de
anlatilan hava durumu ile oyun oynama tahmini gerceklestiren YSA modeli Keras catisi
tizerinde egitilmis ve ¢izge veri tabanina aktarimi tamamlanmistir.

Model aktarim siirecinde H5 model dosyalar1 6nce Json islenebilir formatina Python
kod pargaciiyla cevrilmekte daha sonra ise Json dosyasi islenerek Cypher sorgusuna
cevrilip cizge veri tabanina yazilmakta ve kullanicilarin ¢alismasina sunulmaktadir. Sekil

20’de aktarim siire¢ adimlar1 gosterilmektedir.

E B FE H5 formatindaki Y'SA modeli Okunabilir Json formatindaki
5200 . Python kodu ile oo __'V5A Modeli anlamlandiniarak
9080 anlamiandinlarak . Cypher sorgusuna cevrilir
4 E Er Json formatina cevrilir '[I]' Cizge veritabanina aktarilir

H3 YSA Modeli Json YSA Modeli Cizge Veritabani
Sekil 20. Model aktarim siireci
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3.6. Model Ogrenimi

Model 6grenimi olusturulan veya aktarilan modelin girdi verileriyle egitilmesini
anlatmaktadir. Gelistirilen yazilim ile egitim yapilabilmektedir ancak performanslh bir
egitim ortami olusturmak gibi bir amac1 yoktur.

Model 6greniminde oyuncak problemlerden olan ii¢ girdili AND mantik kapisini
Ogrenen sinir ag1 modeli olusturulmus ve 6grenme gerceklestirilmistir. Tablo 1’de ii¢ girdili
AND kapisinin dogruluk tablosu gosterilmektedir.

Tablo 1
Ug girdili AND dogruluk tablosu
Girdil Girdi2 Girdi3 Cikt

0 0 0 0
0 0 1 0
0 | 0 0
0 1 1 0
1 0 0 0
1 0 1 0
1 1 0 0
1 1 1 1

Sekil 21°de AND o6g8renimi gergeklestiren cizge yapay sinir aginin olusturulmasi
gosterilmektedir. Esik degeri ve 6grenme orani ayri bir dii§iim olarak tanimlanmaktadir. Bu
olusturulan diigiim ¢izge veritabaninda saklanip istenilen modelle iligkilendirilip
kullanilabilir.  Girdi verileri ve beklenen degerler de cizge veritabaninda tutuldugundan
dogrudan modele baglanip egitim verisi olarak kullanilmasi saglanabilmektedir. Ornek

model Perceptron 6grenmesi ile agirliklarin giincellenmesi saglanmaktadir.

Men + Node Ekle | Cypher Sorgusu | Markup Cikiisi Al Olgek iy
¥ Yeni Model Olustur
> H5 Model Aktar

> H5 CNN I

i Ice Aktar
¥ H5 MNIST Modeli ice Akiar
‘Workspace Listesi

>4 learningrate: 0.1 |
workspace: and = setting

%4100 threshoid: 0.3
>
*»5
4 data 1 @
0 |
] workspace: and [~ INPUt
» 200 Elargy
> xor i
data 1 & ~“E‘gm pa\aten related J data: 0
¥ nand input | =——————| hidden | —————— | ouiput ~ workspace: and
workspace: and = \ expectedoutput. 1
» akiarimishavakosulu JWEIQN 0" N\ weight: 0
= X

»6
> 1
3 and
¥ Cikis Yap

Sekil 21. AND YSA modelinin olusturulmasi

o hi 5 data: 0
data: 1 Wi weight. 0 rkspace: and
workspace: and nput
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Sekil 22°de ortak caligma sayfasi iizerinden "and" modeli secildikten sonra "Egit"
diigmesine tiklanarak canli sekilde takibi yapilan modelin 3 iterasyon sonrasinda istenen
basarimi elde ederek durdugu gosterilmektedir. Diigiimler arasindaki agirliklarin
kalinligimmin olgiiti "weight" parametresi olarak belirtilmistir bu nedenle girdi ve gizli
diigiim arasindaki "0.2" degerli iligkiler ince, gizli ve ¢ikti diigiimii arasindaki iligki kalin

olarak temsil edilmektedir.

Mendi + Test 4 Model basaryla egitildi! b A Transfer Et | A Modeli Temizie | A Modeli Sil | A Modeli Duzenle
» Yeni Model Olustur \/ {"Fail 1""1, 1, 1, False","Fail 2""1, 1,
3 H5 Modeli Ice Aktar 1, False","Pass 3":"1, 1, 1, True"}

» H5 CNN Modeli Ice Aktar data: 1

data: 1

> H5 MNIST Modeli ice Aktar fﬁ data': 1 v m g ] | workspace: and
Workspace Listesi workspace: an . —— )

a4 ogST—— ¥ P

» 100 input \ input " input

24 ‘weighl: 0.2 ‘ |weighl: 0.2 ‘ J weight: 0.2 ‘

>0 N ,

» 101 £ Y g

¥ 200
?» xor
¥ nand

¥ aktariimishavakosulu TEent

*6 workspace: and

> 1 expectedoutput: 1
» and

¥ Cikis Yap output

Sekil 22. Egitilmig AND YSA modelinin egitim takibi ve sonucu

hiddE| weight: 1‘

3.7. Model Calstirilmasi

Model calistirilmasi egitilmis YSA modelinin girdiler gosterilerek c¢ikti tiretmesini
saglamaktir. Yapilan calismada ornek bir egitilmis model ile model calistirma denemesi
yapimustir.  Ileri beslemeli bir YSA modelinin ¢alistirilarak dogru ciktilar iiretmesi
beklenmektedir. Bu amacla kullanilan oyuncak problemin veri seti Tablo 2’de
gosterilmigtir.  Ciktilar evet, hayir seklinde ikili olarak tanimlanmistir. YSA modelinin
sayisal olarak verileri isleyebilmesi icin hava kosullarmmin sayisal kargiliklarina ihtiyag
duyulmaktadir. Hava durumu giinesli ise 1, kapali ise 0, yagmurlu ise -1, riizgar giiclii ise 1,

zay1f ise 0, nem normal ise 0, yiiksek ise 1 seklinde doniistiiriilmiistiir.
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Tablo 2
Hava sart1 oyun oynama veri seti

Hava Durumu Riizgar Nem Oyun
Giinesli Zayif  Yiksek Hayir
Giinesli Giigli  Yiiksek Hayir
Giinesli Giicli  Normal Evet
Giinesli Zayif  Yiiksel Hayir
Giinesli Zayif  Normal Evet
Kapal Zayif  Yiiksek Evet
Kapali Giicli.  Normal Evet
Kapal1 Giigli  Yiiksek Evet
Kapal1 Zayif ~ Normal Evet
Yagmurlu Zayif  Yiiksek Evet
Yagmurlu Zayif ~ Normal Evet
Yagmurlu Giicli  Normal Hayir
Yagmurlu Zayif  Normal Evet
Yagmurlu Giigli ~ Yiiksek Hayir

Yazilim catisina aktarilmis olan hava sartlarina gére oyun oynama durumunu tahmin
eden egitilmis ileri beslemeli YSA modeli ii¢ farkli hava durumunu ifade eden ii¢ noronu, ii¢
gizli néronu, bir ¢ikti ndronunu icermektedir.

Yeni girdi verileriyle cikti drettirmek icin test parametreleri arayiiz iizerinden
girilerek modelin ¢alismasi saglanabilir. Ornek model ile kapali hava durumu yani 0, zayif
riizgar yani 0, normal nem yani 0 degerleri girilerek model calistirilmistir.  Sekil 23’te
caligtirtlmig model 0.72 degerini iiretmistir Softmax fonksiyonu uygulayarak ¢ikti degerinin
beklenen cikti degerlerine doniismesi saglanir. Yani oyun oynanabilir ¢ikti degerine ulagilir.
Gizli katmanda arasinda Tanh aktivasyon fonksiyonu, ¢ikti katmaninda Sigmoid aktivasyon

fonksiyonu kullanilmistir.
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Meni o/ Model test eildit v Egit | B Ganli Takibi Devam Ettir |~ A Transfer Et | A Moceli Temizle =~ A Modeli Sil
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¢ 0

% H5 Modeli Ige Aktar JTestEt
3 H5 CNN Modeli Ige Aktar

» H5 MNIST Moceli ige Axtar
Workspace Listesi
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» 101

» 200
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hidcen hidden

hidden

data: 0.726:81268692017
workspace: 59

\

output
Sekil 23. Hava sartlarina gore oyun oynama tahmini yapan YSA modelinin tahminleme

sonucu

3.7.1. Bir Model Incelemesi Mnist El Yazis1 Rakam Tamima

Mnist, LeCun ve Cortes (2010) tarafindan 28 piksele 28 piksel gri skalada 60 bini
egitim, 10 bini test el yazis1 rakam gorselinden olusan veri setidir. Literatiirde derin 6grenme
konusunda yapilan ¢alismalarda siklikla kullanilmaktadir. Siyah beyaz skaladaki 20 piksele
20 piksel Nist veri setinin bagarimini arttirmak iizere ortiisme onleme teknigi kullanilarak 28
piksele 28 piksellik gorsellerin elde edilmesi ile Mnist veri seti olugturulmusgtur.

Bu boliimde incelenen evrisimli sinir aginda kullanilan 6rnek veriseti olan Mnist
verisetinin egitimi Keras iizerinde gerceklestirilmistir. Aktivasyon fonksiyonu olarak Relu,
son adimda cok smifli siniflandiricilar icin kullanilan Softmax aktivasyon fonksiyonu
egitimde kullanilmigtir. Egitilmis model ¢izge veri tabanina aktarilirken HS formatindaki
Keras model ciktis1 Oncelikle okunabilir Json formatina daha sonra Cypher sorgusuna
doniigtiiriilmiistiir. Evrisim matris carpimlarindaki her bir hiicre bir diigiim olarak ifade
edilecek sekilde Cypher sorgusuna doniistiiriilmiistiir. YSA modelinin testleri gelistirilen
yazilim iizerinde, gri skaladaki 28 piksele 28 piksel alan iizerine c¢izim programlari
yardimiyla cizilen rakamlarla yapilmigtir. Sekil 24’te tahminlemesi gergeklestirilen ¢izim

programlari iizerinden ¢izilen rakamlar gosterilmistir.

Sekil 24. Mnist tahminlemesi i¢in ¢izilen 4 rakami1

Cizilen rakam gorselleri site tizerinden test parametresi sekmesi ile gelen dosya se¢
boliimiinden sisteme, 1’e 784’°liik matris haline doniistiiriilerek ve her bir piksel degeri gri

skalada caligmasi i¢in 255’e béliinerek normalize edildikten sonra arka yiiz sunucusuna
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gonderilmektedir. Aktarilan modelde kernel matrisini ifade eden 784 hiicre iizerindeki
"data" degerleri ile carpilarak bir sonraki hiicredeki "data" alanina yazilmaktadir.
"middleoutput_kernel_0" hiicresinde kernel matrisi ile carpilmis gorsel, bias degerleri ile
toplanarak "middleoutput_bias_0" hiicresine aktarilmakta ve en kiiciik degerin bulundugu
matris indisi modelin tahminledigi rakam olarak bulunmaktadir. Sekil 25’te tahminleme
sonucu yazilim iizerinden gosterilmektedir. Arastirmaci ilgilendigi néron ve iligkilerinde

model verilerini gozlemleyebilmektedir.

[LECLTETEE RS, o/ Model test edildi! Sonug: 4 blsit | b Grupla | ATransferEt | A Modeli Temizle | A Modeli Sil | A Model Diizenle
| Dosya Seg | 4.jpg

“output

Sekil 25. Mnist yapay sinir aginin : n1 tahminleme sonucu

3.7.2. Cizgelerde Ornek Bir Evrisim Hesaplamasi

Evrigimli sinir aglarinda her katmanda bir ya da birden daha fazla hesaplama matrisi
bulunmaktadir. Bu katmanlar evrisim, havuzlama vb. matrisler icerebilmektedir. Birden cok
hesaplama matrisinin oldugu katmana filtre denilmektedir. Evrisim matrisleri genellikle bir
boyutludan fazla boyut iceren matrislerdir. Evrisim matrislerinde "stride" olarak
adlandirilan evrisim matrisinin girdi matrisi izerinde her taramada kag¢ birim kaydirilacagi
parametresinin belirlenmesi gerekmektedir. Girdi matrisi iizerinde kenar oOzelliklerinin
oneminin kaybolmamasi istenirse matrisin dort kenarina da belli sayida sifir degeri girilmesi
"padding" parametresinin belirlenmesiyle olmaktadir. "padding" degeri genellikle evrisim
matrisinin orta hiicresinin, girdi matrisinin ilk hiicresine gelecek sekilde belirlenmesiyle
ayarlanmaktadir. Evrisim hesaplamasi sonucunda ¢ikti matrisinin boyutlar1 girdi matrisinin
siitun ya da satir sayis1 i, "padding" p, "stride" s, evrisim matrisinin siitun ya da satir sayisi k

olarak ifade edildiginde Denklem 3.1°de goriindiigii sekilde hesaplanmaktadir.

[ +2p—k
T2k
S

1 (3.1)

Calismada kullanilan Neo4j o6zellik alanlarinda temel veri tipleri olan "integer",
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"float", "string", bir boyutlu dizi vb. degerleri saklamaya destek vermektedir. Calisma
kapsaminda bir boyuttan fazla boyut iceren matrisler Json veri tiiriine doniistiiriilerek
diigiimlerde tutulmaktadir. Bu sayede istenilen boyutta matrisin diiglimlerde tutulmasi
saglanmugtir.

Ornek bir 6x6 matris iizerinde "stride" degeri bir, "padding" degeri sifir olan 3x3

evrisim matrisi ile bir evrisim hesaplamasi yapilarak ciktilart Sekil 26’da gosterilmistir.

Gkt Katmani

Evrigim Katmani

Girdi Katmani
Sekil 26. Girdi katman hiicresi lizerine evrisim uygulanmasi

Geligtirilen yazilimda ele alinan evrisim Orne8indeki girdi matrisi "input", evrigim
matrisi "kernel" ve c¢ikti matrisi "output" isimli dii§iimlerde tutulmaktadir. Evrisim
hesaplamasi arka yiiz sunucusunda yapilmaktadir. Sekil 27°de yazilim iizerinde evrisim

hesaplama ciktis1 gosterilmektedir.

WMen IR 0S| / Modelde evrisim bagaril! i | ATransier £t | A Modeli Temizie | A Modeli Sil | A Model Diizenle

% Yeni Model Olustur

» H5 Modeli ige Aktar

% H5 CNN Modeli e Aktar

» H5 MNIST Modeli ige Aktar
Workspace Listesi

>4

» 100 {
¥ 99
5
¥ 101
3 200 data: [[0,1,0],[1,2,1],[0,1,0]]
workspace: conv

data: [ [1, 2, 3, 4,5, €], [7, 8,9, 10, 11, 12], [13, 14, 15, 15, 17, 18], [19, 20, 21, 22, 23, 24], [25, 26, 27, 28, 29, 30], [31, 32, 33, 34, 35, 36] ]
workspace: conv

» xor
% nand

¥ aktarimishavakosulu

kernel
6
. data: [[48.0,54.0,60.0,66.0],[84.0,50.0,96.0,102.0],[120.0,126.0,132.0,138.0],[156.0,162.0,168.0,174.0]]
> workspace: conv
¥ and
> conv @
¥ Cikis Yap

output
Sekil 27. Gelistirilen yazilimda evrisim hesaplamasi
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3.8. Model Versiyonlama

Yapay sinir aglarinda genellikle modelin en yiiksek dogrulukta oldugu hali dosya
formatinda saklanmaktadir. Ancak daha sonra modelin yeni veriler ile egitilmesi veya ayni
modelin farkli 6grenme algoritmasi ve parametreleriyle egitilmesi gibi durumlarda her bir
modelin ayr1 bir versiyon olarak tutulmasi onem kazanmaktadir. Bu sayede modeller arasi
kargilastirma olanagi saglanmis olur. YSA model egitimi tek sefer gerceklestirilecek bir
stirecten ¢ok yinelenen bir siire¢ olarak degerlendirilmelidir.

Geligtirilen yazilim ile YSA modelleri ¢izgede tutuldugundan kullanici tarafindan
belirlenen herhangi bir anda modelin bir versiyonu ¢izge veritabaninda tutulabilmektedir.
Bu sayede geleneksel yontemlerdeki dosya formatli YSA’larin tekrar egitim icin gereken
doniisiim ihtiyaci1 engellenmistir. Model versiyonlarinin ayni ¢izge ortaminda bulunmasi
saglanmaktadir. BoOylece YSA’daki herhangi bir hata durumunda ya da performans

kaybinda kullanicinin eski versiyona donmesine olanak saglanmustir.

3.9. Ogrenim Aktarm

Transfer Ogrenimi diger adiyla O8renim aktarimi egitilmis bir YSA modelinde
edinilen Ogrenimin yeni bir modele aktarilmasi veya bu ©6grenimin kullanilmasidir.
Ogrenim aktarinu ile gelistirilmis bir modelin iizerine yeni sinir ag1 katmanlar1 eklenerek
farkli modeller olusturulabilir. Bu sayede temel alinan modelin basaris1 yeni model ile
gecilmeye calisili.  Aymi problem tipinde egitilmis bir modelin bu sekilde kullanilmasi
zaman ve kaynak tasarrufu saglar.

Popiiler YSA yazilim kiitiiphaneleri ile biiylik veri setleri iizerinde olusturulmusg
modeller ince ayarlamalar yapilmasi i¢in aragtirmacilara sunulmaktadir. Bu modeller dosya
olarak tutulmaktadir. Bu model dosyalarinin bilgisayarda kullanilabilir hale getirilmesi ve
degistirilmesi siireci manuel olarak kodlama ile yapilabilmektedir. Ogrenim aktarimi
yapildiktan sonra kullanicinin model katmanlar1 hakkinda derin bilgisi olmadan herhangi
bir katmanda degisikligi kodla yapmak zorunda olmasi pratikte zorluklara yol agmaktadir.
Donmus modellerde sadece hesaplama i¢in gerekli bilgi bulunmaktadir. Katman bilgisi ve
diger st bilgiler silinmis oldugundan degisiklik yapmaya uygun degildir. Sadece agirlik ve
hesaplama verileri  degistirilebilmektedir. Aktarilmis  modellerin  dogrudan
gorsellestirilebilmesi sayesinde kullanicilar model hakkinda bilgi sahibi olabilmektedir.

Gelistirilen yontem ile cizge YSA modelinin 6grenme aktarimi yeni olusturulacak
modelin ad1 girilerek kodlamaya ihtiya¢c duymadan yapilabilmektedir. Sekil 36’da arayiiz
tizerinden 6grenim aktarimu siireci gosterilmektedir. Gelistirilen yazilim ile disaridan dosya

ile modelin aktarilmas: saglanabilmektedir.  Gelistirilen yontem ile veritabanindaki
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modeller dosya tagima islemine gerek olmadan dogrudan kullanilabilmektedir. Aktarim
yapildiktan sonra yeni modelin yapisi kodlama yapmadan gorsel olarak degistirilmeye hazir

hale gelmektedir.

53



BOLUM 4
ARASTIRMA BULGULARI VE TARTISMA

4.1. Onerilen Yontem Olusturulurken Karsilasilan Zorluklar

ESA modelleri ¢ok boyutlu matrisler icerdiginden Neo4j’nin 0zellik alanlarinda
desteklenen bir veri tipi olmadig1 icin Json formatina cevrilerek tutulmasi saglanmistir. Bu
sekilde ESA modellerinin temsili Neo4j’de gerceklenmistir. Ancak Json halindeki matrisler
dogrudan hesaplama i¢in kullanilamaz. Bu yiizden hesaplama asamasinda bazi durumlarda
veritabaninda hesaplanabilir ¢izgeye doniistiirilmiistiir. Bazi durumlarda da arka yiiz
sunucusunda calisacak sekilde matris veri tipine doniistiiriilmiigtiir.

HS5 dosya tiplerinde kaydedilen modellerin her bir katmani bir veya birden fazla
matris olarak saklanmaktadir. Mnist veriseti lizerinde olusturulan modeli aktarirken her bir
matris hiicresinin  bir diigiim olarak c¢izge veritabaninda tutulmasi modelin
gozlemlenmesinde zorluklar yasattig1 tespit edilmistir. Bu durumu ¢6zmek i¢in diigiimlerin
gruplandirilarak gosterilmesi yontemi se¢ilmistir. Bu gruplar birebir bir katmam ifade
etmeyebilir. Bir ka¢ grup birleserek bir katmana karsilik gelebilmektedir. Bir diger ¢6ziim
olarak her bir matrisin bir diiglim olarak tutulmasi ile daha etkin gorsellestirme
saglanabilmistir.

YSA’larin ¢izge veri tabanlarinda temsili icin ii¢ farkli yontem belirlenmistir. 1k
yontem YSA hiicreleri lizerindeki verilerin (hiicre girdisi ve aktivasyon fonksiyonu)
diigiimlerde tanimlanan 6zellikler alaninda tutulmasi seklinde yapilmigtir. Sinir hiicreleri
arasindaki baglanti agirliklart diigtimler arasindaki baglantilarda (kenarlarda) tutulmustur.
Orneginde Boliim 3.7°da bu yontem gozlemlenebilmektedir. Ikinci ¢ok boyutlu matrislerle
hesaplamalar yapilan onlarca katmana sahip olabilen modellerde her bir hesaplama matrisi
bir diigiim olarak tutulmustur. Bu durumda diigiimler arasindaki baglantilarda veri
tutulmamistir.  Ornegin Sekil 16’da bu yontem gozlemlenebilmektedir. Bu yontem ile
hiicreler arasindaki hesaplama sonuglar1 sonraki diigiime girdi olarak aktarilmaktadir.
Ugiincii yontemde hesaplama matrislerindeki her bir hiicrenin bir diigiim olarak tutulmasi
saglanmaktadir. Bu durumda diigiim baglantilarinda veri tutulmasina gerek yoktur. Ornegin
Sekil 18’de bu yontem gosterilmektedir. Sekil 28°de soldan saga birinci yontemden iigiincii

yonteme Ornekler gosterilmistir.
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Sekil 28. Yapay sinir aglarinin ¢izgelerde ii¢ farkli temsili

IIk yontem ile diigiimler arasinda iki sinir hiicresinin, 6rnegin girdi ve kernel
hiicrelerini ele alirsak, girdi hiicresindeki veri ile iligki {izerinde tutulan kernel degerlerinin
carpim sonucunun kernel hiicresinde yer almasi saglanabilmektedir. Calismada
incelenmemesine ragmen geri yayilimli aglar gerceklendiginde de, Ornekten yola
cikildiginda, kernelden girdiye ters yoOnlii iliskiler iizerindeki hesaplama verileriyle geri
yayilim sonucu, girdi hiicrelerine yazilabilecektir. Modellerin temsil ve sunumu agisindan
ilk modelin kullanilmas1 6nerilmektedir. Ikinci ve iigiincii yontemler kendine has avantaj ve
dezavantaj takaslar1 icermektedirler. Uciincii yontem temsili ve sunumu giiclendirirken
sistem kaynak gereksinimini arttirmakta, ikinci yontemde ise kullanilan c¢izge veri
tabaninda varsayilan olarak desteklenmemektedir.

Her tiir YSA modelinin olugturulabilmesi gelistirilen sistem iizerinden teorik olarak
miimkiindiir. Ancak bu ¢alisma kapsaminda tiim 6grenme yontemlerini ve YSA modelleri
gerceklestirilmemigtir.  Yapilabilirligini gostermek adina Ornek 68renme yoOntemleri ve
ornek modeller olusturulmustur. Onerilen yontem ile model ve verinin ayn1 ortamda olmasi
saglanarak literatiire katki saglamak amacglanmisti. ~ Bu fikrin endiistriyel hayatta
gerceklenmesine yardimci olmak adina yaptifimiz calisma acik kaynak kodlu olarak

arastirmacilara sunulmustur(Graph Based Neural Network, 2020).

4.2. Model Gosterimi ile Elde Edilen Kazanimlar

Gelistirilen sisteme aktarilan veya sistem lizerinde olusturulan her model
gorsellestirildigi ortamda ilizerinde degisiklik yapilmasina da olanak saglamaktadir. Bu
sayede modellerin degisik katmanlarinin baska modellerin farkli katmanlarina baglanmasi
gibi karmagik islemler gorsel olarak yapilabilmektedir. Ayn1 sekilde veriler de modele girdi

olmasi i¢in gorsel olarak baglanabilir. Bu sayede kullanicilarin olusturduklari modellerin

3Graph Based Neural Network https://github.com/dogabaris/GraphBasedNeuralNetwork
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girdi ¢iktr iligkilerini rahathikla gérmesi
olanak verir.

bulusturularak sonug iiretebilmektedir.

saglanmaktadir. Modellere iist seviyede bakmaya

Gelistirilmis modeller canli olarak kullanilmak iizere kolaylikla veriyle

Bu sayede kodlama yapmaya ihtiya¢ duyulmadan

bir modelin kullanilmas1 saglanmaktadir. Ornek bir modelin bu sekilde kullanilmas1 Sekil

29’da ve Sekil 30°da gosterilmistir.
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Sekil 29. Hava kosulu ile oyun tahmini yapan modelin 6grenim aktarimi sonrasi

diizenlenmesi
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Sekil 30. Ogrenim aktarimi yapilan modelin diizenlendikten sonraki giincellenme ekrani

4.3. Yaygim Kullamlan Kiitiiphaneler ile Sunulan Yazihmm Karsilastiriimasi

Bu bolimde Bolum 2’de irdelene

n yaygin kullanilan kiitiiphaneler olan Tensorflow,

Keras, PyTorch, Caffe kiitiiphaneleri ile tezde Onerilen ¢izge veritabanli yapay sinir aglarinin

ozellikleri karsilagtirilmistir.

Tensorflow, Keras ve Pytorch, Caffe kiitiiphanelerinde modeller sembolik hesaplama
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cizgeleri olarak tanimlanmaktadir.  Sembolik denilmesinin sebebi olusturulan YSA
mimarilerinin bir yerde saklanmamasindan ve tensorler olarak igletilmesinden
kaynaklanmaktadir. Hesaplama kelimesi ise cizgelerde noronlarin ve baglariin birebir
varlik olarak tanimlanmasinin yapilmadan tensorlerde birer hesaplama elemani olarak
kullanilmasindan ileri gelmektedir. Bahsedilen kiitiiphanelerde tam bagli YSA’lara odakl
programlama arayiizleri sunulmustur. Tam baglh olmayan ag katmanlarinin dogrudan
olusturulmasi desteklenmemektedir. Tez calismasinda sunulan gorsel arayiiz olusturucu ile
cizgelerde olusturulan modellerin tam bagh ya da kismen bagli mimarilerde ¢alismasi
saglanmistir. Bir YSA modelinin birebir ¢izge olarak tutulmasi bu 6zelligi getirmistir.

Tensorflow ve Keras statik hesaplama cizgelerini kullandig1 i¢in model mimarisinin
olusturulmasindan sonra kod iizerinde sembolik tanimlanan YSA modelinin 6grenim,
simiflandirma ve tahminleme asamalar1 devam ederken degisimine izin verilmemektedir.
Model topolojisi degistiginde 6grenimin yeniden baglamasi gerekmektedir.

Pytorch, dinamik hesaplama c¢izgesi kullanmaktadir. Bu sayede model 6grenimi
sirasinda hesaplama katmanlar1 dinamik olusturulmaktadir. Statik ve dinamik hesaplama
cizgelerini birbirinden ayiran temel fark statik hesaplama cizgelerinin 68renim ve
hesaplamalardan once tiim modeli tanimlamasi, dinamik hesaplama cizgelerinin ise ilgili
katmanlar ve model yapilarinin igletilme zamanlar1 geldiginde tanimlanmasidir.

Cizge veritabanli yapay sinir aglarinda ise O0grenim ve test asamalarinda model
mimarisi ve verileri veritabanindaki ¢izgelerde islendiginden her islemde giincellemeler
yapilmakta ve saklanmaktadir. Boylece herhangi bir anda topoloji degisikligi ve parametre
degisikligi yapilmasini saglayacak ortam olusturulmustur. Tez calismasinda katman
cizgeleri 6grenim ve test asamasinda herhangi bir zamanda tanimlanabilir. Tim siirecte
once tanimlanarak 6grenim baglatildiktan sonra herhangi bir zamanda tasarim degistirilerek
isletilmeye devam edebilebilir.

Tez calismasinda cevrim i¢i olarak YSA modellerine her an ulasilabilmekte ve
islemler gerceklestirilebilmektedir. Egitilmis model dosyaya aktarilip indirilmesi
gerekmektedir. Is birlik¢i model gelistirme kismen yapilmaktadir. Tezde sunulan yontem ile
YSA siire¢c gozlemleri YSA topolojisi lizerinden neredeyse canli olarak yapilabilmektedir.
Smilkov, Carter, Sculley, Viégas ve Wattenberg (2017) yaptiklart ¢alisma ile Tensorflow
modellerini canli olarak manipiile edebilecekleri bir yontem ortaya koyarak Playground
yazilimi gelistirmiglerdir. Boylece YSA uzmani ve arastirmacisi olmayan kisilerin de YSA
stireclerini hizla 6grenebilecekleri gorsel etkilesimi Tensorflow altyapisiyla sunmuglardir.

Tensorflow, Keras, Pytorch, Caffe ile gelistirilen YSA’larda 68renim ve tahminleme

yapilirken katmanlar ve aralarindaki bagint1 agirliklar1 goriintiilenememektedir. Gelistirilen
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aragla egitim sirasinda baglantilarin agirhik degerinin diisiik veya yiiksek olmasina gore
degisik sekillerde gosterimi yapilabilmektedir. Boylece olusturulan modelde katmanlarda
bulunan hiicre sayilarinin gereginden fazla olma durumu belirlenebilir. Egitim basarisim
Olcen maliyet fonksiyonunun egitim siiresince degeri azalmadigi durumda eger agirliklar
cok diisiik degere sahip olan katmanlarda hiicre sayisinin fazla oldugu soylenebilir.

Sunulan tez calismasinda YSA’larin tutuldugu cizge veritabaninda yaygin
kiitiiphanelerden farkli olarak ekran karti {izerinde hesaplamalar yapilmamaktadir. Biiyiik
veri setlerinde YSA egitimleri yapilmasi gerektiginde hesaplamalar grafik kartlari iizerinde

gerceklestirilmesi ileriki ¢caligmalarda yapilabilir.

4.4. Veritabaninda Yapay Sinir Aglarom Kullanan Calismalar Ile Tez
Cahsmasinin Karsilastirilmasi

Yapay sinir aglarinin veritabanlarinda saklanma fikri daha once de diisiiniilmiis ve
gerceklestirilmistir. Daha onceki ¢alismalarda genel olarak iligkisel veritabanlarinda meta
modelin ve islem verilerinin tutulmasi ile YSA varliklar1 nesne yoOnelimli olarak
saklanmaktadir. Bu yontemle arastirmacilar gelistirdikleri model mimarilerini nesne
yonelimli olarak sisteme tamimlamalar1 gerekmektedir. Ornegin tek yonlii baglantilar iceren
bir YSA mimarisini iligkisel veritabaninda tanimladiktan sonra cift yonlii baglantilar iceren
yeni bir mimari i¢in veritabaninda yeniden tanimlama yapilmasi gerekmektedir. Model
mimarisinden bagimsiz bicimde YSA varliklarini birer veritabani verisi olarak islemek
genellegtirilebilir bir model saklama ortami olusturmaktadir. Bolim 2.4.3’te
veritabanlarinda saklanan ve igslenen YSA caligmalari incelenmisgtir.

NeuDB (Schikuta ve digerleri, 1996) calismasinda YSA varliklari bir seferligine tablo
olarak tanimlanmalidir. Ornegin sinir ag katmanlar1 bir tabloda, katmanlardaki olasi
baglantilar1 ifade edebilecek baglantilar bir tabloda, egitim algoritmalarini igleyecek
parametreler bagka bir tabloda tanimlanmalidir. Birden ¢ok ve birbirinden farkli YSA
modelini saklamasit beklenen veritabani, her modelde aymi Ozellikleri miras almak
zorundadir. Ongoriilemeyen ya da yeni gelistirilecek bir model NeuDB ile
gerceklestirileceginde tablolarda yapilacak bir degisiklik tiim modelleri etkilemektedir. Her
YSA i¢in ayn tablolar ile modellerin saklanmasi yontemi uygulanirsa siireg
genellestirilebilir olmaktan ¢cikmaktadir. Nesne yonelimli tanimlama ile YSA modellerinin
genellestirmek istenmesine karsin tablo tanimlarinda degistirilen 6zellikler tiim modelleri
etkilediginden yonetmesi zor ve degisime kapali bir yap1 ortaya koymaktadir. Iligkisel
veritabanlarinda model saklayan tiim ¢alismalarda bu sorun mevcuttur. NeuDB’de model

olusturulduktan sonra model mimarisi gorsel olarak goriintiilenememektedir. Egitim ve
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calisirma asamasinda modelde yapilan hesaplama sonuglar1 veritabani iistiinde
gozlemlenememektedir. YSA modeli olusturmak, egitmek ve test etmek icin
arastirmacilara bir arayliz saglanmamaktadir. Arastirmacilar modeli olusturmak ve e8itmek
icin veritabani sorgular1 yazmak zorundadir.

NeuroOracle (Schikuta ve Glantschnig, 2007) calismasiyla NeuDB calismasindaki
yontemi Oracle veritabaninda gerceklestirilmistir. NeuroOracle’da da YSA varliklarim
ifade eden nesneler bir kez tanimlanmalidir. YSA modeli olusturmak ve egitmek icin
veritaban1 sorgular1 calistirllmak zorundadir. Arastirmacilara gorsel bir arayiiz
sunulmamakta ve egitim siirecleri gorsel olarak gozlemlenememektedir.

NeuroAccess (Schikuta, Brunner ve Schultes, 1998a) calismasinda NeuDB’de ve
NeuroOracle’da gerekliligi vurgulanan bir 6n yiiz programi icermektedir. Bu calisma ile
veritabaninda tutulan yapay sinir aglarinin yapist gorsellestirilmekte, egitimin her
adimindaki katman ¢iktilar1 liste seklinde incelenebilmektedir. Ancak gorsel olarak YSA
olusturulamamaktadir. Schikuta (2002) yaptiklar1 NeuroWeb calismasiyla veritabanlarinda
tutulan YSA’lara ¢evrimici erisim yontemi saglanmisti. ' YSA’lara hem yerel bilgisayar
tizerinden hem de cevrimigi olarak erisip egitim gerceklestirmek miimkiindiir. NeuroWeb
ile YSA olusturulurken katmanlar kullanilmakta ve temsili olarak gorsellestirilmektedir.
Katmandaki noron sayilar1 on yiizden degistirilebilmektedir. Katman baglantilar1 sadece
tam bagl olabilmekte ve katman sayis1 degistirilememektedir. NeuroWeb calismasi ile
YSA konusuna hakim olmayan kisilerin dahi kolaylikla YSA modeli olusturabilmesinin
modellerin nesne yonelimli olarak veritabanlarinda tutulmasi ile olacagina deginilmistir.

N2Cloud (Hugqani ve digerleri, 2010) calismasinda YSA saklayan ve egitimini
gerceklestiren sunuculart bulut ortaminda tutarak olceklenebilir ortam saglamiglardir.
Boylece modelleri ¢evrime ihtiyag duymadan paylasabilmek miimkiin olmustur. N2Sky
(Schikuta ve Mann, 2013) ¢alismasiyla iliskisel veritabanlarindaki statik yapinin disinda
biiyiik veride siklikla kullanilan NoSQL dokiiman veritabani olan MongoDb kullanilmistir.
Boylece genellestirilebilir veri saklama seklinin yapr bagimsiz c¢aligmasi gerekliligini
gostermislerdir. Mongodb’de veriler yar1 yapilandirilmugstir. iligkisel veritabanlarindaki
tablolar Mongodb’de koleksiyonlara denk gelmektedir. Koleksiyon i¢indeki her bir veri
dokiiman olarak ifade edilmektedir. Koleksiyonlarda YSA varliklar icin Ozellikler 6n
taniml1 olsa da farkl tiirde noron verisi ve bagi iceren varliklar saklanabilmektedir. Bu
yaklasim YSA’lara iligkisel veritabanlarindan daha genellestirilebilir bir saklama ortami
sunmaktadir.

N2Sky (Schikuta ve Mann, 2013) ile arastirmacilarin kendi iiyeliklerine girerek

arastirma gruplarini ayirmastir. Ancak tez calismasinda Onerilen sistemdeki gibi
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aragtirmacilarin egitim siireclerini ayn1 anda goriintiilemeye imkan vermemektedir. N2Sky
ile egitim ve test siireclerinin sonucu arastirma grubu tarafindan goriintiilenebilmektedir.

YSA siireclerinde onemli bir yeri olan 0grenim aktarimina karsilagtirilan hi¢ bir
caligmada deginilmemistir.  Onerilen yontem ile hem versiyonlama hem de &grenim
aktarimi yapilabilmektedir. Onerilen yontem ile kodlama ya da sorgu yazmadan herhangi
bir anda modelin mimarisi, baglarin ve noronlarin Ozellikleri gorsel olarak
degistirilebilmektedir. Gorsel model degisikligi yapilabilmesiyle nérondaki ve bagdaki
veriler kaybolmadan yeni mimari tasarlanabilmektedir. Tablo 3’te bu boliimde anlatilan
karsilagtirmalar 6zetlenerek sunulmustur.

Tez calismasinda olusturulan araclarda cizge veritabani kullanilmaktadir. Cizgede
tasarlanan diigiim ya da iliskilerde ozellikler ve o6zellikte tutulacak veriler kullaniciya
birakilmistir. ~ Boylece cizgelerde tasarlanan YSA model varliklart olan hiicre ve
baglantilarinin zorunlu bir veri yapisi igermesi gerekliligi bulunmamaktadir. Iligkisel
veritabanli calismalarda YSA model varliklarmin tiim Ozellikleri tanimlanarak
yapilandirilmaktadir. Bu tir YSA model saklamasi yapmak statik veri yapisi olarak
adlandirilmaktadir. Iligkisel olmayan ve ¢izge veritabanlarinda tutulan model varliklarinda
ise yapilandirma zorunlu degildir ve ilgili YSA model yapis1 her an degistirilebilmektedir.
Bu yiizden cizge veritabanlarinda veri yapist dinamiktir. Herhangi bir YSA modelinin
sistemde bulunan diger modellerden farkli 6zellikler ve baglantilar icerebilmesiyle farkl tiir
YSA model siireclerinin igletilmesi saglanmistir. Ancak kullanicilar sistemde tanimli
olmayan mimari tipinde bir model gelistireceklerinde egitim ve test siireclerinin bir kez
kodlanmas1 gerekmektedir. Her cesit YSA mimarisinde tahminleme ve ogretim teorik
olarak tez ¢alismasinda sunulan yontem ile gerceklestirebilmektedir. Onerilen yontem ile
yeni bir mimari gerceklestirilece§inde YSA modelini tekil tanimlayan bir ozellik ve
katmanlar1 ayirt edecek etiketler tanimlamak gereklidir.  Onerilen yontem ile diger
calismalarin aksine tiim model gorsel olarak tasarlanabilmektedir, model olusturmak i¢in
veritaban1 sorgulart yazmaya gerek yoktur. Diger calismalardan farkli olarak ©nerilen
yontemde egitim ve test siirecinde hesaplama sonuglar1 hiicrelerde anlik olarak model
cizgesi iizerinden izlenebilmektedir. Iliskisel veritabanlarinda ¢oktan ¢oka bagi olan
hiicreler arasinda fazladan bir tabloya ihtiya¢ duyulmaktadir. Bu yontem arastirmacinin
veritabanindaki verilere bakarak gozlem yapmasini zorlastirmaktadir. Cizge veritabaninda
sorgularin kendisi ve sonuclari dogal olarak gorsellestirmeye yatkindir. Boylece gozlem
yaparken model varliklar1 gorsel olarak gozlemlenebilirken ayni zamanda hiicrelerdeki
hesaplama sonuclar1 gbzlemlenebilmektedir. Gelistirilen yontem ile on yiiz sunucusu, arka

yliz sunucusu ve ¢izge veritabani olarak {ice ayrilan Onerilen sistem ile fazla yiik alan
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sunucu kaynaklar arttirilarak hesaplama 6lceklenebilir hale getirilebilmektedir.
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4.5. Sunulan Yontem ile Bir Modelin Tahminleme Siiresinin Deneysel Olarak
Olciilmesi

Calismanin oncelikli hedeflerinden birisi hesaplama performans: olmamasina karsin
YSA model siirecleri gelistirilen yazilim iizerinde gerceklestirilirken kabul edilir siirelerde
sonug¢lar tiretmesi beklenmektedir. Bu boliimde kabul edilir siirede ¢ikt1 tiretme denemeleri
deneysel olarak kargilastinnlmistir. Boliim 3.7.1°de incelenen ileri beslemeli gorsel tanima
modeli, gelistirilen yazilimda ve Keras iizerinde tahminleme cikti iiretme siireleri dikkate
alinarak gerceklestirilmistir.

Kargilagtirmalar Intel 17-7700HQ islemcisine sahip ve 16 GB DDR4 bellekli, Nvidia
1050Ti ekran karth bir diziistii bilgisayarda yapilmistir. Tahminleme girdisi olarak 28
piksele 28 piksellik rakam gorseli kullanilmigtir. Keras’in 2.3.0 siiriimii ile uyumlu ekran
kart1 destekli Tensorflow kiitiiphanesinde arka arkaya yapilan on denemenin sonuglar1 elde
edilmistir.

Keras ile olan denemelerde Tensorflow’un ekran karti ile islem yapan versiyon
kullanilmigtir.  Kerasla yapilan her denemede, kod iizerinden modelin doniisiimleri
yapilarak Keras’a yiiklenmesi, ekran kartina dagitiimasi1 gerekmektedir. Onerilen yazilimda
YSA verisi lizerinde modelin tiimiinii kapsayacak bir doniisiim islemine gerek olmamakla
birlikte sadece hesaplamalar icin isleme ihtiya¢ bulunmaktadir.

Onerilen sistemde ilk sorgular onceki boliimlerde anlatilan &n 1sitma konusundan
dolay1r yavas calismakta ancak her sorgu geldiginde daha hizli cevaplar donmeye
baglamaktadir. Keras tarafinda ortalama korunmaktadir. Ekran kartinin o anki yiikiine gore
artmalar olmakla birlikte genel olarak ortalamaya yakin tahminleme sonu¢ zamanlari elde
edilmektedir. Onerilen sistemde 6n yiizden giden internet iste§inden tahminleme sonucu
elde edilene kadarki siire ol¢iimii yapilmustir. Onerilen sistemde ekran karti iizerinden
herhangi bir iglem yapilmamasima ragmen model ¢evrimi veya ekran kartina aktarimi i¢in
doniisiim ihtiyact bulunmadig: i¢in ¢ok az bir fark ile hizli sonug iirettigi gézlemlenmistir.
Deney sonucunda kabul edilebilir siirede tahminleme ciktis1 iiretilmistir. Yapilan testlerin
sonucunda Onerilen yazilimda en yavas 3.76 saniyede, en hizli ise 3.09 saniyede cikti
tiretilmistir. Keras iizerinde gerceklestirilen deneylerde en yavas 3.66 saniyede, en hizli ise

3.26 saniyede ¢ikt1 iiretilmistir.
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BOLUM 5
SONUC VE ONERILER

Tez calismasi ile yapay sinir aglarimi ¢izge veritabanlarinda ¢alistirmak i¢in yeni bir
yontem gelistirilmistir. ~ Gelistirilen bir yazilim ile arastirmacilarin yapay sinir aglarini
cizgelerle gorsel olarak olusturabilmeleri saglanmistir. Gelistirilen yazilim ile kullanicilar
cizge veritabaninda saklanan YSA modellerine c¢evrimi¢i olarak her yerden
erisebilmektedir. Cizge veritabaninda tutulan yapay sinir ag modelleri kodlama gerekmeden
gorsel olarak diizenlenebilmektedir. Sunulan yontem ile modellerdeki egitim ve test
siirecleri canli olarak gozlemlenebilmektedir. Arastirma gruplarinin ayni model iizerinde
ortaklasa caligsabilmesi saglanmistir. Egitimi tamamlanmis modelleri dosya formatlarina
doniistiirmeye gerek kalmadan paylasmak miimkiin hale getirilmistir.

Yapay sinir ag1 ile test ve egitim yapilacak verilerin ayn1 ortamda olmasi saglanmustir.
Giiniimiizde veri saklarken siklikla kullanilan veritabani verilerini veri seti olarak
kullanmak icin ortam olusturulmustur. Onerilen yontem ile yapay sinir aglari teoride
anlatildi@1 sekilde birebir cizge veritabaninda saklanmaktadir. Cizge veritabanlarinda
saklanan yapay sinir aglar ile kodlama yapmadan ve doniisiime ihtiya¢ olmadan 6grenim
aktarimi yapilabilmektedir. Ogrenim aktarimi yapilmis modeller kodlama yapmadan gorsel
olarak diizenlenebilmektedir. Boylece diger yontemlerdeki 6n egitimli modellere hakimiyet
zorunlulugu ve kodlamayla degisiklik yapmak zorunda olunmasinin 6niine geg¢ilmistir.

Yaygin kullanilan yapay sinir ag yazilimlarinda bazi egitilmis modelleri cizge
veritabanina aktarmak i¢in bir yontem olusturulmustur. Evrigimli sinir aglar1 6nerilen
sisteme aktarilarak tahminleme gerceklestirilmistir. Model mimarisinden bagimsiz bigimde
YSA varliklarim1 birer ¢izge veritabani verisi olarak islenmesi ile genellestirilebilir bir
model saklama ortami olusturulmustur. Cizge veritabanlarinda sinir aglarini tutmak iligkisel
veritabanlarinda tutmaya gore daha esnek ve genellestirilebilir oldugu sonucu elde
edilmistir. Literatiirde veritabaninda yapay sinir aglari tutmayla ilgili calismalar yontemin
gelisime acik yonlerinin oldugunu gostermektedir. Calismanin asil amaci yapay sinir
aglarin1 performansh sekilde isletmek olmasa da yaygin kiitiiphanelerin performansinda test
hesaplamasi gerceklestirebilmektedir. ~ Tez kapsaminda yapay sinir aglarinin cizge
veritabanlarinda gerceklenmesiyle genellestirilebilir bir saklama ortami olusturulmus ve
literatiire katk1 sunulmustur. Onerilen yazilim acik kaynak kodlu paylasilarak gelistirmeye
acik haldedir. Onerilen yontem ile ¢izge veritabanli yapay sinir aglar1 olarak tanimlanan
yeni bir ekosisteminin ilk adimlarr atilmigtir.

Gelecek caligmalarda cizge veritabanlarinda saklanan yapay sinir aglarindaki
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hesaplamalarin ekran kartlarinda yapilmasiyla performans arttirilabilir. Genellestirilebilir
yayilim algoritmalar1 ¢izge veritabanlarina uygulanarak cizge yapisinin verimliligi
arttirllabilir. Gercek hayat problemlerinden veri setleri ¢izge veritabanlarinda olusturularak

Onerilen yontemin biiyiik ve giiriiltiilii veri setlerindeki yetkinligi karsilagtirilabilir.
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EKLERI



EK 1. Onerilen Yazilimimn Diger Gorsellestirme Arayiizleri
Sekil 31°de aragtirmacilarin kayit olma ekraninda arastirmacidan kullanici adi, ad, soyad,

parola bilgilerinin girilmesi istenmektedir.

Kullanici bilgilerini girerek kayit olabilirsiniz

Kayit Ol

Kullanici Adi
Ad
Soyad
Parola

Sekil 31. Arastirmacinin sisteme kayit olma ekrani

Bilgilerle kayit olan kullanict Sekil 32’de kullanici ad1 ve parolasi ile ortak calisma

sistemine giris yapabilmektedir. Ornek olarak, projenin hizlica incelenebilmesi adina "test

kullanic1 ad1 ve "test" parolasiyla kullanici olusturulmustur.

Kullanici Adi: test
Parola: test

Girig Yap
Kullanici Adi
test

Parola
Giris Yap
Kayit Ol

Sekil 32. Aragtirmacinin sisteme girig ekrani

Sekil 33’°te ortak calisma ekrani gosterilmigtir. Site lizerinden ulasilan boliimler temel
olarak bu sekilde 3 ana boliime ayrilmaktadir. Beyaz alanda model diizenlemeleri ve
gosterimi gorsel olarak yapilirken, sag iistteki meniiden model islemleri, soldaki meniiden
ise ornek modellerin sisteme aktarimi, yeni model olusturulmasi, modellerin listelenmesi

yapilmaktadir.

II



Menii + Node EKle = Cypher Sorgusu  Olcek emmmg@)
> Yeni Model Olugtur

» H5 Modeli ige Aktar

» H5 CNN Modeli ige Aktar
» H5 MNIST Modeli ige Aktar
Workspace Listesi

>4

¥ 100

> 99

5

> 101

¥ 200

¥ Cikis Yap

Sekil 33. Arastirmaciy: giris yaptiktan sonra karsilayan ortak ¢alisma alani

Sekil 34’te diigiim diizenleme ekram iizerinde 6rnek "Baslik", "Ozellikler" parametrelerinin
girigi gosterilmigtir. "Kaydet" dendikten sonra gorsel YSA olusturucusu ilgili olan

norondaki verileri degistirmektedir.

Diigim Duzenle
Tim daglm &zelliklerine benzersiz bir ‘workspace' tanimi yapiimalidir. ﬁ
Baghk  input

Ozellikler  data: 0
workspace: xor

NI Kaydet

Sekil 34. Diigiim diizenleme ekrani

Sekil 35’te "Tip" ve "Ozellikler" parametrelerinin 6rnek girisleri gosterilmistir. "Tip"
boliimii etiket olarak calismaktadir. "Ozellikler" boliimiinde benzersiz bir "workspace"
verisinin girilmesine ihtiyag bulunmamaktadir. "Ozellikler" boliimiinde genellikle
agirliklar, sapma ve kernel degerleri yer almaktadir. Diigiim diizenle ekraniyla ayn1

mantikta noronlar arasindaki iligkilere ¢ift tiklama yapilarak erisilmektedir.
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iligki diizenle

Tersine Cevir E

Tip | related

Ozellikler

iptal Et EETLE

Sekil 35. Iligki diizenleme ekrani

Sekil 36’da 6grenim aktarimi yapilacak yeni modelin workspace ismi sorulmakta ve hali
hazirdaki modelin bilgileri ile yeni model olusturulmaktadir. Bdylece yeni modelde
ogrenim aktarimi yapilmig olan modelin hem yapis1 hem de 6grendigi parametreler

aktarilmig olmaktadir.

Transfer Edilecek Workspace Se¢

Transfer edilecek modele bir isim verin.

Transfer Edilecek
Workspace:

iptal Et  EIENSEAS

Sekil 36. Ogrenim aktarim ekrani
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EK 2. H5 Model Yapist ve Aktarimi

nn nn

HS5 dosyalar1 "groups" ve "datasets", "root", "apiVersion" anahtar degerlerini icermektedir.
"groups" boliimii katmanlarin mimarisi, iist bilgileri ve birbirlerine olan baglantilarim
icermektedir. "datasets" boliimii katmanlardaki islem matrislerini ve katman verilerini
icermektedir. "root" boliimii YSA’nin bagladigr diigiimiin GUID formatinda kimlik bilgisini
icermektedir, bu boliim kullanilarak YSA modelinin basladig1 katmandan itibaren
ilerlenerek taramasi yapilmakta ve Cypher sorgusuna cevrilmektedir. Cypher sorgusunda
oldugu gibi her katmanin kendine 6zel tekil GUID kimlik numaralari bulunmaktadir. YSA
model baglantilar1 agac yapisina benzer sekilde tekillik saglayan katmanlar arasinda GUID
degerler ile yapilmaktadir. "groups" boliimiinde YSA modelinin her katmaninin adi
listelenmektedir ancak siras1 her zaman dogru degildir. Sira farkindan dolay1 Cypher
sorgusu olusturulurken, "groups" alanindaki liste rehber liste olarak kullanilmakta ancak
YSA’y1 ve iligkilerini olusturacak sorgu olusturulurken, "root" alanindan baslayarak bagl
oldugu katmanlarin sirasi ile gelistirilen yazilim ¢atisi ile ¢izge veri tabaninda

olusturulmaktadir.
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