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OZET

Yapay zeka sistemlerinin yayginlagsmasi, her alanda oldugu gibi kara
tasimaciliginda da ¢esitli yenilikler dogurmakta olup uygun sartlarda siirlis gérevini insan
stirticii miidahalesine ihtiyag duymaksizin yiiriitebilen otonom araglar, bu yenilesimin en
somut goriiniimiinii teskil etmektedir. Cesitli otomasyon teknolojileriyle donatilan ve
karayolu trafiginin akisinda karsilasilan durumlarla akillica basa ¢ikabilen bu araglarin
kullanilmasindan dogan kazalar ise hukuki sorumluluk, cezai sorumluluk ve sigorta gibi
konularda birtakim hukuki problemlere kap1 aralamaktadir. Ozellikle yiiksek otomasyon
teknolojilerinin araglara sagladigi hareketi insan siiriiciiden bagimsiz gergeklestirebilme
kabiliyetinin, bu araglarin karistig1 kazalarda taraflarin ceza sorumlulugunun belirlenmesi
acisindan gri bir alan yaratabilecegi 6ngoriilmekte olup bu durum, mevcut ve muhtemel
problemlerin ortaya konularak ceza hukuku prensipleri baglaminda degerlendirilmesi
ihtiyacin1 giin yiiziine ¢ikarmaktadir. Bu amag¢ dogrultusunda hazirlanan tezin birinci
boliimiinde ¢alisma konusu ag¢isindan 6nem arz eden temel kavramlar tanimlandiktan
sonra otonom araglarin kronolojik gelisimi, ¢alisma prensipleri ve siiflandirilmasi ortaya
konulmus; akabinde otonom araglarin ulusal ve uluslararasi ¢aptaki yasalagsma siiregleri
ele alinmistir. Calismanin ana sorununun ele alindig: ikinci boliimde, otonom araglarin
kullanimindan dogan cezai sorumlulugun yoéneltilebilecegi kisiler ve otomasyon
seviyelerinin ceza sorumluluguna etkileri saptandiktan sonra kasten veya taksirle islenen
suglarda sorumlulugun belirlenmesine iligkin problemler Tiirk ceza hukuku prensipleri
cercevesinde tartisilmistir. Konuya iligkin miistakbel ceza hukuku zorluklarimin ele
alindig1 ¢alismanin son kisminda ise otonom araglarin karigtigi kazalarda nedensellik
baglantisinin tespiti Ve bir zorunluluk hali olarak ikilem durumlari irdelenmis; akabinde
baglantili araglarin siber giivenligine ve bu araglar araciligiyla toplanan kisisel verilerin

korunmasina iliskin olas1 ceza hukuku risklerine 1sik tutulmustur.

Anahtar Kelimeler: otonom araglar, cezai sorumluluk, yapay zeka, makine

ogrenmesi, taksir, ikilem durumlart



ABSTRACT

As in all spheres of life, the spread of artificial intelligence systems creates
various innovations in road transport. Autonomous vehicles that can carry out the driving
task under appropriate conditions without the need for human driver intervention
constitute the most concrete view of this innovation. The accidents arising from the use
of autonomous vehicles, which are equipped with various automation technologies and
can intelligently cope with the situations encountered in the flow of road traffic, open the
door to some legal problems in subjects such as legal liability, criminal liability and
insurance. It is foreseen that the ability to perform the movement provided by high
automation technologies to vehicles independently from the human driver, may create a
gray area in terms of determining the criminal responsibility of the parties in accidents
involving these vehicles, and this raises the need for existing and possible problems to be
identified and evaluated in the context of criminal law principles. In the first part of thesis
that prepared for this purpose, after defining the basic concepts that are important in terms
of the study subject, the chronological development, working principles and classification
of autonomous vehicles are outlined and then, the national and international legalization
processes of autonomous vehicles are discussed. In the second part, which deals with the
main problem of the study, after determining the persons to whom the criminal
responsibility arising from the use of autonomous vehicles can be directed and the effects
of automation levels on criminal responsibility, the problems regarding the determination
of responsibility in crimes committed intentionally or negligently are discussed within
the framework of Turkish criminal law principles. In the last part of the study, which
deals with the future criminal law challenges related to the subject, the determination of
the causal link in the accidents involving autonomous vehicles and the dilemma situations
as a state of necessity are examined; subsequently, the cyber security of connected
vehicles and the possible criminal law risks related to the protection of personal data

collected through these vehicles were shed light on.

Keywords: autonomous vehicles, criminal liability, artificial intelligence,

machine learning, negligence, dilemma situations



ONSOZ

Insan, bildiklerinin sancis1 ve bilmediklerinin kusuru ile yasar. Zihnimde
filizlenmesinden bu yana irdeledik¢e daha da girift hale gelen bir sorunun pesinden
giderek sancilar pahasina kusurumun bir kismini 6rtebilecegimi sandigim bu tezin yazim
siirecinde, ortmek istedigimden ¢ok daha fazla kusurum asikar oldu. Bu itibarla tez,
bilginin ugsuz bucaksiz olusunu bir kez daha fark etmemi saglamakla nazarimdaki en

O6nemli amacina ulagmistir.

Tez 6nerimi kendisiyle paylastigim ilk giinden itibaren hi¢bir konuda beni yalniz
birakmayip ilgisini ve emegini eksik etmeyen, danismanligi altinda ¢aligmaktan onur
duydugum kiymetli tez damsmanim Dr. Ogr. Uyesi Zafer Icer basta olmak iizere tez
savunma jlirimde yer alan, tezimi okuyup inceleyerek degerli goriislerini benimle
paylagsma nezaketini gdsteren ve tezin son haline ulasmasinda biiyiik katkilar1 olan
saygideger hocalarrm Dog Dr. Yusuf Yasar ile Dr. Ogr. Uyesi Tuba Kelep Pekmez’e; tez
konusu heniiz fikir agsamasindayken c¢alismaya devam etmem igin bana motivasyon
saglayan, tezin yazim siireci boyunca da konuyla ilgili tecriibe ve tavsiyelerini bir agabey
hassasiyetiyle benimle paylasan Ars. Gor. Hiiseyin Ates’e ve kaynakg¢amda yer alan

eserlerin degerli miielliflerine katkilari i¢in tesekkiirii bir borg bilirim.

Bugiin itibariyla doldurdugum yirmi bes yilin her aninda oldugu gibi hayatimin
bu asamasinda da maddi ve manevi desteklerini tizerimden esirgemeyen kiymetli aile
iiyelerime; sevgili meslektasim, “yol arkadasim” Av. Elif Cemre Bozdag’a ve egitim
hayatimin ilk giinlerinde okul kapisinda beni bekleyisini bir an olsun unutmadigim
merhum dedem Ahmet Polat’a sonsuz tesekkiirlerimi sunuyor; onlarin destegiyle kaleme

alabildigim bu ¢aligmanin Tiirk hukukuna katki saglamasini temenni ediyorum.

Tarik Taha Yazicilar
[stanbul, 17.07.2021
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GIRIS

Dijital teknolojiler, giinliik hayatta sagladig: tiim kolayliklarin yaninda 6zellikle
son yillarda teknik, etik ve hukuki agidan bir¢ok tartigmanin da fitilini ateslemis olup
bunlarin basinda hig siiphesiz yapay zeka sistemleri ile alakali gelismeler gelmektedir.
Giinliik hayatin hemen her alaninda etkin bir sekilde kullanilmaya baglanan yapay zeka
sistemleri, devrim niteligindeki sonug¢larimi kara tasimaciligi alaninda da gostermistir.
Yapay zeka sistemlerinde kat edilen mesafeyle birlikte araglarin yapay zeka destekli stirtis
otomasyon sistemleriyle donatilmasi fikri, otomotiv sektdriiniin ilgisine mazhar olmus ve
otonom araclar bilim ve is diinyasinin odak noktalarindan biri haline gelmistir. Otonom
araglarin karayollarindaki sirkiilasyonunun 6ntimiizdeki yillarda kademeli olarak artmasi
kuvvetle muhtemel goriinmekte iken daha uzak bir gelecekte ise tam otonom araglarin
kullanima sunulabilecegi ongoriilmektedir. Diinyanin bir¢ok tilkesinde otonom araglarin
test siirlislerine baslayan flretici firmalar bu testler cergevesinde yogun analiz ve
optimizasyon siire¢leri yliriitmekteyken devletler de gelecekte bu araclarin karayollarinda
giivenli bir sekilde kullanilabilmesini saglama ihtiyact ve gorevi kapsaminda otonom
araclarin iretimine, test edilmesine ve kullanilmasina iliskin ¢esitli idari diizenlemeler ve

yasama faaliyetleri ortaya koymaya baglamustir.

Otonom araglar gibi otomasyona dayali bilgi teknolojisi iiriinleri, bir yandan
toplumda giinliik hayatin isleyisini kolaylastirirken diger yandan bu fayda ugruna gesitli
problemler ve riskler dogurabilmektedir. Ozellikle otonom araglara iliskin siiriis
gorevinin insanlardan makinelere devredilmesi vaadi kamuoyunda endiseyle karsilanmig
ve gerek etik gerekse hukuki gesitli tartigmalara meydan vermistir. Otonom araglarin
internet agina bagli olmasinin ve otomasyon sistemlerince idare edilmesinin karayolu
trafiginde geleneksel araglarda rastlanmayan birtakim yeni ve giiglii rizikolar doguracagi
ongoriilmektedir. Gelecekte karsilasilmasina neredeyse kesin goziiyle bakilan
problemlerden biri de otonom araglarin kullanilmasindan dogan cezai sorumlulugun nasil
belirlenecegine iliskindir. Ozellikle siiriis faaliyetinin insan siiriicii yerine otomasyon
sistemi tarafindan kontrol edildigi seviye {li¢ ve lizeri otomasyon seviyesindeki araglarin
karistigi/karisacagl kazalarda sugun kime isnat edilecegi problemi, tam insan

hakimiyetini gerektiren geleneksel araglar referans alinarak ihdas edilen hukuki



diizenlemelerin yeterliligini tartismaya a¢mistir. Bu nedenle bu caligmada ceza
sorumlulugu simirlarinda kalmak kaydiyla otonom araglarin kullanilmasina iliskin
sorunlarin teshis edilmesi ve Tiirk ceza hukuku sistematigine bagli kalinmak suretiyle
olasi ¢oziimlerin tartisilmasi hedeflenmis; bu hedef dogrultusunda tez bashigi, “Otonom

Araglarin Kullanimindan Dogan Cezai Sorumluluk” olarak belirlenmistir.

Calisma oOncesi yapilan ve nihayetinde kaynakgay1r olusturan literatiir
taramasinda konuya iliskin yabanci literatiiriin oldukga genis oldugu, bu alandaki
caligmalarin 2010’Iu yillarin basinda baglayarak giiniimiize yaklastik¢a siklagtigi, otonom
araglarin kullanilmasindan dogan cezai sorumluluk probleminin ise 6zellikle otonom
araglarin test edildigi ve sinirli bir sekilde kullanima sunuldugu tilkeler basta olmak tizere
yurtdisinda 6nce akademik bir ilgi alan1 olarak ortaya ¢iktig1, akabinde otonom araglarin
giinlik hayatin olagan akisina dahil olmaya baslamasiyla birlikte bu konudaki
arastirmalarin da yliksek bir ivme kazandigi gézlemlenmistir. Bu nedenle tez metodu her
ne kadar Tiirk ceza hukukunun yiirtirliikteki hiiktimlerinin incelenmesi ile sinirlandirilmis
ise de tartismali hususlarin ortaya konulmasi agisindan yabanci dilde verilen eserlere ve
mukayeseli hukuka iliskin verilere sik sik yer verilmistir. Otonom araglarla ilgili yerli
literatiir ise oldukga sinirli olup mevcut kaynaklarin arasinda ise tez konusunun ana
hatlarryla ele alindig1 kaynaklar! azinlig1 teskil etmekte; konuya iliskin tez diizeyinde bir
caligma ise heniiz bulunmamaktadir. Bu yoniiyle tezden beklenen temel katki,
literatiirdeki bu boslugu ele alarak otonom araglarin kullanimindan dogan ceza
sorumlulugunun belirlenmesi i¢in uygun bir hukuki ¢erceve ihdas edilmesi ihtiyacinin

degerini kanitlamaktir.

Otonom arag terimi esasinda karada, havada, su yiizeyinde veya altinda hareket

kabiliyeti ve kullanim imkani bulunan mubhtelif araglari ifade edebilmekle beraber bu

! Tuba Kelep Pekmez, Otonom Araglarin Kullanimindan Dogan Cezai Sorumluluk: Tiirk Hukuku Bakimidan Genel
Bir Degerlendirme, Ceza Hukuku ve Kriminoloji Dergisi, 6(2):173 — 195, 2018; Koray Dogan/Serkan Merakli,
Trafik Ceza Hukuku, 1. Baski, Ankara: Seckin Yaymcilik, 2019, s. 231 vd.; Servet Yetim, Siiriiciisiiz Araglarin
Getirdigi/Getirecegi Hukuki Sorunlar, Ankara Barosu Dergisi, 2016/1: 125 — 184, 2016; Hasan Catakli, Otonom
Araglarm Kullaniminda Ortaya Cikan ikilem Durumlar ve Taksirli Eylemlerden Kaynakli Cezai Sorumluluk, Siileyman
Ustiin/Aysegiil Coban Atik/Tugba Bayraktar (ed.), Selcuk Hukuk Kongresi 2020 Kamu Hukuku Tebligleri Tam
Metin Kitab1 iginde (161 — 175), 1. Baski, Ankara: Nobel Yaymncilik, 2020; Hiiseyin Ates/Mustafa Tirtir, An
Evaluation of the Uber’s Autonomous Car Crash in the Scope of Turkish Criminal Law, Adalet Dergisi, 2021/1: 315
— 332, 2021; Eylem Aksoy Retornaz, “Otonom Araglar ve Ceza Hukuku”, Eylem Aksoy Retornaz/Osman Gazi
Giigliitiirk (ed.), Gelisen Teknolojiler ve Hukuk II: Yapay Zeka i¢inde (331 — 345), 1. Baski, istanbul: On Iki Levha
Yayincilik, 2021; Zeynel T. Kangal, Yapay Zeka ve Ceza Hukuku, istanbul: On iki Levha Yaymcilik, 2021.
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tezin ana konusunu karayollarinda kullanilan otonom araglar teskil ettiginden diger
otonom arag ¢esitleri kapsam disinda birakilmistir. Ayrica calismada her ne kadar otonom
araclarin ayirt edici Ozelliklerinin belirlenmesi adina biitiin otomasyon seviyelerine
deginilmis olsa da tez konusunun esasi1 agisindan 6nem arz eden araglar siiriis faaliyetinin
sistem tarafindan kontrol edildigi seviye ii¢, seviye dort ve seviye bes tliriindeki otonom
araglar olup bu seviyelerin altindaki araglarin kullanilmasiyla alakali ceza hukuku
problemlerine bu ¢alismada detayli olarak yer verilmemistir. Soylemek gerekir ki, heniiz
somut bir goriiniimii bulunmayan seviye bes diizeyindeki otomasyon sistemlerinin yakin
gelecekte karayollarinda kullanilmast pek olasi goriilmediginden, mevzuatin ihtiyaglar
dogrultusunda giincellenmesi geregi séz konusu oldugunda tam otonom araglardan
ziyade seviye li¢ ve seviye dort diizeyindeki otomasyon sistemlerini iceren araglarin
kadraja alinmasi, 6ncelikli 6nem tasiyacaktir. Bu nedenle bu ¢alismada da ekseriyetle
seviye li¢ ve seviye dort diizeyindeki kosullu ve yiliksek otomasyon igeren araglarin
kullanilmasindan dogan ceza hukuku problemleri ele alimmistir. Ote yandan c¢alismanin
genel eksenini 5237 sayili Tirk Ceza Kanunu kapsamindaki sorumluluga iligkin
hiikiimler olusturdugundan 5326 sayil1 Kabahatler Kanununda diizenlenen kabahatler ve
tiizel kisilerin cezai sorumluluguna iligkin tartismalar da c¢alisma kapsami disinda
birakilmistir. Ayrica giiniimiizde karayolu trafiginde karsilasilabilecek suglarda 6nem arz
etmesine ragmen otonom araclar agisindan ayrica bir 6zellik barindirmayan ve geleneksel
araglara uygulanan hukukun kiyasen uygulanmasinin miimkiin oldugu durumlara da

calismada yer verilmemistir.

Calismanin birinci boliimiinde otonom ara¢ kavrami ile otonom araglara iligkin
temel kavramlar tanimlanmis; otonom araglarin kronolojik gelisim siiregleri, ¢aligma
prensipleri, siirlis otomasyon sistemlerinin siniflandirilmasi ve otonom araglarin karistigi
cesitli kazalar ele alinmis; akabinde bu araclarin iretilmesine, test edilmesine ve
kullanilmasina iliskin 6nem arz eden ulusal ve kiiresel ¢apta legalizasyon ¢abalarina yer
verilmigtir. Calismanin esasini teskil eden ve otonom araglarin kullanilmasindan dogan
cezai sorumlulugun ele alindig: ikinci boliimiin ilk kisminda evvela otonom araglarin
dogrudan bir sorumluluk 6znesi olup olmayacagi degerlendirildikten sonra Tiirk ceza
hukukunda bu araglarin kullanilmasindan dogan cezai sorumlulugun yoneltilebilecegi

taraflar belirlenmig; akabinde kasten veya taksirle islenen suglarda sorumlulugun



belirlenmesine iliskin problemler siiriis otomasyon sistemlerinin ceza sorumluluguna

etkileri baglaminda ve Tirk ceza hukuku prensipleri ¢er¢evesinde ele alinmistir.

Tezin ikinci boliimiiniin birinci kisminda, trafik ceza hukukunun konusuna giren
sug tiplerinin otonom araclar kullanilmak suretiyle kasten islenmesi halinde yiirtirliikteki
mevzuatin, kasta dayali cezai sorumlulugun belirlenmesi agisindan yeterli oldugu tespit
edilerek bu bahis miimkiin oldugunca kisa tutulmus, problemin odagina taksirden dogan
ceza sorumlulugu yerlestirilmek suretiyle ceza sorumlulugunun yoneltilebilecegi
oznelerin durumu degerlendirilmistir. Ikinci boliimiin ikinci kisminda ise otonom
araglarin kullanimindan dogan kazalarda nedensellik baglantisinin tespiti meselesi, bu
araglarin potansiyel avantaj ve dezavantajlari karsilastirilarak izin verilen risk kavramiyla
birlikte ele alinmis; otonom siirlisten kaynaklanan ikilem durumlari, ceza hukukundaki
zorunluluk hali baglaminda degerlendirildikten sonra kaza optimizasyon algoritmalarinin
gelistirilmesindeki etik problemler irdelenmis; son olarak otonom araglarin nesnelerin
internetine bagli olmasindan kaynaklanan siber giivenlige ve kisisel verilerin
korunmasina iliskin olast ceza hukuku problemleri tespit edilerek konuya iliskin

miistakbel ¢alismalara hukuki bir perspektif saglamak amaglanmistir.



§ BIRINCI BOLUM
OTONOM ARACLARA ILiSKiN TEMEL KAVRAMLARIN TANIMLANMASI
VE MEVCUT HUKUKI GELISMELER

I. OTONOM ARACLARA ILiSKIN GENEL BIiLGILER

A. Otonom Araclara Dair Temel Kavramlar
1. Yapay Zeka
a. Zeka Kavrami ve Yapay Zekanin Felsefi Kokleri

Glincel sozliikteki karsilig1 “insanin diisiinme, akil yiiriitme, objektif gercekleri

2 olan zekd kavrami,

algilama, yargilama ve sonug¢ ¢ikarma yeteneklerinin tamami”
diisiince tarihinin en basindan bu yana insanligin tanima gayretine konu olmus; bu
dogrultuda gecmisten giinliimiize tibbi, felsefi veya hukuki bir¢ok tanimlama ortaya
konulmustur. Ornegin; Gottfredson zekdy: aciklarken planlama kabiliyetini, akil
yuriiterek  sorunlar1  ¢6zmeyi, miicerret  diisinmeyi, karmasik  fikirleri
anlamlandirabilmeyi, hizl1 ve deneyimler araciligiyla grenmeyi vurgulamis® ve nihayet
zekanin  “bilissel karmasiklikla basa c¢ikma yetenegi” oldugunu dile getirmistir®.

Wechsler ise zekayi, “bireyin hareket etme, rasyonel diisiinme ve ¢evresiyle etkili bir

sekilde basa ¢ikma konusundaki toplam kapasitesi” olarak tanimlamistir®.

Giinlimiize dek sayilanlara benzer birgok farkli tanimlamaya konu olan zeka,
insanligin var olusundan bugiine gecen siire boyunca geligsimini siirdiirmis; insanlar,
sahip olduklar1 zeka yordamiyla diislince diinyalarini giinden giine genisleterek bilim
sahasinda hayli mesafe kat etmistir. Nihayet teknolojik gelismelerin durdurulamaz
ilerleyisiyle gecen yirminci yiizyila gelindiginde biyolojik olmayan varliklarin da insanlar
gibi diistiniip karar verebilecegi fikriyle birlikte “yapay zeka ” kavrami giin gegtik¢e daha

fazla zikredilir olmustur. Her ne kadar entelektiiel mazisi zeka kadar ge¢mise gitmiyor

2 Tiirk Dil Kurumu, Giineel Tiirkce Sézliik, <https://sozluk.gov.tr/>, (Erisim Tarihi: 17.07.2021).

8 Linda S. Gottfredson, “Mainstream Science on Intelligence: An Editorial With 52 Signatories, History, and
Bibliography”, Intelligence, 24(1): 13 — 23, 1997, s. 13.

4 Linda S. Gottfredson, “The General Intelligence Factor”, Scientific American, 9(4): 24 — 29, 1998, s. 25.

5 David Wechsler, The Measurement of Adult Intelligence, Baltimore: Williams & Wilkins, 1944, s. 3.
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olsa da yapay zeka biitiiniiyle kdrpe bir methum olmayip yapay zekanin teorik kokleri

itibariyla uzun bir kavramlasma siirecine sahip oldugunu sdylemek miimkiindiir®.

Modern yapay zekanin dogumuyla sonuglanan makinelerin diisiinebilmesinin
miimkiin olup olmadig1 sorusu, 17. yiizyildan itibaren diialist ve materyalist goriisler
ekseninde dogrudan veya dolayli olarak tartisilmis ve Onemli diisiiniirler bu konu
tizerinde mesai harcamistir. Ruh ile maddenin 6zdes olmayan, birbirinden bagimsiz,
birbiriyle etkilesim halinde olan ve birbirine indirgenemeyen iki ayri1 téz oldugu
diisiincesini ifade eden tdz diializmini benimseyen René Descartes; Yontem Uzerine
Konusma adli eserinde insan bedeniyle benzerlik tasiyan ve fiilen insan eylemlerini taklit
eden makineleri tasavvur etmis; dogal dil yetersizligi’ ve bilissel kapasite yetersizligi®
olarak 6zetlenebilecek iki ayr1 argliman araciligiyla bu makinelerin insanlar gibi eylemde
bulunmasinin imkansiz oldugunu belirtmistir®. Descartes’n tz diializmi ekseninde insan
trlinii makinelerin statiisiinii irdeledikten sonra bu makinelerin ancak yasama sahip
olmayan mekanik varliklar olabilecegi sonucuna vardigi bu argiimantasyonu, yapay

zekaya yapilan ilk atiflardan biri olarak kabul etmek miimkiindiir.

Ote yandan ayni1 problem, téz diializminin aksine maddenin tek ger¢ek oldugunu
ve zihnin de salt fiziksel olarak agiklanabilecegini ifade eden ve dolayisiyla yapay bir
zihnin var olma ihtimalini miimkiin goren materyalist 6gretide de yer bulmustur. 1651

yilinda Thomas Hobbes, toplum sézlesmesini ve ideal devleti ele alan kitab1 Leviathan’in

6 Yapay zekanin gelisim siirecine yonelik Nilsson’un yaptig1 tasnif incelendiginde; yazarin evvela tarih boyunca kendi
kendine hareket edebilen makineler hakkinda diis kuran diisiiniirlere yer verdigi; ardindan 1950 yilindan itibaren onar
yillik periyotlarla yapay zekanin geligimini inceleyip 1980°li yillardaki ikinci bir milattan bahsederek nihayetinde
modern yapay zeka bashigi altinda glinlimiizdeki gelismeleri ortaya koydugu goriilmektedir. Ayrintili bilgi igin bkz.
Nils J. Nilsson, Yapay Zeka Gegmisi ve Gelecedi, Mehmet Dogan (gev.), 2. Baski, Istanbul: Bogazigi Universitesi
Yayinevi, 2019.

7 “Zira sozleri soyleyebilecek, hatta bazi sozlere karsilik verebilecek ve hatta organlarinda bazi degisikliklere neden
olacak bedensel etkilere iligskin bazi sozler sarf edebilecek sekilde, ornegin belli bir yerine dokundugumuzda
kendisinden ne istendigini sorabilecek, baska bir yerine dokundugumuzda canmini acittigimizi haykirabilecek ve buna
benzer seyler yapabilecek tarzda bir makine yapildigini pekala tasarlayabilsek de onun en akli kut insamin dahi
vapabildigi seyi, yani karsisinda séylenenlere uygun ve anlamli yanitlar vermek icin bu sézleri cesitli bicimlerde
harmanlayip diizenleyebilecegini tasavvur edemeyiz.” René Descartes, -Akhmi Iyi Yénetmek ve Bilimlerde Hakikati
Aramak icin- Yontem Uzerine Konusma, Murat Ersen (¢ev.), 1. Baski, Istanbul: Tiirkiye Is Bankas: Kiiltiir
Yayinlari, 2020, s. 60.

8 “Makineler bir¢ok seyi herhangi birimiz kadar, hatta belki de daha iyi yapsalar dahi baska bazi seyleri yapmakta
kaginilmaz olarak basarisiz olacaklardir, béylelikle de biz onlarin bilgiyle degil sadece organlarinin mekanik yapisi
uyarinca hareket ettiklerini kesfederiz. Zira akil her hal ve sartta hizmet gorebilen evrensel bir aletken, bu organlarin
her ézel eylem igin belirli ozel bir diizenlemeye gereksinimleri vardir; bundan da bir makinede onu hayatin tiim
durumlarinda tipki aklimizin bizi harekete gegirdigi gibi harekete gecirmeye yetecek cesitlilikte diizenlemede
bulunmasinin fiilen olanaksiz oldugu ¢ikar.” Descartes, s. 60.

9 Descartes, s. 59 vd.



sunus kisminda yapay bir canli yaratmanin miimkiin olup olmadigina deginmistir.
Hobbes’a gore yasam birtakim uzuvlarin deviniminden ibaret oldugundan yaylar ve
carklarla kendi kendine hareket edebilen otomatlarin da bu noktada yapay bir yasama
sahip oldugunu sdylemek miimkiindiir'®. Ona gére bu yapay yasamin dogal yasamdan tek
farki, makinelerin kalp yerine yaylardan, sinirler yerine sicimlerden, eklemler yerine ise
bedene hareket kabiliyeti saglayan ¢arklardan olusuyor olmasiydi ki, bu gériisiinden 6tiiri

bilim tarihgisi Geoerge Dyson, Hobbes™u “yapay zekdmn atast” olarak tanimlamistirt!,
b. Modern Anlamda Yapay Zeka

Yapay zekanin giiniimiizdeki anlamina kavusmasiyla sonuglanan gelismeler ise
ilkin 20. ylizyilin ortalarinda tarih sahnesine ¢ikmis; bu yolda bilinen ilk ve en biiyiik
adim, teorik bilgisayar biliminin ve yapay zekanm kurucusu kabul edilen*? Alan Turing
tarafindan atilmistir. Turing, 1950 yilinda yayimladigi “Hesaplama Makineleri ve Zeka”
adli makalesinde makinelerin diistinlip disiinemeyecegi sorusundan yola ¢ikarak
literatlirde yaygin olarak “Turing Testi ” adiyla bilinen deneyi ortaya koymustur. Bir insan
ve biri makine olmak ftizere iki katilimci ile katilimcilari géremeyen {iglincii bir
degerlendiriciden olugan bu teste gore; degerlendirici salt metin kanaliyla taraflara sorular
sorarak aldig1 cevaplara gére makine ile insan1 ayirt etmeye calismakta ve degerlendirici
hangi tarafin insan oldugunu tutarli bir sekilde saptayamadigi takdirde makine testi
gecmis sayllmaktadir®, Her ne kadar simdiye dek bu testi basarryla tamamlayabilecek
kapasitede bir makine mevzubahis olmasa da makinelerin yakin gelecekte her alanda
insanlarla rekabet edebilecegini 6ngéren ve bunu miimkiin kilmay1 hedefleyen Turing®*,
bu yoniiyle modern anlamda insan diizeyinde makine zekasina atifta bulunan ilk kisi

olarak kabul edilmektedir®®.

10 Thomas Hobbes, Leviathan, Semih Lim (¢ev.), 18. Baski, Istanbul : Yap: Kredi Yaynlari, 2018, s. 17.

11 George B. Dyson, Darwin Among the Machines: The Evoliton of Global Intelligence, New York: Basic Books,
1997,s.7.

12 Anthony Beavers, “Alan Turing: Mathematical Mechanist”, Barry Cooper ve Jan van Leeuwen (ed.), Alan Turing:
His Work and Impact i¢inde (481-485), Waltham: Elsevier, 2013, s. 481.

¥ A M. Turing, “Computing Machinery and Intelligence”, Mind, 59(236): 433 — 460, 1950.
<https://academic.oup.com/mind/article/L IX/236/433/986238> (Erigsim Tarihi: 17.07.2021)

14 Nilsson, s. 663.

15 John McCarthy, “From Here to Human-Level Al”, Artificial Intelligence, 171(18): 1174 — 1182, 2007, s. 1174.
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Kavram olarak ise ilk defa'® 1956 yilinda Dartmouth Yapay Zekd Yaz Arastirma
Projesi’ kapsamida John McCarthy ve ekibi tarafindan kullanilan yapay zeka, bu
projenin teklif metninde “Mevcut amag dahilinde yapay zekd problemi, bir makinenin,
eger bir insan boyle davraniyorsa zeki denebilecek sekillerde davranmasini saglamak
olarak kabul edilecektir.” denilmek suretiyle tanimlanmistir'®, Bu ilk tanimin akabinde
yapay zeka ve makinelerin diisiinebilirligi konusu akademik bir ilgi odagi haline gelmis
ve bu konulara iligkin pek ¢ok farkli calismanin ortaya konulmasiyla yeni bir literatiir
dogmustur. 1959 yilinda Erzurum’da Cahit Arf tarafindan verilen Makine Diisiinebilir mi
ve Nasil Diisiinebilir? baslikli konferansin da bu alandaki modern entelektiiel

calismalarin ilk drneklerinden oldugunu sdylemekte fayda vardir®®.

Gelisen teknolojilerin ve dogan yeni ihtiyaglarin kaginilmaz bir etkisi olarak
yapay zeka alanindaki ¢alismalar teoriyle sinirli kalmamis, 6zellikle yirminci yiizyilin
ikinci yarisindan itibaren yiirlime ve konusma kabiliyetine sahip robotlarin tiretilmesi,
modern anlamda ilk otonom arag¢ prototiplerinin gelistirilmesi gibi farkli goriiniimlerle
uygulamada da yerini almaya baglamistir. Genel tanimiyla insanin kognitif davraniglarini
taklit etmek suretiyle insan gibi disiinebilen, ¢evresini algilayip edindigi veriler ve
algoritmalar marifetiyle kararlar alabilen, verdigi kararlar dogrultusunda hareket edebilen
ve ¢evresini etkileyebilen bilgisayar tabanli sistemleri ifade eden bir kavram olan yapay
zekd; giinlimiizde makineleri akilli hale getirerek onlarin ¢evreye uyumlu bir
ongoriilebilirlikle ¢aligmasini, makinelerin sahip oldugu zek&nin smirlarim1 devamh

olarak gelistirilmesini ve dogal sistemlerin yapabildigi her biligsel etkinligi yapay

16 Deyi Li/Yi Du, Artificial Intelligence with Uncertainty, New York: Chapman and Hall/CRC, 2007, s. 1.

17 Yapay zekanin amaci bu projenin teklif metninde “Calisma, 6grenmenin her yéniiniin veya zekdmin diger herhangi
bir ézelliginin prensipte bir makine tarafindan taklit edilebilecek ol¢iide tanimlanabilecegi varsayimina dayanarak
ilerleyecektir. Makinelerin dili nasil kullanacaklarimi, soyutlamalar: ve kavramlari nasu olusturacaklarimi, simdilik
insanlara ozgii problemleri nasil g¢ozeceklerini ve kendilerini nasil gelistireceklerini bulmak igin bir girisimde
bulunulacaktir.” denilmek suretiyle agiklanmistir. John McCarthy/M. L. Minsky/N. Rochester/C.E. Shannon, “A
Proposal for the Dartmouth Summer Research Project of Artificial Intelligence”, [Electronic Version], 31 August 1955,
s.2 <http://jmc.stanford.edu/articles/dartmouth/dartmouth.pdf> (Erisim Tarihi: 17.07.2021).

18 McCarthy/Minsky/Rochester/Shannon, s.11.

19 Cahit Arf, “Makine Diisiinebilir Mi ve Nasil Diisiinebilir?”, Atatiirk Universitesi - Universite Calismalarim
Muhite Yayma ve Halk Egitimi Yaymlar1 Konferanslar Serisi No: 1 i¢inde (91 — 103), Erzurum, 1959.
<https://www.mbkaya.com/hukuk/cahit-arf-makine-dusunebilir-mi.pdf> (Erisim Tarihi: 17.07.2021).
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sistemlerin daha yiiksek basar1 oranlariyla yerine getirebilmesini hedefleyen

uygulamalar1 kapsayan miistakil bir bilim dali haline gelmistir®.

Avrupa Komisyonu tarafindan 21.04.2021°de yayimlanan Yapay Zeka
Regiilasyonu teklifinde ise yapay zeka sistemi, diizenleme ekinde listelenen makine
O6grenmesi ve derin 6grenme gibi tekniklerden bir veya daha fazlasi ile gelistirilen ve
“belirli bir insan tammli hedefler kiimesi igin, etkilesimde bulunduklar: ortamlari
etkileyen icerik, tahmin, oneri veya karar gibi c¢iktilar tiretebilen yazilim” olarak
tammlanmistir?’. Nihayetinde kisa bir zaman diliminde teknolojik ilerleyiste goriilen
geometrik artisin sonucunda yapay zeka; daha fazla isin daha az is giiciiyle daha verimli
ortaya konulmasimi miimkiin kilarak askeriye, endiistri ve saglik hizmetlerine;
simiilasyonlar ve senaryolar yaratmak suretiyle oyun ve eglence sektoriine ve hatta birey
bazli manipiilatif secim kampanyalarint miimkiin kilmakla politikaya da dahil olarak

bircok sahada olagan hayatin akisinda kilit rol oynamaya baslamistir?2,
2. Makine Ogrenmesi

Makine Ogrenmesi; yapay zekada oOriintii tanima ve hesaplamali 6grenme
teorisini igeren, deneyimlerden 6grenebilen ve dolayisiyla zaman i¢inde performanslarini
iyilestirebilen bilgisayar programlari ile ilgili bir bilgisayar bilimi uzmanhgidir®. Genel
anlamda makine 6grenmesi, zaman i¢inde deneyim yoluyla 6grenme veya gerekirse
davraniglarin1 degistirerek performansini iyilestirme yetenegine sahip olan bilgisayar

algoritmalarmi1  konu almaktadir®*. Birtakim kararlarin  algoritmalar marifetiyle

20 Stuart J. Russell/Peter Norvig, Artificial Intelligence: A Modern Approach, Prentice-Hall Inc.,1995, s. vii.
<https://www.cin.ufpe.br/~tfl2/artificial-intelligence-modern-approach.9780131038059.25368.pdf> . (Erisim Tarihi:
17.07.2021); Nils J. Nilsson, The Quest for Artificial Intelligence: A History of ldeas and Achievements,
Cambridge: Cambridge University Press, 2010; Ph Jorrand/ V. Sgurev, V. (ed), Artificial Intelligence 1V:
Methodology, Systems, Applications, Kindle Edition, North Holland, 1990; Cem Say, 50 Soruda Yapay Zeka, 7.
Baski, Istanbul: Bilim ve Gelecek Kitaplig1, 2018, s. 83; Ian Millington/John Funge. Artifical Intelligence For Games,
New York: Elsevier, 2009, s. 4-5.

21 European Commision, Proposal for a Regulation Laying Down Harmonised Rules on Artificial Intelligence
(Aritificial Intelligence  Act), 2021/0106 (COD), 24  April 2021, Brussels, m. 3/1.
<https://ec.europa.eu/transparency/reqgdoc/rep/1/2021/EN/COM-2021-206-F1-EN-MAIN-PART-1.PDF> (Erisim
Tarihi: 17.07.2021).

22 Katina Michael/Keith W. Miller, “Big Data: New Opportunities and New Challenges [Guest Editors’ Introduction]”,
Computer, 46(6):22 — 24, 2013, s. 22.

23 Alexander Norta/Katrin Nyman-Metcalf/Anis Ben Othman/Addi Rull, “My Agent Will Not Let Me Talk to the
General: Software Agents as a Tool Against Internet Scams”, (ed. Tanel Kerikmée, Addi Rull), The Future of Law
and eTechnologies i¢inde (11-44), Springer International Publishing, 2016, s. 23; Harry Surden, “Machine Learning
and Law”, Washington Law Review, 89(1): 87 — 115, 2014, s. 89.

24 Surden, s. 89.
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makinelere dgretilmesi ve makinelere bu girdileri baz alarak yeni kararlar verme yetenegi
kazandirilmasi olarak ozetlenebilecek olan makine 6grenmesinin bu yoniiyle yapay
zekanin bir alt kiimesi oldugunu, daha dogrusu yapay zekanin bir zeka tiirii olarak ortaya
konulmasint miimkiin kilan temel etmen oldugunu ve yapay zekanin, insan taklit edip

insan gibi 6grenebilmesini miimkiin kilan yontemi ifade ettigini sdylemek miimkiindiir.

Derin 6grenme ise yapay sinir aglart marifetiyle ham girdiden asamali olarak
daha yiiksek seviyeli Ozelliklere sahip yeni veriler elde etmek i¢in birden ¢ok katman

kullanan bir makine dgrenimi algoritmalar1 sinifidir?®.
3. Nesnelerin Interneti

Nesnelerin interneti; standart iletisim protokollerine dayali olarak benzersiz
sekilde adreslenebilen nesnelerin iletisimini saglamak suretiyle insan hayatini
kolaylastiran yeniliklerin gelistirilmesini hedefleyen kiiresel ¢apta birbirine bagh
nesneler agidir®®, Nesnelerin internet baglantis1 araciligiyla diger nesnelerle senkronize
bigimde veri aligverisi yapabilmesini ifade eden ve giinlikk hayatin hemen her yerinde
kullanilan nesnelerin interneti kavramini, daha anlasilir bir tabirle “akil/li sistemlerin
ekosistemi” olarak tanimlamak miimkiindiir?’. Nesnelerin internetiyle eskiye nazaran
oldukg¢a gelismis ozelliklere kavusan ve kullanimi yayginlastiginda biiyiik bir dijital
ekosistem olusturmasi beklenen nesnelerden biri de hi¢ siiphesiz otonom araglar olup

doktrinde zaman igerisinde karayolu tagimaciliginin biitiiniiyle nesnelerin internetinin bir

%5 Li Deng/Dong Yu; “Deep Learning: Methods and Applications”, Foundations and Trends in Signal Processing,
7(3-4): 197 — 387, 2014, s. 199-200.

%6 Alessandro Bassi/Geir Horn. Internet of Things in 2020: Roadmap for the Future, INFSO D.4 Networked Enterprise
& RFID INFSO G.2 Micro & Nanosystems (DG INFSO), in co-operation with the RFID Working Group of the
European Technology Platform on Smart Systems Integration (EPOSS), 2008, s. 4.

27 Franco Pirri/Maria Chiara Pettenati/Samuele Innocenti/Davide Chini/Lucia Ciof. “InterDataNet: A Scalable
Middleware Infrastructure for Smart Data Integration”, Daniel Giusto, Antonio Iera, Giacomo Morabito ve Luigi Atzori
(Ed.), The Internet of Things: 20th Tyrrhenian Workshop on Digital Communications i¢inde, Springer, 2010, s.
119; M. Zekeriya Giindiiz/Resul Das, “Nesnelerin Interneti: Gelisimi, Bilesenleri ve Uygulama Alanlar1”, Pamukkale
Universitesi Miihendislik Bilimleri Dergisi, 24(2), 327-335, 2018, 5.328.

10



parcasi olacag ifade edilmektedir?®. Nitekim otonom araglari tanimlamak igin literatiirde

“baglantili arag¢lar” terimi de kullanilmaktadir?®.
4. Otonom Araclar
a. Arac¢c Kavram

Ayirt edici Ozelliklerini biitlinciil bir perspektiften teshis edebilmek adina
otonom araglarin tanimlanmasina ara¢ kavraminin sozliikteki ve mevzuattaki karsiligini
ele alarak baglamakta fayda vardir. Ara¢ kavrami, Tiirk Dil Kurumuna ait giincel sozliikte
“Otomobil, tren, gemi, ucak gibi tasima araglarimin ortak adi, nakil araci, nakil vasitasi,
vasita”®® seklinde tamimlanmaktadir. Tiirk hukukunda karayolu araglari bakimindan
yirilirlikte olan mevzuat milletlerarasi antlasmalar, kanunlar ve yonetmelikler bazinda
incelendiginde ise konu agisindan 6nem arz eden ii¢ farkli temel regiilasyonun
varhigindan bahsetmek miimkiindiir. Bunlardan ilki 1968 Viyana Karayolu Trafik

3

Sézlesmesi, bir digeri 2918 sayil1 Karayollar1 Trafik Kanunu®! ve sonuncusu Karayollar:

Trafik Yénetmeligidir®2.

Viyana Karayolu Trafik S6zlesmesi kapsaminda ara¢ kavramina yer verilmeyip
bunun yerine tanimlar maddesinin (p) bendinde motorlu tasit tabiri tercih edilmis ve
“karayolunda kisileri veya mallar: tasimak veya kisileri veya mallari tasiyyan tasitlar
cekmek igin kullanilan herhangi bir motor tahrikli tasit” olarak tanimlanmigtir. 2918
sayili Karayollart Trafik Kanununun 3’incii maddesi ile Karayollar1 Trafik
Yonetmeliginin 3’ncii maddesinde ise ara¢ kavrami “Karayollarinda kullanilabilen
motorlu, motorsuz ve ozel amacl tasitlar ile is makineleri ve lastik tekerlekli traktorlerin

genel adi” olarak tanimlanmistir.

28 Eric Hilgendorf, “Automated Driving and the Law”, Eric Hilgendorf ve Uwe Seidel (Ed.), Robotics, Autonomics,
and the Law: Legal Issues Arising from the Autonomics for Industry 4.0 Technology Programme of the German
Federal Ministry for Economic Affairs and Energy iginde (171-193), Badel-Badel: Nomos Verlagsgesellschaft,
2017,s. 173.

29 National Academies of Sciences, Engineering, and Medicine. 2016. Automated and Connected Vehicles: Summary
of the 9th University Transportation Centers Spotlight Conference. Washington, DC: The National Academies Press.
<https://doi.org/10.17226/23621> (Erisim Tarihi: 17.07.2021).

% Tiirk Dil Kurumu, Giincel Tiirkce Sézliik, <https:/sozluk.gov.tr/>, (Erisim Tarihi: 17.07.2021).

81 RG, 13.10.1983, Say1 18195.

2 RG, 18.07.1997, Say1 23053 Miikerrer.
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b. Otonom Ara¢ Kavram

Otonom araglar; tam siirlicii hakimiyeti gerektiren geleneksel otomobillerden
farkli olarak kismen ya da tamamen yapay zeka tarafindan kontrol edilebilen, makine
O0grenmesi ve nesnelerin interneti gibi ¢esitli teknolojilerle donatilmak suretiyle arag

lizerindeki insan siiriicii ihtiyacin1 asgari diizeye indirmeyi miimkiin kilan araglardir®,

Literatiirde otonom araclar®, siiriiciisiiz araclar®®, otonom tasitlar®®, kendi
kendini siiren arabalar®’ gibi farkli isimlerle yer edinmis olan bu araglar icin yaygim
sekilde tercih edilen terimin otonom araglar oldugu, 6te yandan Alman literatiiriinde
ekseriyetle araca degil siiriis faaliyetine atif yapilarak “otomatik siiriis 3 kavramimin
kullanildig1 gdzlemlenmektedir®®. Sayilan kavramlar arasinda her ne kadar sosyal bilimler
veya miihendislik odakl literatiirde de otonom arag terimi yayginlik kazanmis*® olsa da
SAE International®! tarafindan ortaya konulan kilavuzda, kendi kendini y®netme
kapasitesi anlamina gelen otonom kavraminin otomatiklestirilmis siirlis teknolojisini
ifade edecek sekilde kullanilmasinin dogru olmadigi, ¢ilinkii en gelismis siiriis otomasyon
sistemlerinin bile kendi kendini yonetemeyecegi vurgulanarak siirlis otomasyonunun bu

kavram {izerinden tanimlanmamas1 gerektigi ifade edilmistir*?,

33 Kelep Pekmez, s. 176; Dogan/Merakli, s. 231.

34 Kelep Pekmez, a.g.e.; Kangal, a.g.e.; Aksoy Retornaz, a.g.e.; Sven A. Beiker, “Legal Aspects of Autonomous
Driving”, Santa Clara Law Review, 52(4):1145 — 1156, 2012.

3 Yetim, a.g.e.; Dogan/Merakls, a.g.e.

3 [brahim Yasar Gok, “Otonom Tasitlarda Sigorta”, Akdeniz Universitesi Sosyal Bilimler Enstitiisii, Yiiksek Lisans
Tezi, Antalya, 2020.

37 Sabine Gless/Emily Silverman/Thomas Weigend, “Robotlar Zarara Neden Oluyorsa, Kim Sorumlu Tutulabilir?
Kendi Kendini Siiren Arabalar ve Cezai Sorumluluk”, Serkan Oguz (¢cev.), Kiiresel Bakis, 8(23): 125 — 147, 2017.

38 Sabine Gless, “Otomobilim Hizli Gidiyor, Ben Degil!” — Yiiksek Otomatik Arag Siiriisii Agisindan Ceza Hukuku
Sorumlulugu”, Yener Unver (gev.), Yener Unver (ed.), Ceza Hukukunda Robot, Yapay Zeka ve Yeni Teknolojiler,
1. Baski i¢inde (457 — 479), Ankara: Secgkin Yayincilik, 2021.

% Ote yandan kimi otonom arag firmalar, tiiketicilerin giivenini psikolojik olarak etkiledigi gerekgesiyle “siiriiciisiiz”
veya “kendi kendini stiren” terimlerinden uzaklasma egiliminde oldugunu da belirtmekte fayda vardir. Bkz. Chris
Davies, “Waymo Drops ‘Self-driving Term for Autonomous Vehicle Focus”, 6 Ocak 2021.
<https://www.slashgear.com/waymo-drops-self-driving-term-for-autonomous-vehicle-focus-06653695/> (Erisim
Tarihi: 17.07.2021).

40 Hilgendorf, Automated Driving and the Law, s. 17.

41 SAE International; 1905 yilinda kurulan ve otomotiv endiistrisinden miihendis ve ilgili teknik uzmanlardan olusan
128 binden fazla tiyesiyle kiiresel ¢apta standardizasyon faaliyetleri gosteren ABD merkezli bir dernektir. Ayrintil
bilgi i¢in bkz. SAE International, About, <https://www.sae.org/about>, (Erigim Tarihi: 17.07.2021)

42 SAE International, J3016_201806: Taxonomy and Definitions for Terms Related to Driving Automation Systems
for On-Road Motor Vehicles, Haziran 2018, s. 28. <https://www.sae.org/standards/content/j3016 201806/> (Erisim
Tarihi: 17.07.2021).
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Her ne kadar SAE kilavuzunda o6ne siiriilen ¢ekinceler kismen hak verilebilir
nitelikte olsa da kanaatimizce ¢ogunlukla bir siirlicii barindiran, insan siiriicli igermese
dahi bizzat sistemin siiriicii roliinii tistlendigi ve stiris gorevine iliskin kararlar: araca
entegre edilen yazilimlar gergevesinde kendi kendine alabilen bu araglart “otonom
ara¢”® olarak tamimlamak yerinde olacaktir®®. Nitekim Tiirk kanun koyucu da
(AB)2019/2144 sayili regiilasyon dikkate alinarak hazirlanan ve 14 Mayis 2020 tarih ve
31127 sayili Resmi Gazete’de yayimlanan “Motorlu Araglar ve Romorklart ile Bunlar
Icin Tasarlanan Aksam, Sistem ve Ayri Teknik Unitelerin Genel Giivenligi ve Korunmasiz
Karayolu Kullanicilarimn ve Yolcularin Korunmast ile Ilgili Tip Onayr Yonetmeligi™*

kapsaminda bu araglar1 tanimlarken ofonom arag terimini tercih etmistir®.
c. Yapay Zeka Tasniflerinde Otonom Araclarin Konumu

Giincel yapay zekd uygulamalari, sahip olduklar1 bilissel kapasiteye ve
Ozgilendikleri alanin genigligine gore birtakim tasniflere tabi tutulmus olup bunlardan
ilki Nilsson’a ait olan dortlii ayrimdir. Nilsson, yapay zeka sistemlerini “fam yapay zeka
sistemleri”, “mimariler”, “siirecler” ve “gosterimler” olmak ilizere dort ana sinifa
ayirmig ve seviyesi fark etmeksizin tiim otonom araglari, “is yapan sistemler” olarak

tanimladig1 tam yapay zeka sistemleri arasinda saymistir®’.

4 Ayni1 yoénde bkz. Clint W. Westbrook, “The Google Made Me Do It: The Complexity of Criminal Liability in the
Age of Autonomous Vehicles”, Michigan State Law Review, 2017(1): 97 — 147, 2017, s. 99, dn. 4.

4 Bu konuda Fethi Gedikli, terimlerin ana dilden kargilanmasinin &nemine atifta bulunarak bu araglarin
tanimlanmasinda “otonom” yerine “6zerk™ ifadesinin kullanilmasi gerektigini ifade etmektedir. Yazar ayrica otonom
kavraminin, “kendi kurallarmi kendi koyan” anlamina geldigini ve bu araglarin arkasinda insan iiriinii gelismis
yazilimlar bulundugunu belirterek ilgili araglarin bu sekilde adlandirilmasini elestirmistir. Elestirinin, temel olarak
otonom araglarin ¢aligma prensibinin insandan bagimsiz olmadig diisiincesi etrafinda gelistigi gorilmektedir. Fakat
egemenlik yetkisini smirlart dahilinde kullanabilen ve yine insanlarin koydugu kurallar gergevesinde yonetilen
ulkelerin “otonom” veya “6zerk” olarak nitelendirilmesi 6rneginde oldugu gibi, insan iriini olan ve otomasyon
sistemlerinin sinirlar1 dahilinde siirticii idaresi altinda olmadan hareket edebilen araglarin da bu sekilde
nitelendirilmesinde kanaatimizce bir sakinca yoktur. Ote yandan her ne kadar “6zerk” ve “ otonom” kavramlar1 aym
anlamu ihtiva etmekte ise de bu ¢aligmada, mevzuatla uyumlulugun saglanmasi amactyla kanun koyucunun da tercihi
olan “otonom arag” teriminin tercih edilmesi uygun goriilmiistiir. Aksi yondeki goriis i¢in bkz. Fethi Gedikli, “Hukuk
Dili: Ozerk mi diyelim ‘otonom’ mu?”, Yazar Gazetesi, 29 Mayis 2021, <https://www.yazargazetesi.com.tr/hukuk-
dili-ozerk-mi-diyelim-otonom-mu-makale,1111.html> (Erisim Tarihi: 17.07.2021).

% RG, 14.05.2020, Say1 31127.

46 Y 5netmelikte otonom araglar ve tam otonom araglar arasinda da bir ayrima gidilmis ve otonom araglar, Y&netmeligin
m. 3/1-t bendinde “siiriiciiniin devamii kontrolii olmadan, ancak stirticii miidahalesinin yine de beklendigi veya gerekli
oldugu, belirli bir siire igcin otonom olarak hareket etmek iizere tasarlanmig ve imal edilmis motorlu ara¢” seklinde;
tam otonom araglar ise Yonetmeligin m. 3/1-z bendinde “herhangi bir siiriicii kontrolii olmadan otonom olarak hareket
etmek tizere tasarlanmuis ve imal edilmis motorlu ara¢” seklinde tanimlanmigtir.

47 Nilsson, s. 676.
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Calisma konusu agisindan énem arz eden temel ayrim ise dar yapay zeka ve
genel yapay zeka seklindeki ikili ayrimdir. Dar yapay zeka, tibbi teshis koyma, arac
kullanma, cebir hesaplamalar1 gibi spesifik amaclar1 gerceklestirmeye 6zgiilenen ve bu
isleri dar alanda insana kiyasla daha etkili ve basarili bigimde tamamlayabilen yapay zeka
uygulamalarmi ifade etmek igin kullanilan bir terimdir*®. Genel yapay zeka kavrami ise
dar yapay zekadan farkli olarak yalnizca spesifik bir alanda degil ¢esitli alanlarda bir¢ok
karmasik problemle basa c¢ikabilen, insanin tiim biligsel kabiliyetini taklit edebilen,
kendini tamamen bagimsiz olarak kontrol etme yetenegine sahip olan, hareketinin
getirecegi neticeler agisindan sebep sonug iligkisi kurabilen ve tim bunlari kendi
diisiinceleri, duygulari, endiseleri ekseninde gergeklestiren yazilimlari tanimlamak igin
kullanilmakta olup genel yapay zekanin imkansiz olmamakla beraber sayilan yonlerinden
otiirii bilgisayar biliminin en zor problemi oldugu dile getirilmektedir®®. Basta bu
calismasinin konusu olan otonom aracglar olmak iizere mevcut yapay zeka

uygulamalarmin tiimiinii dar yapay zeka olarak tanimlamak miimkiindiir.

Yapay zeka uygulamalarinin biligsel kabiliyeti kistas alinarak ortaya konulan bir
baska ayrimda ise yapay zekd; “reaktif”, “simwrli hafiza”, ‘zihin teorisi” Ve
“ozfarkindalik” adlartyla dort farkli tiire ayrilmig; akabinde tigiincli ve dordiincii tiir
yapay zekanin heniiz gelistirilmedigi vurgulanmak suretiyle mevcut otonom araglarin
ikinci tlir -sinirh hafizaya sahip- yapay zekd uygulamalari arasinda yer aldigi
belirtilmistir>!. Bu goriise gdre otonom araglari da igeren smirl hafizaya sahip yapay zeka
uygulamalari, bir alt kategoriyi olusturan reaktif yapay zeka uygulamalar1 gibi yalnizca
ozgilendigi tek bir sahada tepki vermekle kalmayip programlanmis beceriler ve
tecriibeler sayesinde akilli kararlar verebilmekte ve bu kararlar dogrultusunda

hareketlerini yonlendirebilmektedir®2.

4 Cassio Pennachin/Ben Goertzel, “Contemporary Approaches to Artificial General Intelligence”, Cassio
Pennachin/Ben Goertzel (ed.), Artificial General Intelligence i¢inde (1 — 30), Berlin: Springer, 2017, s.1.

49 Pennachin/Goertzel, s.1.

50 Aslihan Unal/izzet Kiling, “Yapay Zeka Isletme Yonetimi iliskisi Uzerine Bir Degerlendirme”, Yonetim Bilisim
Sistemleri Dergisi, 6(1): 51 — 78, 2020

51 Arend Hintz, “Understanding the Four Types of Al: From Reactive Robots to Self-Aware Begins”, The
Conservation UK, 14 Kasim 2016. <https://theconversation.com/understanding-the-four-types-of-ai-from-reactive-
robots-to-self-aware-beings-67616> (Erigsim Tarihi: 17.07.2021)

52 Filipe Maia Alexandre, The Legal Status of Artificially Intelligent Robots: Personhood, Taxation and Control,
Dissertation Project, Tilburg University, 2017, s. 12. <https://ssrn.com/abstract=2985466> (Erisim Tarihi: 17.07.2021).
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B. Otonom Araclarin Tarihi Gelisim Siireci
1. Otonom Araclarin ilk Kilometre Taslar

Otonom araglar giiniimiiziin en biiyiik teknik ¢atisma sahalarindan biridir®,
Ancak insanligin hizmetine sunulmus bir¢ok iirlin gibi otonom araglar da bugiin
bulundugu noktaya birdenbire gelmemis; ihtiyaclara ve gelisen teknolojilere bagli olarak
seviyeli bir gelisim silirecinden ge¢mistir. Bu nedenle her ne kadar heniiz karayolu
trafiginde asli degil istisnay1 teskil ediyor olsa da otonom araglarin miladini iginde
bulundugumuz yiizyildan baslatmak teorik olarak dogru olmayacaktir. Otonom araglarin
kronolojik gelisimini dogru analiz etmek i¢in incelemeye bir asir 6ncesinden, 19. yilizyilin

ikinci ¢eyreginden baslamakta fayda vardir.

Otonom araglara iliskin ilk kivilcimlar, motorlu araglar1 uzaktan kontrol
edebilme fikriyle birlikte ortaya ¢ikmistir. 1925 yilinda bu fikir 1s18inda bir elektrik
miithendisi olan Francis Houdina, daha sonradan “American Wonder” adini verdigi
Chandler model bir aract denek olarak kullanarak aracin motorunu telsiz kontrolii ile
calistirmus, ayrica vites ve korna aksamini da ayni yontemle kontrol edebilmistir>*. Bu

deneyin, otonom arag ¢abalarinin ilk kilometre tas1 oldugunu sdylemek miimkiindiir.

Otonom araglarin erken goriiniimlerinden bir digeri ise 1939 New York Diinya
Fuarr’ndaki Futurama sergisinde ortaya konulmustur®®. Bu sergide tasarimc1 Norman Bel
Geddes, karayoluna gomiilii devrelerden iiretilen elektromanyetik giigle itilen radyo
kontrollii arabalar1 konu alan bir modelin sunumunu gergeklestirmistir®®. Otoyollarda
motorlu araglar tarafindan algilanan yerlesik miknatislarin bulundugu ve araclarin bu

miknatislar vasitasiyla kendi kendilerine gidebilecegini 6ngdren bu modelin, ilk otonom

53 Eric Hilgendorf, “Otomatiklesmis Siiriis ve Hukuku — Genel Bir Bakis”, R. Baris Atlad1 (gev.), Yener Unver
(ed.), Ceza Hukukunda Robot, Yapay Zeka ve Yeni Teknolojiler iginde (437 — 455), Ankara: Seckin Yaymncilik,
2021, s. 437.

%4The Drive, The Untold History of the First Driverless Car Crash—Part 1, 4 Ocak 2017,
<https://www.thedrive.com/vintage/6797/the-untold-history-of-the-first-driverless-car-crash-part-1> (Erisim Tarihi:
17.07.2021)

%5 James M. Anderson ve digerleri, “Autonomous Vehicle Technology: A Guide for Policymakers”, Kaliforniya:
RAND Corporation, 2016, s. 1. <https://www.rand.org/content/dam/rand/pubs/research_reports/RR400/RR443-
2/RAND_RR443-2.pdf> (Erisim Tarihi: 17.07.2021).

56 Norman Bel Geddes, Magic Motorways, New York: Random House, 1940, s. 73-77; Randal O’Toole, “Policy
Implications of Autonomous Vehicles (September 18, 2014)”, Cato Institute Policy Analysis No. 758, 2014, s.
6. <https://www.cato.org/sites/cato.org/files/pubs/pdf/pa758 1.pdf> (Erisim Tarihi: 17.07.2021).
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karayolu tasarimi fikri oldugu ve ilerleyen yillarda teorik olarak bu modele dayanan

bircok yeni fikir ve proje ortaya atildig1 sdylenebilir®’.

Modern otonom araglara giden siirecte giiniimiizde ulasilan noktaya dair en
basarili 6ngoriiler ise 1968 yilinda yukarida yapay zekanin taniminda degindigimiz John

McCarthy tarafindan kaleme alinan “Bilgisayar Kontrollii Tasitlar” 2

isimli ¢alismada
yer bulmustur. Makalede agik¢a kullanicilarin klavye benzeri bir cihaz kullanarak bir
varis noktasi girmesiyle arabanin onlar1 otomatik sekilde hedefe gotiirebilmesinden ve
kullanicilarin bu seyahati kitap okuyarak, televizyon izleyerek veya hicbir sey
yapmayarak serbest bir sekilde degerlendirebilmesinden bahseden McCarthy, boylelikle

otonom siiriisiin modern goriiniimiine atifta bulunmustur®®.
2. Askeri Gereksinimlerin Tetikledigi Gelismeler

Hemen her teknolojik gelismenin esas tetikleyicisi olan askeri ihtiyag ve saikler,
otonom araglar noktasinda da kendisini gostermistir. Bu baglamda otonom araglara iliskin
mithim gelismelerin de Soguk Savas donemindeki uzay yarisindan dogdugunu; ilerleyen
yillardaki otonom ara¢ ¢abalarinin da yine uzay yarisinda Rusya ile rekabet edebilmek
amactyla ABD Savunma Bakanligina bagl bir kurulus olarak kurulan ve misyonu ulusal
giivenlik icin ¢i1gir acan teknolojilere 6nemli yatirrmlar yapmak olarak belirlenen®

DARPA c¢atisi altinda gergeklestigini soylemek miimkiindiir.

DARPA’nin 1984°de baslattigt “otonom kara tasin” (Autonomous Land

Vehicle: ALV)®! projesi de bu amag dogrultusunda ortaya konulan ve Amerikan Kara

57 Ornegin 1957'de ABD’nin Nebraska eyaletindeki bir otoyolun 400 metrelik bir seridinde kaldirima bir dizi deneysel
dedektor devresi gomiilmiis ve bu devreler yolun kenar1 boyunca bir dizi 1sikla eslestirilmistir. Otomatik direksiyon
kontrolii, hizlanma ve fren sistemini simiile edebilen 6zel radyo alicilar1 ve sesli/gdrsel uyari cihazlarindan olusan
ekipmanlarla donatilan iki test araci bu testte kullanilmus; test esnasinda dedektor devreleri, araca rehberlik edebilmis
ve seritteki herhangi bir aracin varligini algilayarak hiz seviyesine etki edebilmistir. Bkz. Daniel Bartz, “Autonomous
Cars Will Make Us Safer”, Wired, 16 Kasim 2009; <https://www.wired.com/2009/11/autonomous-cars/> (Erigim
Tarihi: 17.07.2021); Jameson M. Wetmore, Driving the Dream: The History and Motivations Behind 60 Years of
Automated Highway Systems in America, Automotive History Review, Vol. 7: 4 — 19, 2003.

58 John McCarthy, Computer Controlled Cars, 1968. <http://jmc.stanford.edu/commentary/progress/cars.pdf> (Erisim
Tarihi: 17.07.2021)

59 McCarthy, Computer Controlled Cars, s. 7.

60“DARPA Mission”, <https://www.darpa.mil/about-us/mission> (Erisim Tarihi: 17.07.2021)

61 Asfalt yolda 45 mil/saat, arazide ise 18 mil/saat hiza gikabilen, sekiz tekerlekli, hidrostatik siiriislii basit arazi tagit:
tizerine inga edilen ALV, dizel yedek gii¢ birimlerinden enerji saglamakta ve bir renkli video kamera ile 1-2 saniye
arahiklarla 64 ila 256 piksel aras1 goriintii gonderen bir lazer tarayicidan olusmaktaydi. Ust diizey uslamlama islemini
ise hedef takipgisi ve yon bulma modiilleriyle yiiriitmekteydi ve bu modiiller gidilmesi gereken giizergahi araca yon
veren pilot modiiliine aktartyordu. Ayrmtili bilgi i¢in bkz. Nilsson, s. 375.
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Kuvvetlerinin lojistik ve malzeme sevkinde, arama kurtarma gorevlerinde hatta
catismalarda otonom arag¢ kullanma ihtiyacini karsilamay1 hedefleyen bir girisim olarak
literatiirde yer bulmaktadir®2. Her ne kadar 1988°de iptal edilmis olsa da bu proje, modern

anlamda otonom araglarin gelisim siirecinde dnemli bir doniim noktasidir.

Ayni yillarda DARPA’nin ALV projesi ile ayn1 girisim altinda fonlanan bir proje
olan “Navilab (Navigation Laboratory)” projesi, Carnegie Mellon Universitesinde

63

baslamistir™. 1986’da bir Chevrolet panelvan denek olarak kullanilmak suretiyle

baslayan ilk calismalar, yillar gegtik¢e daha faydali sonuglar veren farkli otonom araglarin

iiretilmesine kadar ilerlemistir®*

. Navlab’in otonom araglarin kronolojik gelisimi
acisindan tasidigi en biiylik dnem, proje kapsaminda kullanilan araglarin kontroliinde
“Autonomous Land Vehicle In a Neural Network” (ALVINN) olarak adlandirilan yapay
sinir aginm kullanilmis olmasidir. Bir kamera ve lazer mesafe bulucu araciligiyla
toplanan goriintiileri girdi olarak kullanan ve bu girdiler yordamiyla aracin gitmesi
gereken yonii ¢ikti olarak tireten ALVINN, geleneksel navigasyon sistemlerine kiyasla
daha basarili sonuclara ulagilmasini saglamis; bu deneyim sonucunda Navlab projesinin

direktorii olan Dean Pomerleau, yayimladigi teknik raporda sinir aglarinin otonom

navigasyon alanina oldukca dnemli katkilar yapacagini belirtmistir®®.

Yirmi birinci yiizyilin baglarina gelindiginde otonom arag ¢abasi, uluslararasi bir
rekabete doniismiistiir. Ozellikle kara savaslarinda askerlerin giivenligini artirmak ve saha
hakimiyetini gii¢clendirmek gibi amaglarla insansiz kara araglarina ihtiya¢ duyulmasiyla
DARPA tekrar kollar1 sivayarak bir dizi 6diillii yarisma organize etmistir. Bu kapsamda
2004 yi1linda diizenlenen ve robotik araglarin Mojave ¢oliinde 142 mil uzunlugundaki bir

giizergah1 tamamlamasini hedefleyen Grand Challenge isimli yarigmaya katilan tiim

62 Nilsson, s. 371-372.

63 Carnegie Mellon University, Navlab: The Carnegie Mellon University Navigation Laboratory,
<https://www.cs.cmu.edu/afs/cs/project/alv/www/> (Erigim Tarihi: 17.07.2021).

64 Ornegin bu proje kapsaminda iiretilen yar1 otonom bir arag olan Navlab5, 2849 millik bir giizergahin neredeyse
tamaminda direksiyon kontrol gérevini basariyla yerine getirmistir. Ayrintili bilgi i¢in bkz. Carnegie Mellon
University, No Hands Across America, <https://www.cs.cmu.edu/~tjochem/nhaa/nhaa_home_page.html> (Erisim
Tarihi: 17.07.2021).

65 Dean A. Pomerleau, ALVINN: An Autonomous Land Vehicle in A Neural Network, International Conference on
Neural Information Processing Systems (NIPS'88), MIT Press, Cambridge, MA, USA, ss. 305-313, s. 312.
<https://papers.nips.cc/paper/1988/file/812b4ba287f5ee0bc9d43bbf5bbe87fb-Paper.pdf> (Erigim Tarihi: 17.07.2021).
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araglar ilk birka¢ mil iginde basarisiz olarak parkuru tamamlayamamistir®®. Mevcut
caligmalarin heniiz yeterli olmadigini ortaya koyan bu sonug iizerine DARPA 2005
yilinda yine kurumus gol yataklarindan ve tehlikeli dag gegitlerinden gecen zorlu bir
Grand Challenge daha organize etmis; para odiiliiniin ikiye katlandig1 yarismada bu kez
bes robotik arag istenilen siire iginde parkuru tamamlamay1 basararak geri donmiis ve bu
sonug, sadece 18 ay i¢inde otonom arag teknolojilerinde 6nemli bir gelisme kat edildigini
gostermistir®’. Aradan iki y1l gegtikten sonra DARPA, asfalt yollarin bulundugu fakat
trafige acik olmayan bir sehir simiilasyonunda Urban Challenge adli yeni bir yarigsma
daha diizenlemistir. Bu yarismanin 6zgiin yani, minimal diizeyde de olsa yarigmacilara
trafik kontrolii gibi ekstra bir zorluk getirilmis olmasiydi. Araglarin adeta bir sehrin
caddelerinde yol aldigi bu yarismada araglar trafige girerken, yogun kavsaklardan
gecerken, engellerden kagarken yiiriirliikteki trafik yasalarina otonom olarak uymak ve
otomatik problem ¢ozme yeteneklerini akan bir trafikte en iyi sekilde ortaya koymak
zorundaydilar®®. Bu nedenle bu yarismayi, otonom araclarin yasal diizenlemeler

karsisindaki ilk sinavi olarak degerlendirmek kanaatimizce miimkiindiir.

Sonug olarak DARPA tarafindan organize edilen bu yarigmalarda elde edilen
tecriibeler, giinliik siirlisiin olagan zorluklarina kiyasla ¢ok daha basit olsalar da gelecekte
bu zorluklarin asilmasi yolunda birer kilometre tasi olmuslardir. Bu yarigmalarda test
edilen araclar ve elde edilen sonuglar, otomasyonda yiikselisin miimkiin oldugunu ve

arabalarmn gelecekte daha giivenli ve kullanish olabilecegini ortaya koymustur®®.
3. Modern Anlamda Otonom Araclar ve Giincel Gelismeler

Yirminci yiizyilin sonlarina yaklasildiginda gerek insanligin gelisime gosterdigi

kars1 konulamaz ilgiden dogan ¢abalarin, gerekse askeri ve endiistriyel ihtiyaclarin

66 Sebastian Thrun, “Toward Robotic Cars”, Communications of the ACM, 53(4): 99 — 106, 2010, s. 99
<https://doi.org/10.1145/1721654.1721679> (Erisim Tarihi: 17.07.2021); David Dudley, “The Driverless Car Is
(Almost) Here”, AARP The Magazine, Aralik 2014/Ocak 2015 <https://www.aarp.org/home-family/personal-
technology/info-2014/google-self-driving-car.html> (Erigim Tarihi: 17.07.2021).

87 Thrun, s. 99; Bruce Kennedy, “Top 5 Companies for Autonomous Vehicle Technology”, Benzinga, 25 Temmuz
2014, <www.benzinga.com/general/travel/14/07/4728393/top-5-companies-for-autonomous-vehicle-technology>
(Erigim Tarihi: 17.07.2021).

% DARPA, DARPA Announces Third Grand Challenge: Urban Challenge Moves to the City, 1 Mayis 2006.
<https://web.archive.org/web/20071031020921/http://www.darpa.mil/grandchallenge/docs/urb_challenge_announce.
pdf> (Erigim Tarihi: 17.07.2021).

8 Thrun, s. 99.
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etkisiyle otonom arag fikri giinden giine kendine yeni uygulama sahalari bulmus ve bir¢ok
farkl1 lilkede bir¢ok farkli projeye ilham kaynagi olmustur. Ancak otonom arag ¢abalari
yalniz askeri ihtiyaglarin giderilmesi amaciyla siirli kalmamis, otomotiv endiistrisinin
de her daim ilgi odag1 olmustur. 1986 yilinda, Ernst Dickmanns tarafindan Almanya’da
bilgisayar, kamera ve sensorlerle donatilmis ilk otonom aracin deneme siiriislerini
gergeklestirmis; serit takibi, diger araclarla etkilesim, direksiyon, gaz ve fren kontrolii
gibi temel testler basartyla tamamlanmistir’®. Yine bu yillarda otomotiv iireticileri, 0
glinilin sartlarinda tam otomasyona gore daha makul ve ekonomik bir yatirim araci olarak

gordiikleri yar1 otonom araglar iizerinde ¢alismalarimi yogunlastirmistir’?.

2000’11 yillarin baglarina gelindiginde otonom araglarin modern goriiniimiine
ulagsmast yolundaki gelismeler; handsfree siirlis, park asistani vb. ozellikleriyle kismi
otomasyona sahip araglarin piyasaya siiriilmesiyle beraber karayolu trafiginde somut
yansimalarini gostermeye baslamistir. Bu gelistirmelerden olumlu geri doniisler alan pek
cok otomobil sirketi de otonom araglara yonelik yatirimlara yonelerek bu pazardaki
ajandalarin1 olusturmaya baslamistir. Nitekim konusunu otonom araglarin teskil ettigi
patent bagvurularinda da bu yillardan itibaren bir artis gozlemlenmis ve bu artis 2010°dan
itibaren zirve noktasina ulasmistir’?. Boylelikle artan rekabetin de etkisiyle BMW, Audi,
Mercedes-Benz, Tesla, Toyota, Nissan ve Ford gibi bir¢ok otomobil iireticisi ile Uber,
Google, Yandex gibi yazilimci firmalar, araglarin siiriis faaliyetinin tamaminda insan
stiriicliye ihtiya¢ duymayacagi tam otonom siiriise miimkiin olan en kisa siirede ulagsma

hedefi dogrultusunda ¢alismalarini hizlandirmistir™,

Temmuz 2014°te San Francisco’da diizenlenen otonom araglarla alakali bir

sempozyumda diizenlenen ve 200’den fazla uzmanin katildig: bir anket; yiiksek derecede

70 Dalle Molle Institue for Artificial Intelligence (IDSIA), Prof. Schmidhuber's Highlights of Robot Car History, (t.y.),
<http://people.idsia.ch/~juergen/robotcars.html> (Erisim Tarihi: 17.07.2021); Janosch Delcker, “The Man Who
Invented the Self-Driving Car (in 1986)”, Politico, 19 Temmuz 2018. <https://www.politico.eu/article/delf-driving-
car-born-1986-ernst-dickmanns-mercedes/> (Erigsim Tarihi: 17.07.2021).

11994 yilinda Mercedes-Benz tarafindan gelistirilen ve kiigiik video kameralari ile arag bilgisaray:r marifetiyle trafige
acik {i¢ seritli bir yolda 130 km/s hiza ulagabilen siirlicii gdzetimindeki yar1 otonom araglar bu bahiste iyi bir drnektir.
Ayrintili bilgi i¢in bkz. Daimler, “The Prometheus project launched in 1986: Pioneering Autonomous driving”, 20
Eylil 2016. <https://media.daimler.com/marsMediaSite/en/instance/print/The-PROMETHEUS-project-launched-in-
1986-Pioneering-autonomous-driving.xhtml?0id=13744650> (Erigsim Tarihi: 17.07.2021)

2 Gok, s. 8.

3 Bu ¢aligmanm konusuyla dogrudan alakali olmadigindan &tiirii bu hususta marka bazli bir incelemeye yer
verilmeyecektir. Konuyla ilgili ayrintili bilgi i¢in bkz. Gok, s. 8-13.
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otomatiklestirilmis araglarin pazara ulagsmasmin beklendigi medyan tarihin 2020
oldugunu, tam otomasyona sahip araglarin satisa sunulmasinin ise 2030’u bulacaginin
tahmin edildigini ortaya koymustur’®. Nitekim 2019 yilindaki global yatirimlarm tamami
incelendiginde neredeyse %10’luk bir orana tekabiil eden 7,7 milyar dolarlik yatirim
hacmiyle otonom araglarin tablonun zirvesinde yer aldig1 gériilebilmekte olup’® birgok
otomobil fiireticisi yakin gelecekte ¢esitli seviyelerdeki otonom araglarin piyasaya
siiriilecegine iliskin aciklamalarda bulunmaktadir’®. Ancak 2020°li yillara gelindiginde
gerek test asamalarinda yasanan cesitli aksakliklar, gerek bir¢ok tilkenin otonom araglari
kapsayan yeterli hukuki diizenlemelere ve teknolojik altyapiya sahip olmamasi nedeniyle
oldukca smnirli bir arz gerceklestirilebilmistir’’. Yine de otonom araglar, giiniimiizde,

otomobilin icadindan bu yana ulasimdaki en biiyiik devrim olarak nitelendirilmektedir’®.
C. Otonom Araglarin Spesifik Aksami ve Calisma Prensibi

Genel bir ¢erg¢eve olarak otonom sistemler teriminden; “insan girdisine ihtiyag
duymadan ve insanmin dogrudan yonlendirilmesi olmaksizin kendi kararlar
dogrultusunda faaliyet gostererek karsilastigi sorunlarla akillica basa ¢ikabilen
sistemler” seklinde genis bir kavram ¢ikarimi yapmak miimkiindiir”®. Bu sistemlerin en

somut drneklerinden olan otonom araglar ise teknik donanimlari itibariyla kameralardan,

4 Steven E. Underwood, “Automated Vehicles Symposium Attendee Survey Results”, 2014 Automated Vehicles
Symposium — Synopsis of Proceedings, Volpe National Transportation Systems Center, Cambridge, Massachusetts,
2014,5.12-13; Steven E. Underwood, “Future of Automated Vehicles”, 2015, University of Michigan, Graham Institute,
<https://its.ucdavis.edu/files/Underwo0d%20Built%20Environment%20072415.pdf> (Erisim Tarihi: 17.07.2021).

S STM Thinktech, Yapay Zeka: Yaklasim ve Uygulamalar, STM Thinktech Outlook, Agustos 2020, s. 8.
<https://thinktech.stm.com.tr/uploads/raporlar/pdf/49202012191880_stm_outlook yapay zeka.pdf> (Erisim Tarihi:
17.07.2021).

6 Jon Walker, The Self-Driving Car Timeline — Predictions from the Top 11 Global Automakers (29 May 2019),
<https://www.techemergence.com/self-driving-car-timeline-themselves-top-11-automakers/> (Erisim Tarihi:
17.07.2021); Olivier Garret, “10 Million Self-Driving Cars Will Hit The Road By 2020- Here’s How To Profit”,
Forbes, 3 Mart 2017, <https://www.forbes.com/sites/oliviergarret/2017/03/03/10-million-selfdriving-cars-will-hit-the-
road-by-2020-heres-how-to-profit/#8c0d98c7e508> (Erigim Tarihi: 17.07.2021); Sean Keane, “Japan Works to Launch
Self-driving Car System by 20207, Cnet, 4 Haziran 2018, <https://www.cnet.com/news/japan-works-to-launch-self-
driving-car-system-by-2020/> (Erisim Tarihi: 17.07.2021).

72020 yilinin baslarinda Cin’de baslayip diinya geneline yayilan ve her sektor gibi otomotiv endiistrisinin de ig hacmini
oldukga daraltan Covid-19 salgimninin da bu durumda oldukga etkili oldugunu belirtmekte fayda vardir.

78 Jochen Fledle, “Delicate Decisions: Legally Compliant Emergency Algorithms for Autonomous Cars”, Robotics,
Autonomics, and the Law: Legal Issues Arising from the Autonomics for Industry 4.0 Technology Programme
of the German Federal Ministry for Economic Affairs and Energy icinde (195-203), Badel-Badel: Nomos
Verlagsgesellschaft, 2017, s. 195.

™ Hilgendorf, “Automated Driving and the Law”, s. 172; Amedeo Santosuosso/Barbara Bottalico, “Autonomous
Systems and the Law: Why Intelligence Matters, Eric Hilgendorf ve Uwe Seidel (Ed.), Robotics, Autonomics, and
the Law: Legal Issues Arising from the Autonomics for Industry 4.0 Technology Programme of the German
Federal Ministry for Economic Affairs and Energy iginde (27-58), Badel-Badel: Nomos Verlagsgesellschaft, 2017,
s. 35.
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sensorlerden ve kiiresel konumlandirma sisteminden topladigi verileri analiz eden
merkezi bir bilgisayar sistemi tarafindan isletildikleri i¢in otomobiller ve bilgisayarlar
arasinda bir melez olarak goriilmektedir®. Otonom araglara bu 6zgiin niteligi kazandiran
ve onlar1 klasik otomobillerden ayiran en temel fark ise bu araglarin yapay zeka ile
calisiyor olmalaridir. Otonom araglar, tasarimlarinda kullanilan teknoloji ve siirekli
sekilde saglanan yazilim giincellemeleri marifetiyle siiriicii miidahalesini asgari diizeyde
tutmak veya tamamen devre disi birakmak amaglarina Ozgiilenmis bir prensipte
calismaktadir®. Bu prensip; robotik, otomasyon, sensor teknolojisi ve bilgi iletisim
teknolojileriyle dogrudan alakali olup siirlis otomasyon teknolojilerini diger teknoloji

alanlarindan bagimsiz sekilde ele almak miimkiin degildir®.

Otonom araglarin siirlis gorevinin bir kismini yahut tamamini insan siiriicii
miidahalesi olmaksizin kontrol edebilmesi i¢in takip ettigi ¢calisma disiplini literatiirde
“tani — yorumla — hareket et” modeliyle agiklanmaktadir®®. Bu modelin ilk ayag1 olan
tanima islemi, aracin kendi konumunu tespit etmesiyle (lokalizasyon) baslamakta olup bu
islem, gelistirilmis bir kiiresel konumlandirma sisteminin yaninda radar veya lazerle
calisan sensor sistemleri araciligiyla yerine getirilmektedir®. Calistirilmakla birlikte
lokalizasyon islemini baslatan bir otonom arag, bir yandan bu islemi siirekli olarak devam
ettirirken diger yandan yoldaki konumunu korumak i¢in kameralarla ve aracin ¢evresinin
sanal bir haritasini ¢izen “Laser Imaging Detection and Ranging ” (LIDAR)® adi verilen

sensor sistemiyle siirekli olarak etrafini taramaktadir®®.

Otonom araglarin seyir esnasinda cevresini dogru analiz ederek sorunsuz bir

sekilde ilerleyebilmesi i¢in kamera, sensor ve navigasyon sistemlerinin senkronik sekilde

8 Sophia H. Duffy/Jamie Patrick Hopkins, “Sit, Stay, Drive: The Future of Autonomous Car Liability”, Science &
Technology Law Review, 16(3): 453 — 480, 2013, s. 455.

81 Kelep Pekmez, s. 178; Dorothy J. Glancy, “Privacy in Autonomous Vehicles”, Santa Clara Law Review, 52(4):
1171 — 1239, 2012, s. 1171-1173; Frank Doume/Sarah Aue Palodichuk, “Criminal Liability Issues Created By
Autonomous Vehicles”, Santa Clara Law Review, 52(4): 1157 — 1169, 2012, s. 1157-1160.

8 Hilgendorf, “Automated Driving and the Law”, s. 173.

8 O’Toole, s. 2; Fledle, s. 195.

84 Kelep Pekmez, s. 177, dn. 5.

8 Lazerler marifetiyle aracin gevresindeki nesnelerle arasindaki mesafeyi belirleyerek bulunulan konumun ii¢ boyutlu
haritasini ¢ikaran LiDAR; siirlis esnasinda yayalari, trafik isaretlerini, trafikteki diger araglart ve ¢evredeki nesneleri
tanimlamakta olduk¢a faydali bir teknolojidir. Ayrintili bilgi i¢in bkz. Simon Parkinson/Paul Ward/Kyle
Wilson/Jonathan Miller, “Cyber Threats Facing Autonomous and Connected Vehicles: Future Challenges”. IEEE
Transactions on Intelligent Transportation Systems, 18(11): 2898 — 2915, 2017, s. 2902; Westbrook, s. 112.

86 Westbrook, s. 112.
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calismas1 gerekmektedir. Bu teknolojilerin bir araya gelmesi sayesinde ¢evreyle giiglii ve
kesintisiz bir sekilde etkilesim halinde olunacagindan bu araglarin gergek bir siiriiciiniin
algilayabilecegi her seyi rahatlikla algilayabildigi gibi bunu daha hizli ve etkili bigimde
yapabilecegini sdylemek miimkiindiir¥’. Aracin giivenli bir sekilde rotasinda
ilerleyebilmesi amacina 6zgiilenen bir diger sistem ise serit planlama sistemi olup bu
sistem; trafik seritlerinin tanimlanmasina, trafikteki diger araglarin serit davraniglarindaki
kararliliklarinin izlenmesine ve ne sekilde hareket edebileceklerini 6nceden tahmin etmek

suretiyle aracin siirekli olarak en uygun seritte seyretmesine olanak saglamaktadir®.

Sayilan tiim bu sistemlerin istenilen sekilde c¢alismasi sayesinde elde edilen
veriler analiz edilerek gevresel modelin agikliga kavusturulmasi ve matematiksel bir yap1
olarak temsil edilmesi ise aragta bulunan merkezi bir bilgisayar tarafindan
gerceklestirilmektedir®®. Bilgisayar sistemi, aracta yer alan kameralardan alinan
goriintiileri ve sensor sisteminin tarama yoluyla elde ettigi verileri analiz etmekte ve
akabinde yol durumundaki ¢esitli degisiklikler ve yaya trafigi gibi ¢evresel kosullarin o
anki durumuna uygun Kararlar vererek aracin hizinin, donaniminin ve rotasinin
kontroliinii saglamaktadir®. Bilgisayar sistemi, bu islevine iliskin karar alma siirecini ise
bulut bilisime bagl ve derin 6grenme modellerine dayali olan kontrol algoritmalari
marifetiyle yerine getirmekte olup baslangigta bir kez programlandiktan sonra tiim ilgili
aksami ile veri toplayarak karar alma siirecine dair gesitli davranig modelleri gelistiren
otonom araglar, tiim bunlar1 ¢evresiyle ve diger araglarla daima iletisim halinde olmak
suretiyle gerceklestirmektedir®. Literatiirde bu siirecin, otonom araglarin en karmagik
kismimi olusturdugu dile getirilmektedir®. Nitekim otonom araglarin kullanilmasimdan
dogan cezai sorumlulugunun belirlenmesi meselesine dair doktrindeki giincel tartismalar

da bu karar alma siirecine matuf durumdadir.

87 Westbrook, s. 113; Anderson ve digerleri, s. Xiv.

8 Kelep Pekmez, s. 177, dn. 5.

8 McCarthy ve digerleri s.5.

% Duffy-Hopkins, s. 455; Kelep Pekmez, s. 177, dn. 5; James Armstrong, “How Do Driverless Cars Work?”, The
Telegraph, 2 Kasim 2018. <https://www.telegraph.co.uk/cars/features/how-do-driverless-cars-work/> (Erisim Tarihi:
17.07.2021).

91 Beck, s. 230.

92 Beck, s. 233; Rilind Elezaj. “How Do Self-Driving Cars Work?”, lot for All, 22 Haziran 2020,
<https://www.iotforall.com/how-do-self-driving-cars-work> (Erisim Tarihi: 17.07.2021).
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D. Siiris Otomasyon Sistemlerine Iliskin Terimlerin Tammlanmasi ve

Siniflandirilmasi: SAE J3016
1. Genel Bilgi

Otonom araglar, siirlis eylemi icra edilirken insan siiriiciitye duyulan ihtiyacin
boyutuna ve aracin sahip oldugu otomasyon diizeyine gore birtakim farkli seviyelere
ayrilmaktadir®®. SAE tarafindan 0 ila 5 arasinda alti farkli seviyeyi icerecek sekilde
hazirlanan ve herhangi bir siirlis otomasyonuna sahip olmayan araglardan insan siiriicii
olmaksizin siirlis faaliyetini icra edebilen tam otonom araglara kadar tiim otomobillerin
derecelendirildigi tasnif yontemi ise literatiirde ve uygulamada yaygin bir sekilde kabul
edilmektedir®.

SAE tarafindan hazirlanan 6neri niteligindeki uygulama rehberinde dinamik
sliriis gorevinin bir kismin1 veya tamamini siirekli olarak iistlenen motorlu araglarin
karayollarindaki operasyonlart baglaminda siirii otomasyon sistemlerine dair temel
kavramlar agiklanmig; siirlisiin ana aktorleri olan insan siiriicii ve siiriis otomasyon
sistemlerinin dinamik siiriis gérevinde oynadiklar1 rol kistas alinarak araclardan ziyade
araglarin sahip oldugu siiriis otomasyon ozellikleri smiflandirilmistir®. Bu noktada
simiflandirmanin hukuki degil, teknik bir siniflandirma oldugunu ifade etmekte fayda
vardir. Kanaatimizce otomasyon sistemlerinin derecelendirmeye etkisini somut sekilde
ortaya koyabilmesi nedeniyle otonom araglarin smiflandirilmasinda SAE tarafindan
disiplinlerarasi bir metotla hazirlanan alti seviyeli metodun tercih edilmesi yerinde

oldugundan ¢alismanin devamindaki kisimlar bu siniflandirma 1s1ginda ele alinacaktir.

9 NHTSA, bes kademeli bir siniflandirma ortaya koymustur. Ayrmtili bilgi igin bkz. NHTSA, “Preliminary Statement
of Policy Concerning Automated Vehicles”, 2013, . 4-5,
<https://www.nhtsa.gov/staticfiles/rulemaking/pdf/Automated_Vehicles_Policy.pdf> (Erisim Tarihi: 17.07.2021);
Benzer sekilde Isvigre Ulastirma Bakanligi da bes kademeli bir smiflandirmay kabul etmektedir. Ayrintili bilgi igin
bkz. Gemeinsamer Schlussbericht der Projektgruppe, Berichte der Bundesanstalt fiir StraBenwesen, Fahrzeugtechnik
Heft F 83, “Rechtsfolgen zunehmender Fahrzeugautomatisierung”, s.9 <https://bast.opus.hbz-nrw.de/opus45-
bast/frontdoor/deliver/index/docld/541/file/F83.pdf> (Erisim Tarihi: 17.07.2021); Almanya’da ise 2017 yilinda
yapilan kanun degisikligi ile otonom araglar kanun kapsamina alinms, fakat bu diizenlemede tam otonom araglara yer
verilmeyen bir siniflandirma tercih edilmistir. Ayrintili bilgi igin bkz. dn. 175.

% O’Toole, s. 2; Takayuki Matsuo, “The Current Status of Japanese Robotics Law: Focusing on Automated Vehicles”,
Eric Hilgendorf ve Uwe Seidel (Ed.), Robotics, Autonomics, and the Law: Legal Issues Arising from the
Autonomics for Industry 4.0 Technology Programme of the German Federal Ministry for Economic Affairs and
Energy icinde (151-170), Badel-Badel: Nomos Verlagsgesellschaft, 2017, s. 161.

% SAE J3016, s. 2-4.
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2. Siiriis Otomasyonuna iliskin Terimlerin Tanimlanmasi

Miihendislik literatiiriinde siirlis otomasyon sistemlerinin dogru bigimde
tanimlanabilmesi i¢in kullanilan bir¢ok terim mevcuttur. Bu terimlerin tamaminin bu
calisma kapsamina dahil edilmesi, ¢calismanin baglamdan kopmasina sebep olacagindan
bu kavramlar arasindan otomasyon teknolojilerinin karayolu trafigine ve siiriis faaliyetine
etkilerini kavramak adina daha fazla onem arz eden dinamik siiriis gérevi (dynamic
driving task), operasyonel tasarum alant (operational design domain) ve asgari risk

durumu (minimal risk condition) terimlerinin kisaca tanimlanmasinda fayda vardir.

Dinamik siiriis gorevi, bir araci karayolu trafiginde kullanmak igin gereken tiim
operasyonel ve taktiksel iglevleri ifade eden ve tiim araglari kapsayan bir terim olup
dinamik siiriis gorevine dahil operasyonel islevlere direksiyon kontrolii (yatay hareket)
ve pedal kontrolii (dikey hareket); taktiksel islevlere ise manevra planlamasi veya

aydinlatma sistemi kontrolii 6rnek olarak gosterilebilir®®.

Operasyonel tasarim alami, belirli bir siiriis otomasyon sisteminin ¢evresel,
cografi veya yol durumu gibi siirli sayida olmayan 6zel kosullarda calismasina
ozgiilenmis 6zelliklerin biitlinlinii ifade etmektedir. Operasyonel tasarim alani; belirli yol
tiirleri, hava kosullari, aydinlatma kosullari, cografi kisitlamalar ve serit isaretleri, yol
kenarn trafik bariyerleri, refiij seritleri vb. gibi belirli yol 6zelliklerinin varligi veya
yoklugu gibi ¢ok cesitli degiskenleri icermekte olup genis bir parametre grubunu kapsar.
Ornegin bir otonom arag, yalnizca cografi olarak tanimlanmig bir alanda ve yalmizca
giindiiz saatlerinde belli bir hiz1 asmayacak sekilde tasarlanmigsa bu aracin operasyonel

tasarim alanin1 da sayilan sinirlamalari olusturdugunu séylemek miimkiindiir®’,

Asgari risk durumu ise, siiriis gorevine iliskin bir ariza nedeniyle yolculuga devam

edilemedigi veya edilmemesi gerektiginde carpisma riskini azaltmak i¢in siiriicliniin veya

otomatik siiriis sisteminin arac1 getirmesi gereken giivenli pozisyonu ifade etmektedir®.

% SAE J3016, s. 6-7
9 SAE J3016, s. 14.
% SAE J3016, s. 11.
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3. Siiriis Otomasyon Sistemlerinin Siniflandirilmasi
a. Seviye 0 (Otomasyonsuz)

Yalnizca insan miidahalesi sonucunda islevini yerine getirebilen bir teknik
donanima sahip olup herhangi bir otomasyon i¢ermeyen ve dinamik siiriis gorevinin
biitiiniiyle kullanici tarafindan icra edildigi araglar, seviye sifir olarak adlandirilmakta
olup bu araglarda aracin yatay ve dikey hakimiyeti tiim siiriis sartlarinda insan siiriiciiniin
kontroliindedir®®. Otomasyon icermeyen herhangi bir geleneksel otomobili bu seviyeye
ornek olarak gostermek miimkiindiir ve bu seviyedeki araclar, ¢alismada ele alinan

problem agisindan ele alinmayi gerektirir bir niteligi haiz degildir.
b. Seviye 1 (Siiriicii Asistan)

Dinamik siiriis gorevinin dikey veya yatay kontroliiniin -geri kalan kontroli
kullanicinin gergeklestirmesi beklentisiyle- siirlis otomasyon sistemi tarafindan yerine
getirilebildigi, kullanicinin ise sistemin bu islemini siirekli olarak denetlemek zorunda
oldugu otomasyon diizeyi seviye bir, diger adiyla siirlici asistan1 olarak
adlandirilmaktadir'®. Bu seviyedeki bir otomasyon sisteminin, aracin hem dikey hem
yatay kontrolii devralamay1p ayni anda ya sadece direksiyon kontroliinii ya da sadece hiz
kontroliinii devraldigini ve sliriicliniin yatay ya da dikey hakimiyetten birini mutlaka
elinde bulundurdugunu &zellikle vurgulamak gerekir'®!. Park asistan1 veya adaptif seyir

kontrolii gibi sistemlere sahip araclar, bu seviyeye 6rnek olarak gosterilmektedirl®,

C. Seviye 2 (Kismi Otomasyon)

Siiriicli asistaninin aksine dinamik siirlis gérevinin hem dikey hem de yatay
kontroliiniin yine geri kalan kontrolii kullanicinin ele almasi beklentisiyle stiriis

otomasyon sistemi tarafindan gergeklestirilebildigi ve kullanicinin denetleme goérevinin

9 O’Toole, s. 2; Cekin, s. 286; NHTSA, s. 4; Bryant Walker Smith, “SAE Levels of Driving Automation,” Stanford
Law School - Center for Internet and Society, 18 Aralik 2013, <http://cyberlaw.stanford.edu/loda> (Erisim Tarihi:
17.07.2021).

100 SAE J3016, s. 24.

101 Cekin, s. 286; Transport Systems Catapult, “Market Forecast for Connected&Autonomous Vehicles”, 2017, s. 17,
<https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/642813/15780 T
SC_Market Forecast for CAV_Report FINAL.pdf> (Erisim Tarihi: 17.07.2021).

102 Transport Systems Catapult, s. 17; Cekin, s. 286.
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devam ettigi otomasyona diizeyi ise seviye iki, diger adiyla kismi otomasyon olarak
nitelendirilmektedir'®, Kismi otomasyonun siiriicii yardimindan tek farki, otomasyon
sisteminin dinamik siirlis gérevinin hem yatay hem de dikey kontroliinii ele alabilecek
teknolojiye sahip olmasidir. Ornek olarak hem adaptif seyir kontrol sistemine hem de

serit hizalama sistemine sahip olan araglar1 bu kategoride ele almak miimkiindjir.
d. Seviye 3 (Kosullu Otomasyon)

Stiriis faaliyetinin insan siiriicti degil sistem tarafindan kontrol edildigi araglarin
ilki, tiglincii seviye otomasyona sahip araglardir. Bu seviyedeki bir siiriis otomasyonunda
dinamik siirlis gorevinin tamami, siirlt bir operasyonel tasarim alani igerisinde sistem
tarafindan yerine getirilmekte olup normal sartlar altinda kullanicinin siiris gorevine
katilmas1 gerekmemektedir'®. Fakat herhangi bir arizanin otomasyonun normal
caligmasini engellemesi halinde sistem, miidahale etmesi ig¢in kullaniciya ¢agrida
bulundugunda kullanicinin bu ¢agriya cevap verip asgari risk durumunu elde etmek tizere

195, Diisiik hizda seyredilen ve devamli dur-

dinamik siiriis gdrevini devralmasi zorunludur
kalk seklinde hareket edilen trafik sikisikligi durumunda siiriis gérevinin tamamini
gerceklestirebilen  “trafik  sikisikligr  asistan  sistemleri” {gilincli  seviye —siirlis

otomasyonuna drnek olarak gosterilmektedirl®.

e. Seviye 4 (Yiiksek Otomasyon)

Seviye 1li¢ diizeyindeki otomasyon sistemlerinde oldugu gibi smirli bir
operasyonel tasarim alani igerisinde hareket edebilen, fakat kosullu otomasyonun aksine
kullanicinin sistem tarafindan gonderilen miidahale ¢agrisina yanit vermesinin zorunlu
olmadig1?” ve dinamik siiriis gdrevinin tamaminin siiriicii miidahalesi olmaksizin sistem
tarafindan siirdiiriilebildigi siiriis otomasyonu seviye dort olarak tanimlanmaktadir®®, Bu

nedenle seviye dort diizeyinde otomasyona sahip bir aragta operasyonel tasarim alaninin

103 SAE J3016, s. 24.

104 SAE J3016, s. 24; Kelep Pekmez, s. 180.

105 SAE J3016, s. 24; Kelep Pekmez, s. 179.

106 SAE J3016, s. 25.

107 Dérdiincii seviyede kullanicinin sistemi denetlemesi veya miidahale ¢agrisina hazir bulunmasi gerekmemekte olup
sistem, otomatik olarak araci asgari risk durumuna getirebilmektedir. Bu nitelik, seviye {i¢ ve seviye dort arasindaki
temel farki teskil eder. Ayrintili bilgi i¢in bkz. SAE, s. 25.

108 O’Toole, s. 2; SAE, s. 25; Bryant Walker-Smith, a.g.e; Kelep Pekmez, s. 179, dn. 14.
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siirlari i¢cinde kalindig1 miiddetge kullanicinin yalnizea yolcu olarak aragta bulundugunu

199 Giiniimiizde yiiksek otomasyona sahip seviye dort diizeyindeki

s0ylemek miimkiindiir
araclar heniiz prototip diizeyinde olmakla birlikte sinirli alanda hizmet veren ve iginde

insan siirlici bulunmayan otonom taksi ve otobiisler bu araglara 6rnek gosterilebilir.
f. Seviye 5 (Tam Otomasyon)

Dinamik siiriis gorevinin sinirsiz bir operasyonel tasarim alaninda, harekete
elverigli tiim kosullarda herhangi bir kullanict miidahalesi gereksinimi olmaksizin
kosulsuz bir sekilde sistem tarafindan kontrol edilmesinin miimkiin oldugu siiriis
otomasyonuna seviye bes, diger adiyla tam otomasyon adi verilmektedir''®. Tam
otomasyon sahip bir aragta dinamik siiriis gérevinin icrasi sirasinda bir arizanin veya
beklenmedik yol ve hava kosullarinin bas gostermesi halinde sistem, kullanicinin

miidahalesine ihtiya¢ duymaksizin araci asgari risk durumuna resen getirebilmektedir!!?.

Tam otomasyonu yiiksek otomasyondan ayiran en biiyiik fark, bu otomasyon
sistemine sahip araglarda operasyonel tasarim alaninin siirsiz olmasidir ki bu, sistemin
araci nerede ve ne zaman galistirabilecegi konusunda hava durumuna, zamana veya
cografi sartlara iliskin herhangi bir kisitlamanin olmadigi anlamina gelmektedir'?,
Giliniimiizde bu seviyede otomasyona sahip olan herhangi bir arag mevcut degildir.
Ogretide tam otonom siiriise ge¢ilmesinin baslica kosulunun, araglarin tiimiiyle giivenli
bir sekilde, tiim gercek hayat senaryolar1 dikkate alinarak programlanmis olmasi ve
sistemin ¢Oziimiinli bilmedigi hi¢bir olast senaryonun bulunmamasi oldugu
belirtilmektedir'’®, Bu itibarla tam otonom araglarin yakin gelecekte karayollarinda

goriilmesinin zor bir ihtimal oldugunu ve bu araglarin simdilik ceza hukuku agisindan

giincel bir ihtiyaca kaynaklik etmedigini ifade etmek gerekir.

109 SAE J3016, s. 25.

10 SAE J3016, s. 25; Bryant Walker-Smith, a.g.e.; O’Toole, s. 2.

11 Cekin, s. 287; SAE J30186, s. 25.

112 SAE J3016, s. 25.

13 Bernd Heinrich, “Otonom Arag Siirmekte Olasi Cezalandirlabilirlik Riskleri”, Yener Unver (gev.),
Rechtsbriicke/Hukuk Képriisii, S. 16: 23 — 35, Ankara: Se¢kin Yaymecilik, 2019, s. 27.
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E. Otonom Araclarin Karistigi Baz1 Kazalar

Otonom araclar, gerek test asamasinda gerek sinirli alanlardaki kullanimlari
esnasinda olagan trafik akisinin kagiilmaz bir sonucu olarak ¢esitli kazalara karismakta
olup otonom araglarin yayginlagsmasiyla birlikte bu nitelikteki kazalarin sayist giin
gectikee yiikselmektedir. Bu kazalardan bircogu yalnizca maddi hasarlara neden olurken
kimi kazalar hafif veya agir yaralanmalarla veya oliimle sonuglanmistir. Otonom
araclarin kanistig1 kazalar, asagida yer verilecek Orneklerle siirli olmamakla birlikte
heniiz yiiksek veya tam otomasyona sahip araclarin piyasaya arz edilmemis olmasi
nedeniyle bu kazalarin ekseriyeti belirli sorunlarin farkli bigimlerde tekrari seklinde vuku
bulmaktadir. Bu nedenle bu calisma agisindan asagidaki ornekler, konuyu Ozet

mahiyetinde aciklamak i¢in yeterli gériilmiistiir.

Otonom araclarin karistig1 kazalar arasinda bilinen ilk 6liimli kaza, 7 Mayis
2016’da Florida’da meydana gelmistir. Kazada Tesla’nin otomatik pilot 6zelligine sahip
Model S aracinin sensorleri, giindiiz vakti agik havada otoyoldan gegen bir traktoriin
romorkunu tanimlayamadigi i¢in ara¢ romorkun altindan gecerek romorka carpan camlari
hasar almis bir sekilde yola devam etmis ve dnce ¢itlere, akabinde bir elektrik diregine
carparak durabilmistir. Arag siiriiclisiiniin hayatin1 kaybetmesiyle sonug¢lanan kazaya
iliskin iiretici firma tarafindan yapilan aciklamada otopilot islevinin hala gelistirildigi ve
mitkemmel olmadigi, mod aktifken siiriiciiniin miidahale igin tetikte kalmasini

gerektirdigi ifade edilmistir'',

18 Mart 2018 tarihinde Arizona’da gergeklesen ve oldukga ses getiren diger bir
olimli kazada ise kamera, radar, LIDAR gibi sistemlerle donatilan, otomatik ve manuel
olmak iizere iki farkli kontrol moduna sahip olan ve siiriicii koltugunda kontrol modlar1
arasinda gecis yapabilen bir glivenlik operatdrii bulunan bir Uber test araci, bisikletiyle
birlikte karsidan karsiya gegcmeye c¢alisan bir yayaya carparak 6liimiine sebep olmustur.

Kaza sonrast NTSB tarafindan bir 6n rapor yayimlanmis'®, kazadan yaklasik bir buguk

114 Danny Yadron/Dan Tynan, “Tesla Driver Dies in First Fatal Crash While Using Autopilot Mode”, The Guardian, 1
Haziran 2016 <https://www.theguardian.com/technology/2016/jun/30/tesla-autopilot-death-self-driving-car-elon-
musk> (Erigim Tarihi: 17.07.2021).

115 Rapora gore kaza anindan 19 dakika dnce otomatik moda alinan test araci, yayayi ilk olarak garpismadan yaklagik
6 saniye Once, 43 mil/s hizla giderken fark etmis olup maktulii ilkin bilinmeyen bir nesne veya bir arag, akabinde ise
kararsiz bir seyir rota izleyen bir bisiklet olarak tanimlamstir. Arag, ¢arpigmadan 1,3 saniye kadar dnce garpigsmay1
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yil sonra ise kazaya iligkin olduk¢a 6nemli saptamalar iceren genis bir rapor—-° ortaya

konulmustur'?’.

23 Mart 2018’de Kaliforniya’da meydana gelen diger bir kazada Tesla firmasina
ait bir diger ara¢ olan Tesla Model X, otomatik pilot modu aktif haldeyken yol
kenarindaki beton bariyerlere carparak alev almig ve kazada siiriicli hayatin1 kaybetmis
olup kazaya iliskin iiretici firma tarafindan yapilan agiklamada aragtan elde edilen
verilere gore siiriicliniin kazadan dnce sesli ve gorsel olarak defalarca uyarildiginin fakat
stiriiclinlin kazadan alt1 saniye dncesine kadar direksiyonu ele almadiginin belirlendigi
ifade edilmistir. Bu kaza, iiretici firmanin siiriictiniin ellerini direksiyondan uzun siireyle
¢ekmesi halinde araci giivenli bir sekilde durdurmayi ve otomatik pilot modunun

stmirlandirilmasini igeren bir dizi yeni giivenlik 6nlemleri almasina yol agmigtir!!8,

Yine 2018 yilinda Kaliforniya’da bir bagka otonom arag projesi olan Waymo’ya
ait bir test aracinin karistigi bir kaza meydana gelmistir. Bu kazada aracin giivenlik
operatori, serit ihlali yapan {igiincii bir arag ile ¢arpigsmaktan kaginmak amaciyla aracin
sevk ve idaresini ele alarak kazadan kurtulmus fakat bu esnada yoldan ge¢mekte olan bir
motosiklete ¢arparak motosiklet siiriiciisiiniin yaralanmasina neden olmustur!’®, Kaza

sonrasinda firma tarafindan yetkili makamlara sunulan raporda ve firmanin CEO’su John

hafifletmek i¢in bir acil fren manevrasina ihtiyac oldugunu belirlemis fakat aracin acil fren sistemi devreye girmemistir.
Konuya iligkin Uber tarafindan yapilan agiklamada acil fren manevra sisteminin bilingli olarak devre dig1 birakildigy,
bununla tutarsiz ara¢ davranigi potansiyelinin minimalize edilmesinin amaglandigi, acil fren manevra sisteminin
devreye girmesinin gerektigi anlarda ise gésterge panelindeki uyarilar1 izlemekten ve gerektiginde siiriise miidahale
etmekten sorumlu olan siiriiciiniin harekete gegmesi gerektigi ifade edilmistir. Raporda arag operatoriiniin kazaya bir
saniyeden daha az bir zaman kala aracin kontroliinii ele aldig1, otonom siiriis sisteminin ¢arpisma aninda normal sekilde
calistigi belirtilmigtir. bkz. National Transportation Safety Board, “Preliminary Report: HWYI18MH010”,
<https://data.ntsb.gov/Docket/Document/docBLOB?ID=40477716&FileExtension=.PDF&FileName=Preliminary%2
OReport-Master.PDF> (Erisim Tarihi: 17.07.2021).

116 National Transportation Safety Board, “Collison Between Vehicle Controlled by Developmental Automated Driving
System and Pedestrian: Highway Accident Report NTSB/HAR-19/03”, Washington, 19 Kasim 2019,
<https://data.ntsb.gov/Docket/Document/docBLOB?1D=40479021&FileExtension=.PDF&FileName=NTSB%20-
%20Adopted%20Board%20Report%20HAR-19%2F03-Master.PDF> (Erigsim Tarihi: 17.07.2021).

117 Kaza sonrast siiriicii hakkinda bir iddianame diizenlenmis olup kovusturma hilen devam etmektedir. Bu kazanin
Tiirkiye’de meydana gelmis olmasi varsayimindan hareketle kimin/kimlerin ceza hukuku agisindan sorumlu
tutulabilecegini ele alan kiymetli bir katki igin bkz. Ates/Tirtir, a.g.e.

118 BBC, “Tesla in Fatal California Crash Was on Autopilot”, 31 Mart 2018 <https://www.bbc.com/news/world-us-
canada-43604440> (Erisim Tarihi: 17.07.2021)

119 Kaliforniya eyaletinde gerceklesen kazalarda, kaza tutanaklarmin en ge¢ 10 giin iginde idareye sunulmasi zorunlu
olup bu tutanaklar halkin erisimine acik bir sekilde de paylasiimaktadir. Ulke ¢apinda bdyle bir raporlama zorunlulugu
mevcut olmadigindan diger birgok eyalette bu tiir testlerin yapildigi ¢arpisma kosullari bilinmemektedir. Ayrintili bilgi
icin bkz. Michael Laris, “A Waymo Safety Driver Collided with a Motorcyclist. The Company Says a Self-Driving
Minivan Would Have Done Better”, The Washington Post 7 Kasim 2018.
<https://www.washingtonpost.com/technology/2018/11/06/waymo-safety-driver-collides-with-motorcyclist-
company-says-self-driving-minivan-would-have-done-better/> (Erisim Tarihi: 17.07.2021)
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Krafcik tarafindan kaleme alinan bir blog yazisinda, kaza sonrasi yapilan simiilasyon
caligmalar1 sonucunda giivenlik operatorii aracin idaresini devralmasaydi kazanin
gerceklesmeyecegi sonucuna ulasildigini ve aracin siiriicii tarafindan fark edilmeyen
motosikleti fark ederek serit ihlali yapan diger araca yavasca temas edecek sekilde tepki

vereceginin goriildiigiinii ifade etmistir'?°.

Son olarak otonom araglarin karistig1 kazalara iligkin genel ¢apta bir arastirmaya
deginmek gerekir. Otonom araglarin karistigi 300 farkh trafik kazasinin g¢arpisma
tirlerinin dagilimi, manevralar ve siiricii hatalar1 baz alinarak analiz edildigi bir
calismada, otonom araglarin yayginlagmasinin araglarin birbirine yandan g¢arpmasi
seklinde ger¢eklesen kazalarla araglarin yayalara ¢arpmasi seklinde gergeklesen kazalarin
oranini azalttig1, fakat trafikteki insan siiriiciilerin otonom araglarin dinamik 6zelliklerine
yeterince aligik olmamasindan Gtiirii korunmasi gereken takip mesafesi ile hiz sinirina
iligkin siirlicii hatalarindan kaynaklanan arkadan carpma seklindeki kazalarin artig

gdsterdigi sonucuna varilmigtir'??,

II. OTONOM ARACLARA ILISKiN HUKUKI DUZENLEMELER

A. Otonom Araclarin Kullanimna fliskin Uluslararasi Diizenlemeler
1. Genel Bilgi

Otonom araglarin kullaniminin yayginlagsmasi, Oncelikle otonom araglar
kapsayan uluslararast hukuki zeminin saglanmasiyla miimkiin olacagindan, karayolu
trafigini diizenleyen mevcut uluslararasi antlagmalarin bu dogrultuda gelistirilmesi
oldukca onemlidir. Otonom araglarin kullanim sahasi olan karayolu trafigine iligkin
uluslararas: standartlar1 belirleyen iki temel metin ise 1949 tarihli Cenevre Karayollari

Trafik Sozlesmesi ve 1968 tarihli Viyana Karayolu Trafik Soézlesmesi olup bu

120 John Krafcik, “The Very Human Challenge of Safe Driving”, Medium, 6 Kasim 2018.
<https://medium.com/waymo/the-very-human-challenge-of-safe-driving-58c4d2b4e8ee> (Erigim Tarihi: 17.07.2021);
David Silver, “Waymo Collision Illustrates Why Society Might Eventually Ban Human Driving”, Forbes, 7 Kasim
2018. <https://www.forbes.com/sites/davidsilver/2018/11/07/waymo-collision-illustrates-why-society-might-
eventually-ban-human-driving/?sh=7a6c731al16bb> (Erisim Tarihi: 17.07.2021).

121 Porde Petrovi¢/Radomir Mijailovié/Dalibor Pesi¢, “Traffic Accidents with Autonomous Vehicles: Type of
Collisions, Manoeuvres and Errors of Conventional Vehicles’ Drivers, Transportation Research Procedia, 45: 161
—168, 2020, s. 167.
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sozlesmelerin gelisen teknolojilere uyarlanmasi, otonom araglarin yayginlasmasi hedefi

acisindan biiyiik 6nem arz etmektedir.
2. 1968 Tarihli Birlesmis Milletler Viyana Karayolu Trafik Sozlesmesi

Viyana Karayolu Trafik Sozlesmesi, “uluslararasi karayolu trafigini
kolaylastirmak ve sozlesme yapan taraflar arasinda standart trafik kurallari olusturarak
karayolu giivenligini artirmak” amaciyla ihdas edilen uluslararasi bir antlasmadir??.
S6zlesme’nin esas metninde, m. 8/112%, m. 8/5%24 m. 8/62° ve m. 13/1'2° hiikiimleri geregi
Sozlesme kapsamindaki tiim siiriiciilerin araglarini her zaman kontrol edebilecek

durumda olmalar1 gerekmektedir.

Avusturya, Belcika, Fransa, Almanya ve Italya hiikiimetlerinin Sozlesmenin
8’inci ve 39’uncu maddelerinde degisiklik yapilmasina iliskin onerileri 26 Mart 2014
yilinda kabul edilmis ve bdylece otonom araglar ilk defa S6zlesme kapsamina girmistir'?’.
Yapilan degisiklik kapsaminda So6zlesmenin siirlis gorevini insana ozgiileyen 8’inci
maddesine eklenen 5 bis fikrast ile yapi, mekanizma ve kullanim agisindan Avrupa
capinda motorlu arag¢ aksaminin tip onay standartlarini ortaya koyan 1958 Birlesmis
Milletler Avrupa Ekonomi Komisyonu (UNECE) Anlasmasi ve diinyanin muhtelif
bolgelerindeki ilkeler i¢in gegerli olan 1998 Kiiresel Teknik Diizenlemeler (GTR)
Anlagmasi ile belirlenen standartlar1 saglayan siiriis otomasyon sistemlerinin
Sozlesme’ye uygun oldugu hiikkme baglanmis; uluslararasi standartlara uygun olmayan
sistemlerin Sozlesme kapsaminda uygun olarak kabul edilmesi ise siiriiciiniin aracin

kontroliinii ele alabilmesi veya sistemi kapatabilmesi sartlarina baglanmistir'?8,

122 United Nations, Convention on Road Traffic, Vienna 8 November 1968,
https://treaties.un.org/Pages/ViewDetailslI1.aspx?src=TREATY &mtdsg_no=XI-B-
19&chapter=11&Temp=mtdsg3&Ilang=en (Erisim Tarihi: 17.07.2021).

123 m, 8/1: “Hareket eden her tasit veya tasit katari bir siiriiciiye sahip olacaktir.”

124 m, 8/5: “Her siiriicii, her zaman tagitini kontrol edebilecek veya hayvanlarin yonlendirebilecek durumda olacaktir.”
125 m, 8/6: “Bir tagitin siiriiciisii, her zaman siiriis disimdaki herhangi bir faaliyeti asgariye indirecektir. I¢ mevzuat tasit
stirticiilerinin telefon kullanimi konusunda kurallart koymahdir. Her durumda, mevzuat, tasit hareket hdlindeyken, bir
motorlu tasit veya motorlu bisiklet siiriiciisiiniin cep telefonu kullanimini yasaklayacaktir.”

126 m, 13/1: “Her tagit siiriiciisii, tasitini gerekli ve uygun dikkati gosterebilecek ve her zaman kendisinden beklenen
biitiin manevralar: yapabilecek sekilde kontrol altinda tutacaktir.”

127 United Nations, Convention on Road Traffic Vienna 8 November 1968, Proposal of Amendments to Articles 8 and
39 of the Convention, s. 1. <https:/treaties.un.org/doc/Publication/CN/2014/CN.569.2014-Eng.pdf> (Erisim Tarihi:
17.07.2021).

128 United Nations, Economic and Social Council, Economic Commission for Europe, Inland Transport Committee,
Working Party on Road Traffic Safety, Sixty-eighth session Geneva, 24-26 March 2014, s.9.
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Her ne kadar 5bis degisikligi ile otonom araglarin test edilip kullanilmasina iligkin
birtakim engellerin kalktigindan s6z edilebilir olsa da siiriiciilerin siiriis gérevinde asistan
sistemleri yahut otonom sistemleri kullanirken hangi yiikiimliiliiklere tabi oldugu
hususunda bir degisiklik s6z konusu degildir. Bu noktada doktrinde Viyana Karayollari
Trafik Sozlesmesi’nin m. 8/6 hikkmii geregi otonom araglarin kullanilabilmesi i¢in
Sozlesme’de gerekli giincellemelerin yapilmasina ihtiya¢ oldugu ve bu haliyle siiriis
gorevinin otomasyon sistemlerine devredilmesinin siiriis gérevindeki karar alma siirecine
iliskin nihai karar siiriiciiye ait oldugu miiddet¢e miimkiin oldugu vurgulanmaktadir?®.
Bu da siiriis gorevinin siirekli olarak insan tarafindan yiiriitiilmesi gerektigi seklindeki
geleneksel anlayisin hakim oldugu uluslararast mevzuatin, aracin kontroliiniin tamamen
otomasyon sistemlerine devredilmesi fikrine heniiz hazir olmadigi anlamina gelmektedir.
Bu noktada Sozlesme kapsaminda siiriici ve kullanicilarin hak ve yiikiimliiliiklerine
iliskin bir ¢ergeve diizenleme ihdas edilmesinin otonom araglarin yayginlagma siirecinde

faydali bir revizyon olabilecegi kanaatindeyiz.
3. 1949 Tarihli Cenevre Karayollar1 Trafik Sozlesmesi

Cenevre Sozlesmesi, karayolu giivenligini uluslararas1 diizeyde tesvik etmek i¢in
tek tip kurallar koyan ve i¢lerinde Tiirkiye’nin de bulundugu 95 devlet tarafindan kabul
edilen uluslararasi bir sdzlesme olup S6zlesmenin tanimlar maddesi olan 4’{incii maddede
sofor veya siiriicli terimi “bisiklet dahil herhangi bir nakil vasitasini kullanan, veya
ceken, yiik tastyan, binek hayvanlarini ve siiriileri bir yol iizerinde siiren, veya bunlarin
kontroliinii bilfiil elinde tutan sahis” olarak tanimlanmistir’®’, Szlesme metninde aracin
kontroliinii bilfiil yiirliten kisiyi tanimlarken sahis ibaresi kullanilmis ve boylelikle siiriis
gbrevi insana dzgiilenmistir. lgili hilkkme gore her aracin bir insan siiriicii tarafindan

kontrol edilmesi ve siiriiclinlin aracin kontroliinii bilfiil elinde tutmasi1 gerekmektedir.

<http://www.unece.org/fileadmin/DAM/trans/doc/2014/wp1l/ECE-TRANS-WP1-145e.pdf> (Erigim Tarihi:
17.07.2021).

129 Nadine Zurkinden, “Al and Driverless Cars: From International Law to Test Runs in Switzerland to Criminal
Liability Risks”, L’intelligence atificielle et le droit, sous la coordination de d’Herve Jacquemin et d’Alexandre de
Streel, Bruxelles, Larcier, 2017, s. 343-344 ile Ministere de la Transition Ecologique et Solidaire, “Developpement du
vehicule  automatise:  Orientations  strategiques  pour  I’action  publique”, 29  Mayis 2018,
<https://www.ecologie.gouv.fr/sites/default/files/90p%20VDEF.pdf> ‘den aktaran Aksoy Retornaz, s. 335.

130 Birlesmis Milletler Ekonomik ve Sosyal Konseyi, 1949 Cenevre Karayollari Trafik S6zlesmesi, 5.9
<https://www.tbmm.gov.tr/tutanaklar/ TUTANAK/TBMM/d10/c004/tbmm10004034ss0096.pdf>  (Erisim  Tarihi:
17.07.2021)
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Otonom araglarin 6zgiilendigi amaca higbir hareket alan1i birakmayan bu durum,
Sozlesme’ye taraf iilkeler agisindan otonom araglarin yasalagmasi 6niinde bir engel teskil
etmekte olup 1968 Viyana Karayolu Trafik Sozlesmesi’nde yapilan degisikliklerin bu
sOzlesmeye de uygulanmasinin ve akabinde sozlesme hiikiimlerinin otonom araglart da
kapsayacak sekilde genisletilmesinin, bu araglarin yayginlasmasi yolunda 6nemli bir

gereklilik oldugunu séylemek miimkiindiir.
4. Avrupa Birligi

Avrupa Parlamentosu, Mart 2016’da hem halihazirda piyasada bulunan hem de
test asamasindaki otomasyon teknolojileri baglaminda kara tasimaciliginin gelecegine
iliskin analizlerden ve yiiksek otomasyon teknolojileriyle donatilmis araglara dair dikkate
alinmas1 gereken hususlardan miirekkep bir rapor ortaya koymustur!3l, Raporda otonom
araclarin tanimi, smiflandirilmasi, potansiyel avantaj ve dezavantajlari, yiiksek
otomasyona sahip araglarin yayginlagsmasinin karayolu tagimacilig1 tizerindeki potansiyel
etkileri gibi konulara agiklik getirilmis; gelecekte iiye devletlerin trafik kurallarinin,
karayollarinda yiiksek otomasyonla donatilmis araclarin kullanimini miimkiin kilacak
sekilde giincellenmesi gerekecegine, Ozellikle siirlis testleriyle alakali yeni kurallara

oldukea ihtiya¢ duyulacagina vurgu yapilmistir'®2,

Otonom araglara iliskin AB stratejisinin ana hatlar1 ise 17 Mayis 2018’de Avrupa
Komisyonu tarafindan hazirlanan ve AB’nin otonom siiriis altyapisini giiglendirmeyi
hedefleyen bir strateji raporuyla ortaya konulmustur'®3. Komisyon, bu strateji raporunun

151g¢1inda 4 Nisan 2019 tarithinde “Otomatik Araglarin AB Onayindan Muafiyet Prosediirii

13IRoberta Frisoni/Andrea Dall’Oglio/Craig Nelson ve digerleri, Research for TRAN Committee — Self-piloted cars:
The future of road transport?, European Parliament, Policy Department for Structural and Cohesion Policies, Brussels,
2016, <https://www.europarl.europa.eu/RegData/etudes/STUD/2016/573434/IPOL_STU(2016)573434_ EN.pdf>
(Erigim Tarihi: 17.07.2021).

132 Frisoni/Dall’Oglio/Nelson ve digerleri, s. 54.

133 Uye devletlerin endiistriyel ve sosyal anlamda birlikte galisarak otonom mobilitenin sundugu firsatlar1 yakalamasini
saglamay1 amaglayan bu strateji raporunda otonom araglarin yayginlagmasinin sosyoekonomik ve ¢evresel etkilerinin
belirlenmesi, otonom siirlisten dogmas1 beklenen etik sorunlarin tartisilmast i¢in bir forum olusturulmasi, karayolu
sektoriinde otomasyona gegisi kolaylagtirmak i¢in alternatiflerin degerlendirilmesi, veri aligverisi standardizasyonunun
saglanmasi, otonom araglarin karistig1 kazalarda sorumlulugun tayinini dogru gergeklestirebilmek adina kaza aninda
araglar1 kimin kullandiginin tespitini saglayabilecek otonom araglara 6zgii veri kayit uygulamalarmin gelistirilmesi ve
otonom araglarin sertifikasyonu ile standardizasyonunu saglamak i¢in uluslararasi konvansiyonlarda yapilmasi gereken
revizyonlar konusunda {iye devletlerin koordinasyonu saglanmasi gibi hedeflere yer verilmistir. Ayrica otonom
araglarin seviyelendirilmesinde SAE tarafindan ortaya konulan J3016 kilavuzu esas alinmistir. Ayrintili bilgi i¢in bkz.
European Commission, “On the road to Automated Mobility: An EU Strategy for Mobility of the Future”, 17.05.2018.
<https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:52018DC0283> (Erigsim Tarihi: 17.07.2021)
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Kilavuzu” adli bir belge yayimlamis olup AB kurallarinin kapsami disinda kalan
gelismelere muafiyet saglanmasini amaglayan bu rehberde iiye devletlerin ig
mevzuatlarinda yapmay1 planladiklar1 otonom araglara yonelik revizyonlarda izlenmesi

gereken yontemler ortaya konulmustur!34,

Ayrica otonom araglarda bulunmasi gereken teknik ozelliklerin ve giivenlik
sistemi gereksinimlerinin detayli sekilde ortaya konuldugu AB/2019/2144 regiilasyonu,
16 Aralik 2019 tarihinde Avrupa Birligi Resmi Gazetesinde yayimlanmistir™®.
Regiilasyonun 6’nct maddesinde tiim motorlu araglarin teknik aksamina dair genel
gereksinimler siralanmis®®®; “Otomatik araclar ve tam otomatik araclar ile ilgili ozel
gereksinimler” basglikli 11’inci maddesinde ise otonom araglarin teknik aksam
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gereklilikleri ortaya konulmustur®*’. Uye devletler agisindan baglayici nitelikte olan bu

regiilasyonun bir¢ok hiikmii gibi genel ve 6zel gereksinimlere dair bu hiikiimleri de 6

Temmuz 2022 tarihinden itibaren yiiriirliige girecektir'®®,

5. Avrupa Konseyi

Avrupa Konseyi iiyesi devletlerin kimilerinin otonom ve yari otonom araglarin
diizenlenmesi i¢in kendi rejimleri mevcut olup Almanya ve Birlesik Krallik gibi bir¢ok
iilke, slirlis otomasyon teknolojisi hakkinda 06zel yasalar gelistirirken, digerleri

konvansiyonel araglar igin mevcut olan yasalar1 otonom araglara uygulamakta veya

134 Rehber, siiriis otomasyon sistemleri agisindan yalmzda seviye ii¢ ve seviye dort araglar kapsamakta olup besinci
seviyeyi teskil eden tam otonom araclar kapsama alinmamustir. Ayrmtili bilgi igin bkz. European Commission, 2019,
“Guidelines on the Exemption Procedure for the  Approval of  Automated Vehicles”.
<https://ec.europa.eu/growth/content/quidelines-exemption-procedure-eu-approval-automated-vehicles_en> (Erisim
Tarihi: 17.07.2021).

135 European Parliament, Regulation (EU) 2019/2144, Official Journal of the European Union, L 325/1, 27 November
2019,  <https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:32019R2144&from=EN>  (Erigsim
Tarihi: 17.07.2021).

136 Bu gereksinimler “Akilli hiz yardimu, alkol kilidi, siiriicii dikkat dalginhigr uyarisi; gelismis siiviicii dikkat daginiklig
uyarisi; acil durdurma sinyali; geri manevra sinyali ve olay veri kaydedicisi” olarak siralanmistir. Ayrintili bilgi i¢in
bkz. (EU) 2019/2144 m. 6/2 vd.

137 Bu gereksinimler ise “sinyal verme, yonlendirme, hizlanma ve frenleme dahil olmak iizere siiriiciiniin arag¢
tizerindeki kontroliiniin yerini alacak sistemler; araca, aracin durumu ve gevresi hakkinda gercek zamanl bilgi
saglayan sistemler; siiriicti mevcudiyetini izleme sistemleri; otomatik araclar icin olay veri kaydedicileri; arag
miifrezelerinin veri aligverigine uyumlu formatlar ve diger yol kullanicilarina giivenlik bilgisi saglayan sistemler”
olarak sayilmis; siirlici mevcudiyetini izleme sistemlerine iliskin teknik gereksinimlerin ise tam otomatik araclar
acisindan gegerli olmadig belirtilmistir. (EU) 2019/2144, m. 11/1.

138 6°nc1 maddenin altinci fikrast ve 11°inci maddenin ikinci fikrast ise 5 Ocak 2020 itibariyla yiiriirliige girmistir.
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139, Bunun yaninda Avrupa Konseyi kapsaminda da otonom

uygulamaya hazirlanmaktadir
araglara iliskin 6nemli ¢alismalar yiiriitilmektedir. Avrupa Konseyi Parlamenter Meclisi
Hukuk Isleri ve insan Haklar1 Komitesi tarafindan hazirlanip 22 Eyliil 2020 tarihinde
yayimlanan “Otonom Arag¢larin Hukuki Goriiniimii” adl1 bir raporda, otonom araglar igin
yasal bir ¢ercevenin gerekliligi ortaya konularak 6zellikle otomatik siiriis sistemlerinde
yapay zeka kullaniminin insan haklar1 iizerindeki ciddi potansiyel etkisinin dikkate
alinmasi; Oniimiizdeki yillarda artmasi beklenen otonom arag sirkiilasyonunun ceza
hukuku, medeni hukuk ve insan haklar1 alanlarinda doguracagi sonuglarin insan haklar1
ve hukukun istiinligiine iliskin Avrupa Konseyi tarafindan benimsenen hukuki degerlere
uygun olarak diizenlenmesi ve yapay zeka igin gegerli olan etik standartlarin otonom

140

araglara da uygulanmasi gerektigi vurgulanmistir Ayrica, liye devletler genelinde

yapay zeka ve ceza hukuku sorumluluguna iliskin temel problemleri otonom araclar

lizerinden inceleyen bir proje, Konsey biinyesinde devam etmektedir'®.,

B. Karsilastirmah Hukukta Otonom Araclara iliskin Hukuki Diizenlemeler
1. Kuzey Amerika Ulkeleri
a. Amerika Birlesik Devletleri

ABD’de heniiz otonom araglara iliskin federal diizeyde yiiriirliikte olan bir kanun
mevcut olmamakla birlikte otonom araglarin konu oldugu eyalet bazinda hukuki
diizenlemelerin sayis1 oldukca fazladir'*?. Otomotiv sektériiniin tiim ilgisini otonom
araglara yoOneltmesiyle birlikte bir¢ok eyalette bu araclarin test edilmesine ve

kullanilmasma ¢esitli kosullarda izin veren yasama faaliyetleri ortaya konulmustur'®,

139 Council of Europe, Legal Aspects of “Autonomous” Vehicles, Doc. 15143, 22 September 2020, s.12.
<https://pace.coe.int/pdf/7cf0322clead 778313289aa4a3e1012b7be25bae3d65de22f6fh467bc3a3e381/doc.%2015143.
pdf> (Erigim Tarihi: 17.07.2021).

140 Raporda ayrica otonom araglarin yayginlasmasinin arag¢ kullanicilarinin cezai olarak sorumlu tutulamayacagi bir
sorumluluk boslugu yaratabilecegi, bu nedenle cezai sorumlulugu veya cezai sorumluluga alternatifleri tayin etmek
amaciyla i¢in yeni yaklagimlar benimsemenin gerekli oldugu vurgulanmis; ayrica otonom araglarin giivenli ¢aligmast
igin gerekli olan veri igleme faaliyetleri ile yolcu ve siiriiciilerin mahremiyeti arasinda dogru bir denge kurulmasi da
tavsiye edilmistir. Council of Europe, Legal Aspects of “Autonomous” Vehicles, s. 1-3.

141 European Committee on Crime Problems (CDPC), Atrtificial Intelligence and Criminal Law Responsibility in
Council of Europe Member States — The Case of Autonomous Vehicles, Concept Paper, Strashourg, 14 September
2018. <https://rm.coe.int/cdpc-2018-14rev-artificial-intelligence-and-criminal-law-project-2018-/16808e64ad>
(Erigim Tarihi: 17.07.2021).

142 Dentons, Global Guide to Autonomous Vehicles 2020, 2020, s. 69 <https://www.dentons.com/en/insights/guides-
reports-and-whitepapers/2020/ january/29/global-guide-to-autonomous-vehicles-2020> (Erisim Tarihi: 17.07.2021).
143 \Westbrook, s. 114.
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2021 itibartyla toplam 50 eyalette ve Columbia bolgesinde otonom araglara iliskin
tanimlama, lisanslama, muayene gereklilikleri, sigorta, sorumluluk, siber giivenlik, veri

politikas1 gibi konularda bir¢ok yeni diizenleme ihdas edilmistir!#4.

Otonom araglarin Amerikan hukukundaki ilk tezahiiri 2011 yilinda Nevada
eyaletinde gerceklesmis olup bu diizenlemeyle!*® kayitl, sigortali ve uygunluk
sertifikasina sahip olmalar1 sartiyla otonom araclarin eyalet smirlari igerisinde test
edilmesine izin verilmistir’*®. Otonom araglarm belirli sartlar dahilinde trafige agik
yollarda kullanmasina miisaade eden ilk eyalet ise Florida olmustur’*’. Bu gelismelerin
akabinde mevzuatinda otonom araglarin tanimlanmasi, test edilmesi, kullanilmasi ve
satistyla ilgili giincellemelere yer veren eyalet sayisi her y1l kademeli olarak artmis; fakat
otonom araclarin yasalagmasina yonelik bu girisimler gerek biirokratik engeller gerekse
test asamalarinda gozlemlenen veya 6ngoriilen hukuki ve etik problemlerin etkisiyle bir
yavaslama siirecine girmistir’*®, Bu gibi engellere ragmen 6zellikle Arizona, Florida'®°,
Kaliforniya®, Michigan!® ve Nevada®®? eyaletlerinde otonom araglar1 konu alan birgok
yasama faaliyeti ihdas edilmis ve bir¢ok eyalette yasal sinirlamalar dahilinde otonom

araglar test edilmeye ve kullanilmaya baglanmistir

144 National Conference of State Legislatures, “Autonomous Vehicles, Self-Driving Vehicles Enacted Legislation, 18
Subat 2020,  <https://www.ncsl.org/research/transportation/autonomous-vehicles-self-driving-vehicles-enacted-
legislation.aspx> (Erisim Tarihi: 17.07.2021); National Conference of State Legislatures tarafindan olusturulan
veritabaninda bu faaliyetler konusuna ve ilgili eyaletlere gore filtrelenerek listelenmistir. Ayrintili bilgi igin bkz.
National Conference of State Legislatures, Autonomous Vehicles State Bill Tracking Database,
<https://www.ncsl.org/research/transportation/autonomous-vehicles-legislative-database.aspx> (Erigim Tarihi
17.07.2021).

145 NV Rev. Stat. § 482A.200. <https://www.leg.state.nv.us/nrs/nrs-482a.htmI#NRS482ASec200> (Erisim Tarihi:
17.07.2021).

146 Ben Husch/Anne Teigen, “Regulating Autonomous Vehicles”, National Conference of State Legislatures,
LegisBrief, Vol . 25, No. 13, April 2017, s. 1. <https://www.ncsl.org/research/transportation/requlating-autonomous-
vehicles.aspx> (Erigim Tarihi: 17.07.2021).

47 FL Stat. § 316.85. <http://www.leg.state.fl.us/statutes/index.cfm?App_mode=Display_Statute&URL=0300-
0399/0316/Sections/0316.85.htmI> (Erigim Tarihi: 17.07.2021).

148 David Shepardson, “Congress Parks Self-Driving Car Regulation Until 20217, Insurance Journal, 24 Eyliil 2020,
<https://www.insurancejournal.com/news/national/2020/09/24/583893.htm> (Erisim Tarihi: 17.07.2021).

149 Bkz. dn. 147.

150 CAL VEH § 38750
<https://leginfo.legislature.ca.gov/faces/codes_displayText.xhtml?lawCode=VEH&division=16.6.&title=&part=&ch
apter=&article=> (Erigim Tarihi: 17.07.2021).

L MIC VEH § 257.665.
<http://www.legislature.mi.gov/(S(uypglbieinexgsiahtifhixp))/mileg.aspx?page=getobject&objectname=mcl-act-300-
0f-1949> (Erisim Tarihi: 17.07.2021); Ayrinca bkz. Westbrook s.102-107.

152 Bkz. dn. 145.
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Ne var ki eyalet diizeyindeki tim bu diizenlemeler kapsaminda izin verilen
otonom araglarin, motorlu araglara federal ¢apta standartlar getiren Federal Motor
Vehicle Safety Standards (FMVSS) ile uyumlu olmasi gerekmektedir'®3. Federal hiikiimet
bu standartlara iliskin ilk muafiyeti ise Subat 2020’de Nuro firmasi tarafindan kargo
teslimat hizmeti amaciyla tasarlanan diisiik hizli bir otonom arag olan R2’ye tanimigtir™>.
Bu istisna hari¢ olmak tizere mevcut durumda otonom araglar, otomasyon seviyeleri fark
etmeksizin ancak ilgili eyalet yasalarina ve FMVSS’ye uygun oldugu siirece serbestce
test edilip kullanilabilmektedir ve gelecekte yeni bir giivenlik standardi yahut 6zel bir
muafiyet ortaya konulmadigi takdirde otonom ara¢ ireticileri FMVSS tarafindan

kisitlanmaya devam etmektedir'®®,

Ote yandan eyaletlerin asir1 dar ve engelleyici yasama faaliyetlerinin 6niine
gecilmesi ve genel bir ¢erceve ¢izilmesi amaciyla ABD Temsilciler Meclisi tarafindan
2017 yilinda otonom araglarin saglamasi gereken giivenlik standartlarini ve 6zellikle bu
araglarin kullanilmasi esnasinda toplanan verilerin kullanim sartlarini igeren Self-Drive
Act kabul edilmistir’>®. Otonom araglarmn yasalasmasina iliskin mevcut federal ¢alismalar
ise ABD Ulastirma Bakanligi’nin onciiliigiinde yiiriitiilmekte olup Bakanlik, 11 Ocak
2021 tarthinde ulasim inovasyonunu hizlandirmak ve iilkenin otomasyonda lider
kalmasin1 saglamak amaciyla kapsamli bir plan gelistirildigini duyurmus; bu plan
kapsaminda otomatik siiriis sistemleri icin is birligi ve seffaflig1 tesvik etmek, yasal
diizenlemeleri modernize etmek ve ulasim sistemini hazirlamaktan olusan ti¢lii bir hedef

belirlenmistirt®’

. Plana gore otonom ara¢ teknolojilerinin gilivenli entegrasyonunu
kolaylastirmak, potansiyel giivenlik risklerini degerlendirmek, otonom araclarin hayat
kurtaric potansiyelini gelistirmek ve kamuoyunun bu araglara giivenini tesis etmek i¢in
atilmas1 gereken adimlara ABD hiikiimeti Onciiliik edecek; ayrica iiretici firmalarin
aldatic1 iddialarda bulunmamasini veya otonom arag¢ teknolojilerinin performansi ve

sinirlart  konusunda kamuoyunu yanmiltmamasmi saglamak icin mevcut yasalari

153 Cleary, a.g.e.

154 Andrew J. Hawkins, “The Federal Government Just Granted Its First Driverless Car Exemption”, The Verge, 6 Subat
2020, <https://www.theverge.com/2020/2/6/21125358/nuro-self-driving-delivery-robot-r2-fmvss-exemption> (Erisim
Tarihi: 17.07.2021).

155 Dentons, s. 73.

1% H,R.3388 — Self Drive Act, 115th Congress (2017-2018). <https://www.congress.gov/bill/115th-congress/house-
bill/3388> (Erigim Tarihi: 17.07.2021); Aksoy Retornaz, s. 337.

157 U.S. Department of Transportation, Automated Vehicles: Comprehensive Plan, 11 Ocak 2021.
<https://www.transportation.gov/sites/dot.gov/files/2021-01/USDOT_AVCP.pdf> (ErisimTarihi: 17.07.2021).
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uygulayacaktir. Planda ayrica ABD hiikiimetinin, otonom araglarin gelisimini gereksiz
yere engelleyen veya giivenlik, hareketlilik ve erisilebilirlik gibi kritik ihtiyaglarini
karsilamayan eski yasal diizenlemeleri modernize edecegi veya ortadan kaldiracagi

aciklanmistir.

Sonu¢ olarak ABD genelinde otonom araglarin yasalagsmasina yonelik
faaliyetlerin eyaletler merkezinde sekillendigini, bu yonde federal ¢abalarin da mevcut
oldugunu, mevcut diizenlemelerin ise simdilik tiiketicileri degil tireticileri hedefledigini
ve zamanla otonom araglarin yayginlasmasiyla birlikte tiiketici odakli diizenlemelerin

artis gdsterecegini soylemek miimkiindiir®,
b. Kanada

Kanada’da hem federal hem de bolgesel bazda otonom araglara yonelik ¢abalar
mevcut olup mevcut yasama faaliyetlerinin  ekseriyeti eyaletler diizeyinde

199" Araglarin giivenlik standartlarma uygulugunu belirleyen otorite olan

yogunlagmistir
Transport Canada, halkin otomatik araglar gibi yeni teknolojilere dair talepleri
dogrultusunda seyahat giivenligini muhafaza ederken ayni zamanda yeni otomotiv
teknolojilerine izin vermek igin diizenlemelerin daha esnek hale getirilecegini
belirtmistir'®®. Transport Canada bu dogrultuda 2019 yilinda otonom araglarm giivenli
bir sekilde piyasaya siiriilmesini hizlandirmaya yardimci olacak standartlar1 belirlemek
amaciyla “Kanada'daki Otomatik Siiriis Sistemleri icin Giivenlik Degerlendirmesi %" ve
“Kanada'mn Otomatiklestirilmis ve Bagh Araclar Icin Giivenlik Cercevesi”®? adli iki

163

onemli rapor ortaya koymustur-°°. Giivenlik ¢er¢evesinde, otonom tasitlara iliskin rehber

1% Norton Rose Fulbright, Autonomous Vehicles: The Legal Landscape in the US and Germany, 2016, s. 6.
<https://www.nortonrosefulbright.com/-/media/files/nrf/nrfweb/imported/autonomous-vehicles-the-legal-landscape-
in-the-us-and-germany.pdf?revision=9bc1e810-f313-43b7-ba26-666fac8ad580&revision=9bc1e810-f313-43b7-ba26-
666fac8ad580> (Erisim Tarihi: 17.07.2021).

159 Dentons, Global Guide, s. 17; Ayrica bkz. Transport Canada, Canada’s Safety Framework for Automated and
Connected Vehicles, 2019. <https://tc.canada.ca/sites/default/files/migrated/tc_safety framework_for_acv_s.pdf>
(Erigim Tarihi: 17.07.2021).

160 Transport Canada, Transportation 2030: Safer Transportation, 26 Kasim 2019, <https://tc.canada.ca/en/corporate-
services/transportation-2030-safer-transportation> (Erisim Tarihi: 17.07.2021); Dentons, s. 17.

161 Ayrintili bilgi i¢in bkz. Transport Canada, Canada’s Safety Assessment for Automated Driving Systems in Canada,
January 2019. <https://tc.canada.ca/sites/default/files/migrated/tc_safety assessment for_ads_s.pdf> (Erisim Tarihi:
17.07.2021).

162 Bkz. dn. 159 (Transport Canada).

163 Information and Communications Technology Council (ICTC) ve CAVCOE, Advances in Connected and
Autonomous Vehicles: Current State and Future Trends, March 2020, s. 21. <https://www.ictc-ctic.ca/wp-
content/uploads/2020/04/CAVsS-ENG.Final_.0423.pdf> (Erisim Tarihi: 17.07.2021).
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ilkeler belirlenmis ve otonom araglarin yasalasmasinda idareye daha esnek bir sekilde
hareket etme imkéani verilmis ve cari standartlar1 bu yonde regiile etme otoritesi
tanmmustir'®®. Fakat Kanada, halihazirda kullanimda olan araglarmn igerdigi otomatik
frenleme ve hiz sabitleyici gibi diisik otomasyon teknolojileri i¢in bile federal

standartlardan hala yoksun olup bu durum giivenlik ¢ergevesinde de vurgulanmaktadir'®,

Eyalet bazinda ise British Columbia eyaletinde otonom araglarin halka agik
karayollarinda Kullanimina iligskin belirli bir diizenleme bulunmamakla birlikte Karayolu
Trafik Yasast kapsamindaki 517/18 Yonetmeligi, simdilik yliksek otomasyona veya tam
otomasyona sahip araglarin halka ac¢ik yollarda kullanilmasini yasaklamakta olup
Quebec’te de benzer sekilde yiiriirliikte olan Karayolu Giivenlik Kanunu; halka agik

yollarda otomatik siiriis sistemine sahip araglarin kullanilmasina engel niteliktedir'®®.

Ontario eyaletinde ise 2016 yilinda otonom araglarin test edilmesi amaciyla on y1l
stirmesi planlanan ve SAE J3016 kilavuzunda belirtilen tanimlar1 ve otomasyon
derecelendirmesini esas alan bir pilot uygulama baslatilmistir'®”. Bu proje kapsaminda
Blackberry, Continental, Magna ve Uber gibi katilimci firmalar, kati kosullar altinda ve
her test aracinda lisansli bir operatoriin bulunmasi kaydiyla Ontario karayollarinda seviye
3 ve lizeri otomasyona sahip otonom araglarini test edebilmekte olup 1 Ocak 2019
itibariyla yapilan giincelleme ile birlikte seviye ii¢ teknolojisi ile donatilmis otonom
araclarin trafige acik yollarda kullanimina da izin verilmistir!®®, Pilot uygulamanin nihai
hedefine gore 1 Ocak 2026 tarihine kadar pilot proje kapsamindaki geligsmelere iligkin
zaman zaman ara degerlendirmeler yapilmasi ve uygulamanin nihayetinde otonom
araclarin karayolu trafiginde kullanilmasina iliskin genel bir degerlendirme ortaya

konulmasi planlanmaktadir®®.

164 Transport Canada, The Safety Framework, s. 11.

165 Transport Canada, The Safety Framework, s. 13.

166 Dentons, s. 19-20.

167 0. Reg. 517/18: Pilot Project — Automated Vehicles, regulating under Highway Traffic Act, R.S.0. 1990, c. H.8,
<https://www.ontario.ca/laws/regulation/R18517> (Erigim Tarihi: 17.07.2021); Dentons, s. 23.

168 |CTC & CAVCOE, s. 21; Dentons, s. 23; Ministry of Transportation, “Ontario’s Automated Vehicle Pilot Program”,
<http://www.mto.gov.on.ca/english/vehicles/automated-vehicles.shtml> (Erisim Tarihi: 17.07.2021).

169 0. Reg. 517/18, 4(2).
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2. Avrupa Ulkeleri
a. Almanya

Almanya, Endiistri 4.0 konseptinin bir parcasi olarak otomasyon sistemlerine
yonelik yogun ¢abalariyla, siiriis otomasyon teknolojileri ig¢in olduk¢a 6nemli bir odak
noktas1 olusturmaktadir'’®, 2015 yilinda federal hiikiimetin otonom araglara iliskin bir
strateji raporu'’? hazirlanmasinin akabinde bu strateji kapsaminda otonom araglarin
kullanilmasina iliskin yasal ve etik ¢ergevenin belirlenmesi amaciyla Alman Federal
Ulasim ve Dijital Altyapi Bakanligina bagli Etik Komisyonu olusturulmus ve Komisyon
toplam 20 etik kural igeren nihai raporunu'’? Haziran 2017’de yayimlanmistir'’3. Ote
yandan 21 Haziran 2017'de yiiriirliige giren kanun degisikligiyle!™ birlikte Almanya,

otonom araglar konusunda trafik mevzuatini ulusal ¢apta giincelleyen diinyadaki ilk iilke
175

’

olmustur->. Kanun degisikligiyle siiriis otomasyon sistemleri; “sadece siiriicii”, “asiste
edilmis siiriis”, “kismi otomatiklesmis stiriis”’, “yiiksek otomatiklesmis stiriis” ve “tam
otomatiklesmis siiriis” olarak kategorize edilmistir!’®. Bu ¢alismada seviye bes veya tam
otonom ara¢ olarak tanimlanan arag tiirleri ise Alman kanun koyucu tarafindan bu
diizenleme kapsamina dahil edilmemistir. Bu degisiklik kapsaminda Alman Karayollar
Trafik Kanununa eklenen §1a ve §1b hiikiimleri ile yalnizca BaSt tarafindan belirlenen

seviye li¢ ve seviye dort tiiriindeki otonom araglar tanimlanarak bu araglarin sahip oldugu

170 Uwe Seidel, “Industry 4.0 and Law - Experiences from AUTONOMICS”, Eric Hilgendorf ve Uwe Seidel (Ed.),

Robotics, Autonomics, and the Law: Legal Issues Arising from the Autonomics for Industry 4.0 Technology

Programme of the German Federal Ministry for Economic Affairs and Energy iginde (11-26), Badel-Badel:

Nomos Verlagsgesellschaft, 2017, s. 11.

1IBMVI, Strategie Automatisiertes und Vernetztes Fahren, Berlin, 2015,

<www.bmvi.de/SharedDocs/DE/Publikationen/DG/broschuere-strategie-automatisiertes-vernetztes-fahren.pdf?
blob=publicationFile> (Ingilizce siiriim i¢in bkz. <https://www.bmvi.de/SharedDocs/EN/publications/strategy-for-

automated-and-connected-driving.pdf? blob=public ationFile> (Erisim Tarihi: 17.07.2021)

12BMVI, Report by the Ethic Commission on Automated and Connected Driving, 2017,

<https://www.bmvi.de/SharedDocs/EN/publications/report-ethics-commission-automated-and-connected-

driving.pdf?__blob=publicationFile> (Erisim Tarihi: 17.07.2021).

13 Dave Gershgorn, “Germany’s Self-Driving Car Ethicists: All Lives Matter”, Quartz, 2017.

<https://gz.com/1061476/germanysnew-regulations-on-self-driving-cars-means-autonomous-vehicles-wont-compare-

human-lives/> (Erisim Tarihi: 17.07.2021); Dentons, s. 44.

174 Achtes Gesetz zur Anderung des Strassenverkehrgesetzes, Bundesgesetzblatt 2017/ 1, (n. 38) 1648 vd.;

<https://www.bgbl.de/xaver/bgbl/start.xav# bgbl %2F%2F*%5B%40attr id%3D%27bgbl11751648.pdf%27%5D
1607115602531> (Erigim Tarihi: 17.07.2021).

175 Eric Hilgendorf, Otomatiklesmis Siiriis ve Hukuku — Genel Bir Bakis, R. Baris Atlad1 (¢ev.), Yener Unver (ed.),

Ceza Hukukunda Robot, Yapay Zeka ve Yeni Teknolojiler i¢inde (437 — 455), Ankara: Seckin Yayincilik, 2021, s.

437.

176 Ancak bu kategorizasyonun hukuki anlamda &zel sonug baglanan bir siniflandirma olmadig1 ve siirece katilanlar

acisindan 6zen yikiimliiliigiine iliskin baglayici sonuglar ¢ikarmanin miimkiin olmadig: ifade edilmektedir. bkz.

Hilgendorf, “Otomatiklesmis Siiriis ve Hukuku — Genel Bir Bakis”, s. 438.
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otomasyon ozelliklerinin kullanim amacia uygunlugunun saglanmasi kaydiyla
Almanya’da kullanilabilecegi ifade edilmis, fakat bu araglarla gergeklestirilecek olan

siiriis eyleminde siiriiciilere birtakim yiikiimliiliikler getirilmistir'’’.

Diizenlemenin §1a hilkmiinde yiiksek veya tam otomatik siiriis fonksiyonuna

8, ayrica paragrafin

sahip motorlu tagitlarin tagimasi gereken ozelliklere yer verilmig®’
dordiincti fikrasinda araci bizzat kendisi kontrol etmese dahi seviye ii¢ ve seviye dort
tiirlinde araclarda otomatik siiriis fonksiyonunu etkinlestiren ve onu araci kontrol etmek
icin kullanan kisiler siiriicti olarak tanimlanmistir. §1b hiikmiinde ise yiiksek veya tam
otomatik siirlis fonksiyonlarinin kullaniminda arag siiriiciisiiniin hak ve yiikiimliiliikleri
diizenlenmistir. Buna gore siirlis gérevi seviye ii¢ veya seviye dort diizeyinde bir sistem
tarafindan yiiriitiilmekteyken siiriictiniin trafigi ve aract kontrol yiikiimliiliigii olmamakla
beraber, aracin siiriicliden kontrolii devralmasini istedigi veya otonom siiriis
fonksiyonlarinin amaglanan kullanim i¢in gereken kosullar1 artik saglamadiginin siiriicii
tarafindan fark edildigi veya bariz bir sekilde fark edilmesi gerektigi durumlarda siiriicii,

aracin kontroliinii gecikmeksizin devralmak i¢in devamli olarak algilamaya hazir

bulunmakla yiikiimliidiir'"°.

Ayrica degisiklikle kanun kapsamina alinan §63a I ¢ hiikmiine gore sistem
tarafindan bu devralma isleminin gergeklestigi konum ve zaman bilgisinin kaydedilmesi
suretiyle aracin hangi zamanlarda kim tarafindan sevk ve idare edildiginin belirlenecegi;
devralmanin ger¢eklesmemesi halinde ise siiriiciiye gonderilen devralma ¢agrisi ile ariza

bildirimlerinin sistem tarafindan kayit altina alinacag1 hitkme baglanmistir'°,

177 Dentons, 43; Ciineyt Pekmez, “Alman Karayollar1 Trafik Kanunu’nda 20 Haziran 2017°de Yapilan Degisiklikler
Cercevesinde Tiirk/ Isvigre Hukuku’nda Araclarin Otonomlastirilmasinin Isletenin Sorumluluguna Etkisi”, istanbul
Hukuk Mecmuasi, 77(1): 153 — 184, 2019, s. 162.

178 Paragrafin ikinci fikrasimn “herhangi bir zamanda siiriicii tarafindan manuel olarak gegersiz kilinabilir veya devre
disi birakilabilir” seklindeki {iglincii bendi, “arag¢ kontroliinii arag siirviiciisiine teslim etmeden dnce, yeterli zaman
araligi ile bagimsiz arag kontrolii ihtiyacini aracin siiriiciisiine gérsel, akustik, dokunsal veya baska bir sekilde fark
edilir sekilde gosterebilen” seklindeki besinci bendi ve “sistem yazilumina aykirt bir kullanim oldugu bilgisini
verebilen” geklindeki altinct bendi, siiricli digindaki taraflarin objektif 6zen yiikiimliiliigii agisindan oldukg¢a 6nemli
diizenlemelerdir. Kanunun tam metin cevirisi icin bkz. Yener Unver (gev.), “Alman Karayollar1 Trafik Kanunu’nun
Degistirilmesine Iliskin 16 Haziran 2017 Sekizinci Kanun”, Yener Unver (ed.), Ceza Hukukunda Robot, Yapay Zeka
ve Yeni Teknolojiler iginde (431 — 435), Ankara: Segkin Yayincilik, 2021.

179 Dentons, s. 43; Pekmez, s. 164-165.

180 pekmez, s. 165.
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b. Birlesik Krallik

Otonom araglara iliskin gelismeleri yakindan takip edip bu yondeki strateji ve
ajandasini olusturan iilkelerden bir digeri de Birlesik Krallik’tir. Ulkede bu dogrultuda
otonom araglarin test edilebilmesi icin giivenli test alanlar1 olusturulmus ve 2015 yilinda
tiretici firmalara, halka ve kanun koyucuya tavsiyelerde bulunmak suretiyle baglantili ve
otonom araglarin giivenli bir sekilde yayginlagsmasi siirecine Onciiliikk etmesi amaciyla
Centre for Connected and Autonomous Vehicles (CCAV) kurulmustur!®l, Otonom
araglarin Birlesik Krallik’ta yasalasmasi yolunda ilk dnemli regiilasyon ise 2018’de
yiiriirliige giren “Automated and Electric Vehicles Act'® olup yalmzca sigortaci
sorumluluguna iliskin hiilkiimler igeren bu diizenlemede otonom araglarin

smiflandirilmasi veya kullanimindan kaynakli sorumluluk konularina yer verilmemistir.

6 Subat 2019°da, Ulastirma Bakanligi tarafindan 2015°te yayimlanan “Siirziciistiz
Otomobillere Giden Yol: Test i¢cin Uygulama Kurallari” adli onceki bir belgenin
giincellemesi olarak ortaya konulan bir tiiziik*®® yayimlanmistir. Otonom arag testlerinin
standardizasyonunu hedefleyen bu tiiziikte; sigorta, lisans ve teknik aksam gereksinimleri
yerine getirilen ve yola ¢ikmaya elverisli olan bir aracin i¢inde veya disinda, aracin
kontroliinii devam ettirmeye hazir, yetenekli ve istekli bir siirliciiniin mevcut olmasi
kosuluyla, her diizeyde otonom arag teknolojisinin halka agik testlerinin yapilmasinin
miimkiin oldugu belirtilmistir. Ayrica hiikiimet, tiiziik kapsaminda oncelikle otonom
araglarin test edilmesine odaklanilmasi ve nihayetinde bu araglarin genel satig ve
kullanimlari i¢in emniyet ve giivenligin saglanmasi hedefiyle CAV PASS adi verilen yeni

bir giivenlik rejimi iizerinde ¢alismaktadir'®,

Nisan 2021°de ise Ulastirma Bakanligi, araglarin konumunu ve hizini tek bir

seritte otomatik olarak kontrol eden ve saatte 60 kilometre hiz1 asmayan otomatik serit

181 CCAV, “New System to Ensure Safety of Self-driving Vehicles Ahead of Their Sale”, 04.09.2019
<https://www.gov.uk/government/news/new-system-to-ensure-safety-of-self-driving-vehicles-ahead-of-their-sale>
(Erigim Tarihi: 17.07.2021).

182 Automated and Electric Vehicles Act 2018, <https://www.legislation.gov.uk/ukpga/2018/18/contents> (Erisim
Tarihi: 17.07.2021).

183 CCAV, “Code of Practice: Automated Vehicle Trialling”, 06.02.2019.
<https://www.gov.uk/government/publications/trialling-automated-vehicle-technologies-in-public/code-of-practice-
automated-vehicle-trialling> (Erigim Tarihi: 17.07.2021).

184 CCAV, “New System to Ensure Safety of Self-driving Vehicles Ahead of Their Sale”, a.g.e.
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185

tutma sistemlerinin yasallasacagini agiklamistir'®®. ifade etmek gerekir ki bu sistem, siiriis

asistani olarak adlandirilan seviye iki diizeyindeki otomasyona tekabiil etmektedir.
3. Asya-Pasifik Ulkeleri
a. Avustralya

Avustralya’da federal hiikkiimet ve eyaletler, ulusal kara tasimaciligi reformu
kapsaminda otomatiklestirilmis araglarin Avustralya'da satisa sunuldugunda yasal ve
giivenli bir sekilde kullanilmasini saglamak i¢in birlikte ¢alismakta olup mevcut durumda
Avustralya kanunlart otonom araglarin kullanilmasina imkan vermemekte, fakat bu
dogrultuda testler yapilmasina cesitli sartlar altinda miisaade etmektedir. Haziran
2016'da, Giliney Avustralya Parlamentosu, Motorlu Tagitlar Kanununda degisiklige
giderek Giliney Avustralya’da otonom araglarin test edilerek gelistirilmesini

8  Hiikiimete ulusal kara

kolaylastirmak icin yasal bir cerceve ortaya koymustur!
tagimacilig1 reform Onerileri sunan bagimsiz bir danisma organi olan NTC tarafindan
2017 yilinda yayimlanan bir raporda ise otonom araglara iligskin anahtar kavramlar SAE
J3016 15181inda tanimlanarak otonom araglarin kullanimdan dogan hukuki problemler

ortaya konulmustur!®’

Yine 2017 yilinda NTC ile Avustralya ve Yeni Zelanda'daki karayolu tagimaciligi
ve trafik kurumlarinin {ist kurulusu olan Austroads tarafindan otonom arag testlerine
iliskin bir rehber yayimlanmis®®; aynmi yilin Kasim ayinda ise NTC tarafindan kanun
koyucuya otonom karayolu tagitlartyla ilgili olarak karayolu trafik yasalarmin dizayni
konusunda yardimci olmak amaciyla bir yonerge hazirlanmistir'®®. 2019 yilinda

gelindiginde ise NTC, otonom arag reform programi kapsaminda bugiine kadar

185 Cristina Criddle, “'Self-driving' cars to be allowed on UK roads this year”, BBC News, 28 Nisan 2021.
<https://www.bbc.com/news/technology-56906145.amp> (Erigim Tarihi: 17.07.2021)

186 Government of South Australia, Department for Infrastructure and Transport,
<https://www.dpti.sa.gov.au/driverlessvehicles> (Erisim Tarihi: 17.07.2021).

187 Bu ¢aligmada mevcut yasalarim tiizel kisilerin cezai olarak sorumlu tutulmasini engelledigini ve otomatik siiriis
sisteminin ise bir kisi degil bir sistem olmasi sebebiyle eylemlerinden bizzat sorumlu tutulamayacagi belirtilmistir.
Ayrintil bilgi i¢in bkz. NTC, Changing driving Laws to Support Automated Vehicles, 2017, <https:/bit.ly/38xBGPt>
(Erigim Tarihi: 17.07.2021).

188 NTC, Guidelines for Trials of  Automated Vehicles in Australia, 2017,
<https://www.ntc.gov.au/sites/default/files/assets/files/AV_trial_guidelines.pdf> (Erigim Tarihi: 17.07.2021)

189 NTC, National Enforcement Guidelines for Automated Vehicles, November 2017,
<https://www.ntc.gov.au/sites/default/files/assets/files/AV_enforcement guidelines.pdf> (Erisim Tarihi: 17.07.2021)
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tamamlanan c¢alismalari, planlanan reformlart ve diger kurumlarla etkilesimi 6zetleyen

190

Otomatik Ara¢ Programi’mi yayimmlamigtir Su anda NTC, otonom araglarin

yayginlasmasini saglayacak bir mevzuat ortaya konulabilmesi i¢in siiriis yasalarina iliskin

191

secenekleri ve sorunlar1 analiz etmeye devam etmektedir Ayrica Austroads,

Avustralya ve Yeni Zelanda'da otonom arag test siiriislerine iliskin 6nemli detaylari

internet sitesi iizerinden kamuoyu ile paylasmaktadir®?,

b. Yeni Zelanda

Yeni Zelanda hiikiimeti; otonom aracglarin test edilmesini ve yayginlagmasini
genel olarak desteklemekte olup mevcut durumda araglarin kanuni standartlara uymasi
ve firmalarin test izin prosediirlerini yerine getirmesi kosuluyla otonom araglarin halka
acik yollarda test edilmesine izin verilmektedir'®®, Yeni Zelanda’da karayolu araglarini
ve karayolu tasimaciligini diizenleyen birincil mevzuat 1998 tarihli Kara Tasimaciligi
Yasasi olup bu kanun, bir aracin trafige agik bir yolda yasal olarak kullanilmasi i¢in 6zel
olarak bir siiriiciiniin hazir bulunmasini aramasa bile mevcut durumda yalnizca serit takip
sistemi ve otomatik acil durum fren sistemleri gibi ikinci seviye otomasyona sahip
araglarin kullanilmasina miisaade etmekte oldugundan mevcut durumda Yeni Zelanda
trafiginde seviye {i¢ ve iizeri otomasyona sahip araglarin kullanimi miimkiin degildir'®*.
Ulastirma Bakanligi, otonom arag¢ teknolojilerine dair belirlenen hedef ve stratejilerin

biitiiniinii kapsayan bir program yayimlamigtir!®,

¢. Cin Halk Cumhuriyeti

Otonom ara¢ sektoriiniin en biiyiik yatirnmcilarindan olan Cin Halk Cumhuriyeti,
otonom araglarin yaygin ve giivenli kullanimini saglamak i¢in hem ulusal hem de

bolgesel capta yasama faaliyetlerinde bulunmaktadir. Ulusal diizeyde, Sanayi ve Bilgi

19ONTC, Automated Vehicle Program Approach, 2019, <https://bit.ly/3mIQpw1> (Erisim Tarihi: 17.07.2021).

191 Dentons, s. 10.

192 Austroads, “Trials”, <https://austroads.com.au/drivers-and-vehicles/future-vehicles-and-technology/trials> (Erisim
Tarihi: 17.07.2021).

193 Dentons, s. 52-54.

19 Yeni Zelanda, otonom araglarin siniflandiriimasinda SAE J3016 standartlarini benimsemistir. Ayrintili bilgi igin
bkz.<https://www.transport.govt.nz/area-of-interest/technology-and-innovation/autonomous-vehicles-work-
programme/> (Erigim Tarihi: 17.07.2021).

195 Ministry of Transport, Overview of Autonomous Vehicle Work Programme, 15 November 2019,
<https://www.transport.govt.nz/assets/Uploads/Briefing/OC191125-Overview-of-Ministrys-work-on-Autonomous-
Vehicles-Work-Programme.-signed-by-Minister-Twyford.-For-Release.pdf> (Erigsim Tarihi: 17.07.2021).
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Teknolojileri Bakanligi, Kamu Giivenligi Bakanlig1 ve Ulastirma Bakanlig1 tarafindan
ulasimda doniisiim, iyilestirme, yenilik¢iligi ilerletmek ve otonom araglarin yol
testlerinde uygulanacak standartlar1 diizenlemek amaciyla ortaya konulan Otonom
Araglarin Yol Testlerinin Diizenlenmesine Iliskin Yonetmelik 3 Nisan 2018
yayimlanmis; Yerel yonetimler bazinda ise Sangay gibi bazi sehirlerde otonom araglarin

test edilmesine iliskin birtakim diizenlemeler ihdas edilmistir*®®.
d. Kore Cumhuriyeti (Giiney Kore)

Kore hiikiimeti, Ekim 2019’da yayimladig bir strateji raporunda 2020 ve 2021°de
seviye ii¢ ve seviye dort otomasyona sahip araglar ig¢in giivenlik standartlarinin
belirlenecegini duyurmustur!®’. Nitekim 31 Aralik 2019°da ilgili kanunda yapilan bir
degisiklikle otonom araglara iliskin yeni giivenlik standartlar1 getirilmis olup bu
diizenlemenin seviye iKi otomasyona sahip araglarla ilgili hiikkiimleri 1 Ocak 2020’de,
seviye ii¢ otomasyona sahip araglarla ilgili hiikiimleri ise 1 Temmuz 2020°de yiirtirliige
girmistir'®®. Ayrica Arazi, Altyapr ve Ulastirma Bakanhig: tarafindan 6 Ocak 2020
tarihinde kosullu otomasyona sahip araglara uygulanacak giivenlik standartlar1 ortaya

konulmustur®®.

Son olarak 1 Mayis 2020°de yiiriirlige giren Otonom Araglarin
Ticarilestirilmesinin Tesvik Edilmesi ve Desteklenmesi Hakkinda Kanun ile otonom
araglarin yayginlastirilmasi i¢in bir yasal gerceve olusturulmus ve otonom araglarla
alakali temel kavramlar tanimlanarak ilgili otoritelere otonom araglarin test edilecegi pilot

bolgelerin belirlenmesi gibi birtakim yetkiler taninmistir®®. Bu gelisme, Ekim 2019'da

19 16 Eyliil 2019'da Sangay’da birkag firmanin lisansli otonom araglarini trafige agik yollarda kullanilmasina izin
verilmistir. Ayritili bilgi igin bkz. Dentons, 32-33.

197 Seungbum Lee/Daniel Tehyok Yi/Yong Ju Lee/Doil Son; Recent Trends in Regulations on Autonomous Vehicles
in Korea, International Bar Assocation, Technology Law Committee, 04.11.2020,
<https://www.ibanet.org/article/19FCDD11-A0B1-41F1-97AB-F32E144311F8> (Erisim Tarihi: 17.07.2021).

19%8 Bu diizenlemeyle birlikte Temmuz 2020’den itibaren seviye {i¢ otomasyona sahip otomobillerin iiretmesine,
satilmasina ve kullanilmasina izin verilmistir. Lee Ji-yong/ Lee Ha-yeon, “Level 3 autonomous cars become legal in
Korea from July”, Pulse News, 13 Agustos 2020, <https://pulsenews.co.kr/view.php?year=2020 &no=15420> (Erisim
Tarihi: 17.07.2021).

19 MOLIT, “Korean Government Announces Safety Standards for Level 3 Automated Vehicles”,
<http://www.molit.go.kr/english/USR/BORD0201/m_28286/DTL.jsp?id=eng_mltm_new&mode=view&idx=2905>
(Erigim Tarihi: 17.07.2021).

200 Kwang Hyun Ryoo/Sodam Kweon/Jeong Eun Park/Alan Peum Joo Lee, “Korea Opens Way for Development and
Commercialization of Self-driving Cars, with Framework for Designating Road Sections and Test Zones for ‘Level 3’
and Up”, Bae, Kim & Lee LLC, 13 Mayis 2020, s. 1-2. <https://www.lexology.com/library/detail.aspx?g=ba58457c-
d448-4f03-a033-9a93826c1bba> (Erisim Tarihi: 17.07.2021).
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aciklanan hiikiimet stratejisiyle ve seviye ii¢ diizeyindeki araglarin giivenlik
standardizasyonunun tamamlanmasiyla birlikte ele alindiginda, Kore Cumbhuriyeti’nin
otonom arag¢ ¢abalarin 2024'te yiiksek otomasyona sahip seviye dort otonom araglarin

yaygin bir sekilde kullanilabilmesini hedeflemekte oldugunu sdylemek miimkiindiir?®*,

e. Japonya

Japonya su anda diinyada yasl niifus oraninin en yogun oldugu iilkesi oldugundan
ve bunun gelecekte de devam edecegi Ongoriildiigiinden, yash niifus mobilitesini
artirmasi beklenen otonom araclar, Japonya’nin giindeminde olduk¢a 6nemli bir yer isgal
etmektedir?®, Bu nedenle Ekim 2013'te, Japonya'da ulastirma hizmetlerinden sorumlu
bakanlik olan Kara, Altyapi, Ulastirma ve Turizm Bakanligi (MLIT), siiriis otomasyonu
teknolojilerini 2020’lerin baslarina kadar karayollarina entegre etmeyi hedefleyen bir yol
haritas1 agiklamistir?®, Nitekim yol haritasinda 6ngoriildiigii iizere 20 Eyliil 2019
tarihinde onaylanan kurallarla birlikte Japonya’da seviye ii¢ diizeyinde otomasyona sahip

otonom araglarin trafige agik karayollarinda kullaniimasina izin verilmistir?®,

C. Tiirk Hukukunda Otonom Araglar
1. Tiirk Hukukunda Trafik Ceza Hukukunun Kaynaklari
a. 5237 Sayih Tiirk Ceza Kanunu

Trafikte islenen suclara iliskin genel ve 6zel hiikiimler 5237 sayili Tiirk Ceza
Kanununda diizenlenmekte olup TCK; hem karayolu trafiginde islenen suglara iliskin
0zel hiikiimleri barindirmas: hem de meydana gelen kazalarda trafige katilan kisilerin
cezai sorumlulugun belirlenmesinde degerlendirilen sugun unsurlari, sucun 6zel goriiniis
sekilleri ve yaptirima iligskin genel hiiklimleri igermesi bakimindan trafik ceza hukukunun
ana kaynaklarindan birini olusturmaktadir. Ayrica tarih bakimmdan KTK’dan daha sonra

yiirlirlige girmesi ve hiyerarsik olarak Karayollar1 Trafik Yonetmeliginden daha {istiin

201 Ryoo/Kweon/Park/ Lee, s.1.

202 Jeehoon Ki, A Comparative Analysis of Autonomous Vehicle Policies among Korea, Japan and France, HAL Id:hal-
02562482, 2020, s. 34-35. <https://hal.archives-ouvertes.fr/hal-02562482> (Erisim Tarihi: 17.07.2021).

203 Kj, s. 30.

204 The Japan Times, “Cabinet Paves Way for Self-Driving Vehicles on Japan’s Roads Next Year with New Rules”, 20
Eyliil 2019. <https://bit.ly/3aJji8O> (Erisim Tarihi: 17.07.2021).
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bir norm olmasi sebebiyle TCK, trafikte islenen suglar bakimindan uygulama dnceligine
sahip olup bu suglar bakimindan ceza sorumlulugunun esaslarinin da TCK kapsaminda

ele alindigini sdylemek gerekir.

TCK kapsaminda diizenlenen “kasten oldiirme sugu” (TCK m. 81), “ihmal
suretiyle kasten 6ldiirme su¢u” (TCK m. 83), “taksirle 6ldiirme su¢u” (TCK m. 85),
“taksirle yaralama sugu” (TCK m. 89), “yardim ve bildirim ylkiimliligiini ihlal sugu”
(TCK m. 98), “trafik gilivenligini tehlikeye sokma sugu” (TCK m. 179), “trafik
giivenligini taksirle tehlike sokma sugu” (TCK m. 180), “resmi belgenin
diizenlenmesinde yalan beyan sugu” (TCK m. 206) ve “baskasina ait kimlik veya kimlik
bilgilerinin kullanilmasi sugu” (TCK m. 268) trafikte, trafigin akisindan kaynakli ortaya
cikabilecek suclar olarak sayilabilir. Ayrica TCK’ nin “belli haklar: kullanmaktan yoksun

6

birakilma” baslikl1 53’lincli maddesinde yer alan “...trafik diizeninin gerektirdigi dikkat
ve ozen yiikiimliiliigiine aykirilik dolayisiyla islenen taksirli sugctan mahkumiyet halinde,
ti¢ aydan az ve ii¢ yidan fazla olmamak iizere, bu meslek veya sanatin icrasinin
yasaklanmasina ya da siiriicii belgesinin geri alinmasina karar verilebilir” diizenlemesi

de trafik ceza hukukunun TCK menseili hiikiimleri arasindadir.

Ote yandan nesnelerin internetine bagli otonom araglarm yayginlasmasiyla
birlikte karayolu trafiginde islenen bilisim suclarinin sayisinda da onemli Slgiide artis
goriilebilecegini ve kanunun buna iliskin hiikiimlerinin de trafik ceza hukuku acisindan
onem arz edecegini eklemekte fayda vardir. TCK m. 135 ve devamindaki maddelerde
ihdas edilen “kisisel verilerin kaydedilmesi”, “verileri hukuka aykirt olarak verme veya
ele gecirme” ve ‘“verileri yok etmeme” suglar1 da baglantili ve otonom araglarin
yayginlagsmasiyla karayolu trafiginde sayilarimin artmasi kuvvetle muhtemel olan

suclardandir.
b. 2918 Sayih Karayollar1 Trafik Kanunu

Karayollarinda can ve mal giivenligi yoniinden trafik diizenini saglamak ve trafik
giivenligini ilgilendiren tiim konularda alinacak Onlemleri belirlemek amaciyla ihdas
edilen 2918 sayili Karayollar1 Trafik Kanunu; trafikle ilgili kurallari, sartlari, hak ve

yukiimliiliikleri, bunlarin uygulanmasini ve denetlenmesini, ilgili kuruluslar1 ve bunlarin
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gorev, yetki ve sorumluluk, ¢aligma usulleri ile diger hiikiimleri kapsamaktadir. Bu
yoOniiyle Kanun, trafik hukukuna dair tiim alanlar i¢in oldugu gibi trafikte islenen suglar
icin de temel kaynak niteliginde olup ihdas edilme amacinin, karayolu trafiginin akiginda
yer alan ara¢ ve yayalarin can ve mal giivenliklerinin giivence altina alinmasi ve trafik
akisinin  getirecegi tehlikelerin  Onlenmesinin  saglanmasi  oldugunu sdylemek

mimkiindiir?®.

Ayrica KTK; araglara, karayolu ve ¢evresine, karayolu ve ¢evresinde uygulama
alan1 bulan eylemlere, trafik isaretlerine, siiriicii belgelerine ve siiriicii, sofor, isleten, arag
sahibi ve yolcu gibi trafige katilan kisilere iligkin tanimlari icermesi yoniiyle trafikte
islenen suglar agisindan tanimlayict bir isleve sahiptir. Kural olarak karayollarinda
uygulanan kanun hiikiimleri, karayolu disindaki alanlardan kamuya acik alanlar ile park,
bahge, park yeri, garaj yolcu ve esya terminali, servis ve akaryakit istasyonlarinda
karayolu tasit trafigi i¢in faydalanilan yerler ile erisme kontrollii karayolunda ve para
Odenerek yararlanilan, karayollarinin kamuya agik kesimlerinde ve belirli bir karayolunun
baglantisin1 saglayan deniz, gol ve akarsular lizerinde kamu hizmeti goren araglarin
karayolu araglarina ayrilan kisimlarinda da uygulanmaktadir. Ayrica trafikte sapma
niteligindeki davraniglarin ekseriyeti idari para cezasini gerektiren kabahatlerden
olugsmakta olup genel hiikiimlerine Kabahatler Kanununda yer verilen bu kabahatlerin
neler oldugu ve bu kabahatlere karst hangi yaptirimlarin uygulanacagi ise trafik

hukukunun temel kaynag1 olan Karayollar1 Trafik Kanununda diizenlenmistir?®.

Trafik kazalarindan dogan cezai sorumlulugun tespiti agisindan 6nem tasiyan
temel diizenleme ise bu kanunun 84’lincii maddesinde yer almakta olup bu madde
kapsaminda trafik kazalarinda siiriicii kusurlarinin tespiti ve asli kusur sayilan haller
diizenlenmistir. Ancak yine bu madde hiikmiine goére meydana gelen bir kazada sayilan
asli kusurlu hareketlerden herhangi biri, kazaya karisan arag stiriiciilerinden birden fazlasi
tarafindan yapilmis veya kaza bu hareketler disinda kurallarla, yasaklamalara,
kisitlamalara ve talimatlara uyulmamasi nedenlerinden dogmussa, karayolunu

kullananlar i¢in kusur oraninin ydnetmelikte belirtilen esaslara gore tespit edilecegi

205 M. Emin Artuk/Ahmet Gékcen/M. Emin Alsahin/Kerim Cakir, Ceza Hukuku Genel Hiikiimler, 13. Bask1, Ankara:
Adalet Yayinevi, 2019, s. 360.
206 Dogan/Merakly, s. 40.
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hiikkme baglanmistir. Bu yoniiyle KTK hiikiimlerinin, trafige katilan kisilerin objektif

0zen yiikiimliiliiklerine de kaynaklik ettigini soylemek miimkiindiir.

Temmuz 2021 itibartyla KTK kapsaminda otonom araglar ile alakali herhangi bir

diizenleme mevcut degildir.
c. Karayollar Trafik Yonetmeligi

2918 sayili Karayollar1 Trafik Kanununa dayanilarak ¢ikarilan bu Yonetmeligin
islevi, 2918 sayili Karayollar1 Trafik Kanunu uyarinca, can ve mal giivenligi yoniinden;
karayollarinda trafik diizeninin saglanmasi ve trafik giivenligini ilgilendiren hususlarda
almacak tedbirler ile ilgili olarak, Yonetmelikte diizenlenmesi isaret edilen ve gerekli
goriilen diger hiikiimleri ve bunlarin uygulanmasina ait esas ve usulleri belirlemektir.
Yonetmelik, 2918 sayili Karayollar1 Trafik Kanunu hiikiimleri ¢ercevesinde
karayollarinda ve aksine bir hiikiim bulunmadik¢a Kanunun 2 nci maddesinde sayilan
yerlerde de uygulanmak iizere; trafikle ilgili kurallara ve bunlarin uygulanmasina, trafigin
diizenlenmesi ve denetimine, araglarin tescili, teknik durumlari, muayenelerine ve
karayollarinda siiriilmeleri sirasinda alinacak tedbirlere, arag siiriiciilerinin sinavlar1 ve
belgelerinin verilmesine, karayolundan faydalananlarin hak ve yiikiimliiliiklerine,
egitimine, uygulayici kurul ve kuruluslarin gorev, yetki ve sorumluluklart ile isbirligi ve
koordinasyon diizenine, trafikle ilgili diger hususlara iliskin konulardaki esas, usul, sekil

ve sartlara ait hiikiimleri kapsamaktadir.

Y onetmelik, trafikte meydana gelen kazalarda kusurun tespitine iligkin konularda
dayanagi olan KTK hiikiimlerine gore daha detayli bir igerigi haiz olup bu yoniiyle

trafikte iglenen suc¢larda kusurlulugun tespiti agisindan 6nem arz eden bir kaynaktir.

Temmuz 2021 itibariyla Tiirk hukukunda yonetmelik diizeyinde otonom araglarin
diizenlendigi tek norm “Motorlu Araglar ve Rémorklart ile Bunlar Icin Tasarlanan
Aksam, Sistem ve Ayri Teknik Unitelerin Genel Giivenligi ve Korunmasiz Karayolu
Kullanicilarimin ve Yolcularin Korunmasi ile Ilgili Tip Onayr Yonetmeligi” olup
Karayollar Trafik Yonetmeligi kapsaminda otonom araglara dair herhangi bir diizenleme

heniiz mevcut degildir.
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2. Otonom Aragclara iliskin Kalkinma, Strateji ve Eylem Planlar

Tiirkiye’nin karayollarinin daha giivenli hale getirilmesi i¢in ortaya konulan
planlar arasinda otonom araglarin bahse konu edildigi ilk belge, 18.07.2019 tarihinde
onaylanan On Birinci Kalkinma Plam (2019-2023)?°" olup planin 2.2.1.2.5. numarali
Otomotiv baghiginin 384’{incii maddesinde “Otomotiv sanayiinin rekabet giiciiniin
korunarak gelistirilmesi amacuyla; kiiresel gelismeler, yeni teknolojiler ve degisen
miisteri beklentileri ¢cergevesinde ¢evre teknolojileri, baglantili ve otonom araglar, akilli
hareketlilik gibi kritik teknolojilerin gelistirilmesine onem verilecektir.” ve 385’inci
maddesinde “Yeni nesil araglar icin uygun altyapr olusturulacakur.” ifadelerine yer
verilerek otonom araglar, ilk defa Tiirkiye’nin karayolu trafigine iliskin ajandasina dahil

edilmistir.

Agustos 2020°de yayimlanan Ulusal Akill: Ulasim Sistemleri Strateji Belgesi ve
2020-2023 Eylem Plani®® ile ise otonom arag teknolojileri irdelenmis ve yapay zeka,
makine 6grenmesi ve otonom araglarin etkisiyle ulagimin tamamen kullanicidan bagimsiz

hale geleceginin kacinilmaz oldugu ifade edilmistir.

Ote yandan 2 Subat 2021 tarihinde ise karayolu trafiginde yeni dénemin yol
haritas1 olarak gorillen Karayolu Trafik Giivenligi Strateji Belgesi (2021-2030)%%°
yayimlanmistir. Belge; Birlesmis Milletlerin “Trafikteki can kayplarimin ve ciddi
yaralanmalarin 2030 yiina kadar %50 oraminda azaltilmasi ve 2050 yilina kadar
sifirlanmast” olarak 6zetlenen Vizyon Sifir hedefinin Tirkiye’de de gergeklestirilmesine
yonelik olarak 2021 ile 2030 yillar1 arasinda trafik giivenligi konusunda atilacak adimlara
uygun miidahale ve tedbirlerin; Karayolu Trafik Giivenligi Eylem Plan1 (2021-2023) ile
hazirlanacak olan 2024-2027 ve 2028-2030 Karayolu Trafik Giivenligi Eylem Planlarinin
hayata gecirilmesini kapsamaktadir. Nitekim ilk etapta Karayolu Trafik Giivenligi 2021-

207 Tiirkiye Cumhuriyeti Cumhurbagkanlig1 Strateji ve Biitge Bagkanligi, On Birinci Kalkinma Plan1 (2019-2023)
<https://www.sbb.gov.tr/wp-content/uploads/2019/11/ON_BIRINCI KALKINMA-PLANI_2019-2023.pdf> (Erisim
Tarihi: 17.07.2021).

208 Tiirkiye Cumhuriyeti Ulastirma ve Altyap1 Bakanlig1, Ulusal Akilli Ulagim Sistemleri Strateji Belgesi ve 2020-2023
Eylem Plani, <https://www.uab.gov.tr/uploads/announcements/ulusal-akilli-ulasim-sistemleri-strateji-belgesi-
v/ulusal-akilli-ulas-im-sistemleri-strateji-belgesi-ve-2020-2023-eylem-plani.pdf> (Erigim Tarihi: 17.07.2021).

209 Tiirkiye Cumbhuriyeti Igisleri Bakanlig, Karayolu Trafik Giivenligi Strateji Belgesi (2021-2030)
<<http://www:.trafik.gov.tr/kurumlar/trafik.gov.tr/01-Haberler/03-2021/2021 2030-Karayolu-Trafik-Guvenligi-
Strateji-Belgesi.pdf> (Erisim Tarihi: 17.07.2021).
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2023 Eylem Plani?* ile ii¢ y1llik periyotta atilacak olan karayolu trafik giivenligi adimlari
planlanmustir. Planda “Teknolojik gelismeler ¢ercevesinde ara¢larin giivenligine iligkin
standartlarim  da uluslararasi mevzuat ¢ergevesinde giincellenmesine ihtiyag
duyulmaktadir. Sadece standartlarin degil, arag¢ teknolojilerindeki gelismeye bagh
olarak ve bu teknolojiye ayak uydurabilecek sekilde karayolu altyapisi sisteminin de

’

modernize edilmesinin onemli oldugu degerlendirilmektedir.” denilmek suretiyle
teknolojik gelismeler karsisinda karayolu trafiginin adaptasyonunun énemine de vurgu

yapilmistir.

Karayolu Trafik Giivenligi Strateji Belgesi’nde her ne kadar belgenin yiiriirliikte
olacagi yakin gelecekte otonom araglarin karayollarimiza hakim olmasi ¢ok da olasi
goriilmese de ilerleyen yillarda bu araglarin Tiirkiye karayollarinda kullanilmaya
baslanacagmin 6ngoriildiigii ifade edilmis?'! ve karayollarinda otonom araglarin
kullanilmasina iligkin uyumun saglanmasina iliskin bir sorun tespiti yapilarak ayni
karayolu tizerindeki diger yol kullanicilart ile etkilesim, yapay zeka ¢oztimleri ve otonom
araglarin filo halinde kullanimi konularinin sorunlu alanlarin basinda geldigi tespit
edilmistir’2. Ayrica otonom araglarin yaygimlasmasiyla ile birlikte yasal mevzuatta
degisikliklerin yapilmasi1 gerektigi ifade edilerek bu gergevede 1968 Tarihli Viyana
Karayolu Trafik S6zlesmesi ve 1949 Tarihli Cenevre Karayollar1 Trafik Sozlesmesi’nde
diizenlemeler yapilarak trafik  kurallarinin  yeniden belirlenmesi  gerektigi

vurgulanmistir?3,

Ayrica; Karayolu Trafik Giivenligi Strateji Belgesi’nin yayimlandigi giinlerde,
Avrupa ve Amerika’nin ilk gergek yol kosullarinda kullanima hazir seviye dort prototipi
otonom ve elektrikli otobiisii oldugu iddia edilen “Otonom Atak Electric” adli otobiis,

Cumhurbaskanlhiginda test edilmistir?*4,

20 Tiirkiye Cumhuriyeti Igisleri Bakanh§, Karayolu Trafik Giivenligi 2021-2023 Eylem Plan,
<http://www.trafik.gov.tr/kurumlar/trafik.gov.tr/01-Haberler/03-2021/2021_2023-Karayolu-Trafik-Guvenligi-Eylem-
Plani.pdf> (Erisim Tarihi: 17.07.2021).

211 Tiirkiye Cumhuriyeti I¢isleri Bakanligi, Karayolu Trafik Giivenligi Strateji Belgesi (2021-2030), s. 126

22 AgLe., s. 258.

213 Age

214 Mehmet Tosun, “Tiirk Miihendislerince Gelistirilen Diinyanin flk Seri Uretim 4. Seviye Siiriiciisiiz Elektrikli
Otobiisii Tanitild1”, Anadolu Ajansi, 1 Subat 2021. <www.aa.com.tr/tr/turkiye/turk-muhendislerince-gelistirilen-
dunyanin-ilk-seri-uretim-4-seviye-surucusuz-elektrikli-otobusu-tanitildi/2129999> (Erisim Tarihi: 17.07.2021).
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3. Motorlu Araclar ve Rémorklan: ile Bunlar i¢in Tasarlanan Aksam,
Sistem ve Ayr1 Teknik Unitelerin Genel Giivenligi ve Korunmasiz
Karayolu Kullanicilarinin ve Yolcularin Korunmasi ile flgili Tip Onay1

Yonetmeligi (AB/2019/2144)

Yukarida ele alinan ve otonom araglar 6zelinde Tiirkiye’deki ilk onemli atilimi
temsil eden On Birinci Kalkinma Plani’nin 2.2.1.2.5. numarali Otomotiv bagliginin 385.2.
fikrasinda “Otonom ve baglantili araglarin gelistirilmesi ile kullanilmasina iliskin teknik

)

mevzuat ve altyapt ihtiyaci belirlenecektir.” ifadesine yer verilmistir. Nitekim bu
dogrultuda 14 Mayis 2020 tarihinde Resmi Gazete’de yayimlanan “Motorlu Araglar ve
Rémorklart ile Bunlar Icin Tasarlanan Aksam, Sistem ve Ayri Teknik Unitelerin Genel
Giivenligi ve Korunmasiz Karayolu Kullanicilarimin ve Yolcularin Korunmast ile Ilgili
Tip Onay: Yonetmeligi®®®” (bundan sonra “Tip Onay1 Yonetmeligi” olarak amlacaktir)
olup bu norm, Tiirk hukukunda otonom araglara iliskin ortaya konulan ilk yasama

faaliyeti olma 6zelligini tagimaktadir.

Tip Onay1 Y 6netmeligi, gelisen teknolojiye uyumlu sekilde karayollarinda can ve
mal giivenligini korumak ve trafik kazalarini azaltmak amaciyla piyasaya yeni sunulacak
araclarda bulunmasi zorunlu olacak olan gelismis giivenlik sistemleriyle ilgili
AB/2019/2144 sayili Avrupa Parlamentosu ve Konsey Regiilasyonu dikkate alinarak
Avrupa Birligi mevzuatina uyum cercevesinde i¢ hukuka aktarilmistir. Yonetmeligin
yiirlirlik maddesi olan 18’inci maddeye gore otonom araglari ilgilendiren hiikiimler 6

Temmuz 2022 tarihinde yiirtirliige girecektir.

Tip Onay1 Yonetmeligi’nin tanimlari iceren 3’iincii maddesinde AB/2018/858
Motorlu Araglar ve Romorklart Tip Onay1 Yonetmeligi’nde belirtilen tanimlarin Tiirk
hukuku acisinda da gegerli oldugu hiikkme baglanmis ve otonom ara¢ kavrami,
“stirtictintin devamli kontrolii olmadan, ancak siiriicii miidahalesinin yine de beklendigi
veya gerekli oldugu, belirli bir siire i¢in otonom olarak hareket etmek tizere tasarlanmis
ve imal edilmis motorlu ara¢” seklinde tanimlanmistir. Bu tanimin seviye birden seviye

dort diizeyine kadar otomasyona sahip araglar i¢in uygun oldugunu ancak tam otonom

215 RG, 14.05.2020, Say1 31127.
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araglar i¢in yeterli olmadig1 sdylemek dogru olacaktir. Nitekim bu durum Yo6netmelik’te
de gozetilmis ve tam otonom araglar, diger otonom araglardan ayri bir sekilde ele alinarak
“herhangi bir stirticii kontrolii olmadan otonom olarak hareket etmek tizere tasarlanmuis

ve imal edilmis motorlu ara¢” seklinde tanimlanmaistir.
Ayrica aym maddede acil durum seritte tutma sistemi®®, acil durus sinyali?'/,

% arag katarlama®?, gelismis acil frenleme

223

akilli hiz destei?'8, ara¢ ana kontrol anahtar1?*

sistemi®?!, gelismis siiriicii dikkat daginiklig1 uyaris1???, geri manevrada algilama®?®, olay

veri kaydedicisi®?, siiriicii dalginlik ve dikkat uyarisi??®

, striicli miisaitligi/uygunlugu
izleme sistemi??® ve seritten ayrilma uyari sistemi%?’ gibi otonom araglarin sahip olmasi
gereken teknik donanimlar da tanimlanmustir. Tip Onay Yonetmeligi’nin “otonom ve tam
otonom araclara iliskin 6zel sartlar” baslikli 11°inci maddesinde ise bu araglarin

saglamasi gereken teknik sartlar siralanmistir??®,

26 m, 3/1-b: “En azindan seritten ayrilma gerceklestiginde veya gerceklesmek iizere oldugunda ve bir ¢carpismanin
gergeklesmesi muhtemel oldugunda, siiriiciiniin serit veya yol simrina gore araci giivenli bir pozisyonda tutmasina
yardimci olan sistemi”

A7 m, 3/1-c: “Aracin arkasindaki diger yol kullanicilarina, araca gegerli yol kosullarima gore yiiksek bir geciktirme
kuvveti (frenleme gibi) uygulandigini belirten 151kl sinyal fonksiyonunu”

218 m, 3/1-d: “Ozel ve uygun geri bildirimler saglayarak siiriiciiniin yol ortamina uygun hizi korumasina yardimei olan
sistem”

2A9m, 3/1-f+ “Aracn biitiinlesik elektronik sistemini, aracin siiriicii bulunmadan park edilmis olmasi durumunda oldugu
gibi, kapalidan normal igletim moduna getiren cihaz1”

20 m, 3/1-g: “Siiriiciilerin ¢ok az ya da hi¢ miidahalesi olmadan yolculugun belirli béliimleri i¢in araglarin otomatik
olarak baglandiginda birbirleri arasindaki mesafeyi otomatik olarak ayarlayabilmesine ve éncii aracin hareketindeki
degisikliklere uyum saglamasina izin veren otomatik siiriis destek sistemleri ve baglanti teknolojilerinin kullanilmasi
suretiyle iki veya daha fazla aracin baglanarak konvoy olugturmasini,”

221 m, 3/1-i: “Olast bir ¢arpismayr otomatik olarak algilayabilen ve bir carpismay: hafifletmek veya carpismadan
ka¢inmak amaciyla araci yavaslatmak i¢in aracin frenleme sistemini harekete gegirebilen sistem”

222 m, 3/1-j: “Siiriiciiniin trafik durumuna dikkat etmeye devam etmesine yardimci olan ve dikkati dagildiginda siiriiciiyii
uyaran sistem”

23 m, 3/1-k: “Geri manevra sirasinda oncelikle carpmayr dnlemek amactyla siiriiciiniin aracin arkasmdaki insanlarin
ve nesnelerin varligindan farkinda olmasini saglayan sistem”

224'm, 3/1-s: Carpismadan hemen énce, ¢arpisma siwrasimda ve hemen sonrasinda ¢arpismann kritik parametrelerini
ve bilgilerini sadece kaydetme ve depolama amaciyla kullanilan sistem”

25 m, 3/1-ii: “Arag sistemleri analizi yoluyla siiriiciiniin uyanikhgim degerlendiren ve gerektiginde siiriiciiyii uyaran
sistemi”

226 m, 3/1-v: “Uygulanabilir oldugunda, 6zel durumlarda siiriiciiniin siiriis islevini otonom bir aragtan devralacak bir
pozisyonda olup olmadigini degerlendiren sistem”

2T m, 3/1-y: “Aracin kullandig1 seridin disina sapmasi durumunda siiriiciiyii uyaran sistem”

228 (1) Bu Yonetmeligin ve uygulama mevzuatimin ilgili kategorideki araclara uygulanabilir olan diger sartlarina ek
olarak, otonom aracglar ve tam otonom araglar asagidaki bentler ile ilgili ikinci fikrada belirtilen uygulama
mevzuatindaki teknik sartlart saglar. Bununla birlikte, (c) bendinde belirtilen siiriicii miisaitligi/uygunlugu izleme
sistemleri ile ilgili teknik sartlar tam otonom araglar icin uygulanmaz.

a) Sinyalizasyon, diimenleme, hizlanma ve frenleme ddhil olmak iizere, aracin kontrolii i¢in siiriiciiniin yerine gegen
sistemler.

b) Araca, aracin durumu ve ¢evresindeki alan hakkinda gercek zamanl bilgi saglayan sistemler.

¢) Siiriicii miisaitligi/uygunlugu izleme sistemleri.

¢) Otonom araglar igin olay veri kaydedicileri.
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Yonetmelik etraflica ele alindiginda Tiirkiye’nin otonom araglara yonelik
politikasint AB’ye uyum siireciyle eszamanli bir sekilde ylriittiiglinii sdylemek
miimkiindiir. Nitekim Yo6netmelik’in “Avrupa Birligi mevzuatina uyum” baslikli 15’inci
maddesinin birinci fikrasinda yonetmeligin (AB)2019/2144 sayili Regiilasyon dikkate
almarak Avrupa Birligi mevzuatina uyum cercevesinde hazirlandigi belirtilmis; ikinci
fikrasinda ise bu Yonetmelik hiikiimlerinde herhangi bir anlasmazlik veya yanilgi olmasi
durumunda (AB)2019/2144 sayil1 Regiilasyonun orijinal metninin esas alinacagi hiikkme

baglanmistir.

Kanaatimizce otonom ara¢ taniminin yonetmelik diizeyinde kalmayarak KTK
kapsamina dahil edilmesi ve geleneksel araglarla ayni normda, ayri bir sekilde
tamimlanmas: yerinde olacaktir. Ote yandan ihdas edilecek olasi bir diizenlemede Tip
Onay1 Yonetmeligi’nde esas alinan ve yalnizca seviye bes diizeyindeki tam otonom
araglarla digerlerini ayirt eden ikili metot yerine SAE J3016°da isaret edilen seviye ii¢ ve
tizerindeki kosullu otomasyon, yiliksek otomasyon ve tam otomasyon sistemlerinin agikc¢a
tanimlandig1 bir tasnife yer verilmesinin de hukuki belirlilik agisindan daha faydali

olacagini ifade etmek miimkiindiir.

d) Ornegin coklu markali katarlama icin veri aligverisi uyumlastirilmis formati.

e) Diger karayolu kullanicilarina giivenlik bilgisi saglayan sistemler.

(2) Birinci fikranin (a) ila (e) bentlerinde belirtilen sistemler ve diger parcalarin ve otonom ve tam otonom araglarin
kamuya agik yollarda giivenli sekilde kullanilabilmesi i¢in otonom ve tam otonom araglarin tip onayina dair tek tip
prosediir ve teknik sartlara iliskin uygulama mevzuatinim AB’de yayimlanmasint miiteakip bu mevzuat Bakanlik
tarafindan yayimlanabilir.”
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§ IKINCI BOLUM
OTONOM ARACLARIN KULLANIMINDAN DOGAN
CEZAI SORUMLULUK

I. TURK CEZA HUKUKUNDA OTONOM ARACLARIN
KULLANIMINDAN DOGAN CEZAiI SORUMLULUK

A. Otonom Araclarin Dogrudan Ceza Sorumlulugu
1. Genel Bilgi

Fiil ceza hukuku ilkesinin egemen oldugu c¢agdas ceza hukukunda ceza
sorumlulugu belirlenirken fail degil fiil esas alinmakta olup ceza sorumlulugunun
temelini de dis diinyada etki doguran hukuka aykiri fiil olusturmaktadir®®®. Ceza
kanunundaki herhangi bir su¢ taniminda mutlaka bir fiilin yer almasi gerekmekte olup bu
bakimdan su¢ teorisinde fiil kavramindan anlasilmasi gereken, bir sugun kanuni
tamiminda yer alan ve haksizlik teskil eden fiildir?®. Bu yéniiyle haksizligm bir vasfini
teskil eden hukuka aykirilik ise sug tipinin korudugu hukuki degeri ihlal eden fiilin sadece
ceza hukuku ile degil tim hukuk diizeniyle ¢elismesini, hukuk diizenince miibah
sayllmay1p yasaklanmis olmasini ve hukuk diizeninin s6z konusu fiile yonelttigi negatif

deger hiikmiinii ifade etmektedir?3!.

Son yillarda gerek literatiirde gerekse kamuoyunda otonom araglarin karistigi
kazalarda ceza sorumlulugunun hangi tarafa yoneltilebilecegi sorusu eksenindeki
tartigmalarin  6nde gelen konu basliklarindan ilki, bizzat otonom araglarin ceza

sorumluluguna iliskin olup bu baglamda ekseriyetle bilimkurgu literatiiriinden referanslar

229 Artuk/Gékcen/Alsahin/Cakir, s. 296; Hakan Hakeri, Ceza Hukuku Genel Hiikiimler, 22. Baski, Ankara: Adalet
Yaymevi, 2019, s. 152.

230 Ozgeng, s. 173-174; Hakeri, s.152. Ogretide fiil kavranmini izah etmek icin dogal hareket teorisi, amacg1 hareket
teorisi, sosyal hareket teorisini barindiran ontolojik teoriler ve bunlardan ayr1 olarak normativist hareket teorisi ortaya
atilmis olup ontolojik teoriler hareketi dogal bir vakia olarak ele alirken normativist hareket teorisi, hareketin hukuk
dis1 bir olgu olmadigindan yola ¢ikarak normlara dayali bir degerlendirmeyi esas almaktadir. Teorilere iliskin ayrmtili
bilgi igin bkz. Artuk/Gékcen/Alsahin/Cakir, s. 303-317; Bahri Oztiirk/Mustafa Ruhan Erdem, Uygulamal Ceza
Hukuku ve Giivenlik Tedbirleri Hukuku, 19. Baski, Ankara: Seckin Yayincilik, 2019, s. 205-208.

281 (zgeng, s. 305; Tugrul Katoglu, Ceza Hukukunda Hukuka Aykirihk, Ankara: Seckin Yaymcilik, 2003, s. 23;
Nur Centel/Hamide Zafer/Ozlem Cakmut, Tiirk Ceza Hukukuna Giris, 10. Baski, Istanbul 2017, s. 291; Veli Ozer
Ozbek/Koray Dogan/Pmar Bacaksiz/Ilker Tepe, Tiirk Ceza Hukuku Genel Hiikiimler, Ankara: Seckin Yayncilik,
2018, s. 275.
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alinmak suretiyle sorumluluga iliskin alisilmis kaliplarin digina ¢ikilarak bir insan yerine
bir makinenin cezalandirilabilirligi  sorgulanmaya baslamistir?®2.  Makinelerin
cezalandirilabilirligi sorunu, temelde makinelerin kendilerine Ogretilen insan
davraniglarini taklit etmekle baslayan ve makine 6grenmesiyle birlikte tartismaya deger
bir boyut kazanan karar alma kabiliyetlerinin olasi etik ve hukuki sonuglarini irdelemekte
olup simdilik karayolu trafiginde insan siiriicii miidahalesini asgari diizeye indirmeyi,
yakin gelecekte ise bu gerekliligi tamamen ortadan kaldirmay1 vadeden ve bu dogrultuda
makine 6grenmesine dayali yapay zeka teknolojileriyle donatilan otonom araglar bu
baglamdaki en somut Ornegi teskil etmektedir. Bu nedenle otonom araglara ceza
sorumlulugu yoneltilmesi tartismasinda oncelikle otonom araglarin hareketlerinin ceza

hukuku agisindan ne ifade ettiginin tespit edilmesi gerekir.
2. Sug Teorisinin Hareket ve Fiil Ayriminda Otonom Araclar

Ceza hukukundaki anlamina gore fiil; insan iradesiyle egemen olunan, belirli bir
amaca yonelen ve dis diinyada vuku bulan icrai veya ihmali insan davramsidir®®, Ceza
hukukunda insandan sadir olmayan hayvan hareketleri, dogal olaylar veya mekanik
hareketler fiil kavramina dahil olmayip bir davranisin fiil olarak kabul edilmesi i¢in
evleviyetle insandan sadir olmas1 gerekir?®*. Insan davranisinin iradi olmasi ve belli bir
amaca matuf bigimde gergeklesmesi ona fiil vasfin1 kazandirmaktadir®®®. Bu tanimdan
anlasilacagi iizere bir davranig -ister icrai ister ihmali seklinde ortaya ¢iksin- yalnizca

236 Ornegin her

insan iradesi tarafindan yonlendirilmekle fiil vasfini haiz olabilmektedir
ne kadar insandan sadir olsalar ve dis diinyada etki dogursalar dahi refleks hareketler ve
miicbir sebepten kaynaklanan veya mutlak bir kuvvetin etkisiyle gerceklestirilen

davraniglar, iradi olmamalarindan oOtiirii ceza hukuku anlaminda fiil olarak kabul

232 By konuda Hallevy, yapay zeka sistemlerindeki analiz siirecinin insan anlayistyla paralel oldugu, otonom araglarin
da kendi kendilerine bir amag bularak o amaca ulagmak igin hareket gegmek {izere programlanabilecegini ve neticede
dogrudan sorumluluk modeline gore yapay zekdya sahip bir varligin ceza sorumlulugunun insanin ceza
sorumlulugundan farkli olmadigini, yaygin cezalandirmalarin yapay zekaya sahip varliklar i¢in de uygulanabilir
oldugunu ifade etmektedir. Buna iliskin tiizel kisiler ile yapay zeka sistemleri arasinda ceza sorumlulugu fikri agisindan
esaslt bir hukuki fark bulunmadigindan tiizel kisilerde oldugu gibi yapay zekanin da insan yasalarina tabi tutulmasi
gerektigi Onerisi igin bkz. Gabriel Hallevy, Yapay Zekaya Sahip Varliklarin Cezai Sorumlulugu — Bilim Kurgudan
Yasal Toplumsal Denetime, Miisliim Fincan (¢ev.), Kiiresel Bakis, 8(24): 111 — 142, 2018, s. 126 vd.

28 (zgenc, s. 173; Artuk/Gokcen/Alsahin/Cakir, s. 315; Ozbek/Dogan/Bacaksiz/Tepe, s. 217 Oztiirk/Erdem, s. 204,
234 Artuk/Gokeen/Alsahin/Cakir, s. 296; Oztiirk/Erdem, s. 204; Hakeri, s. 153.

235 Ozgeng, s. 174; Oztiirk/Erdem, s. 204; Hakeri, s. 153.

236 Ozgeng, s. 398; Artuk/Gokcen/Alsahin/Cakir, s. 298; Oztiirk/Erdem, s. 204; Hakeri, s. 153.

56



edilmemektedir?®’. Bu noktada insandan kaynaklanan her davramisin fiil vasfini haiz
olmadigin1 ve fiilde esas teskil eden unsurun insan iradesi oldugunu sodylemek

mimkiindiir?3,

Tasidig1 sifat onem arz etmeksizin karayolu trafigine katilan herhangi bir insan
tarafindan icrai veya ihmali sekilde ortaya konulan ve dis diinyada etki doguran biitiin
iradi davraniglarin fiil olarak nitelendirilmesi miimkiindiir. Arag siirliciilerinin siiriis
faaliyeti esnasinda sergiledigi direksiyon ve pedal kontrolii gibi davranmiglar da yari-
otomatik olarak ele alinmakla beraber insanin egemen olabilecegi bir nitelik arz etmesi

itibariyla fiil olarak kabul edilmektedir®3,

Hareket ise fiilin aksine insan davranisiyla ve dolayisiyla insan iradesiyle zorunlu
bir baglanti icinde olmayip hayvanlar, cisimler ve mekanik araclar gibi insan olmayan
varliklara da yiiklenebilir bir nitelik arz etmektedir?*®. Bir cismin riizgar etkisiyle yer
degistirmesini, bir hayvanin yiirimesini veya bir robot siipiirgenin tasarim alaninda
calismasinit harekete Ornek olarak gdstermek miimkiindiir. Karayolunda kullanilan
motorlu araglar bakimindan da araglarin dikey diizlemde hizlanip yavaslamasi dikey
hareketi, yatay diizlemde serit degistirmesi veya manevra yapmasi ise yatay hareketi ifade
etmekte olup bu durumlar, mekanik hareketin karayolunda en sik karsilasilan
goriiniimiinii teskil etmektedir. Bu noktada ceza hukuku bakimindan dikey ve yatay
hareketi kontrol etmek iizere icra edilen pedal veya direksiyon kontrolii gibi insan
davraniglarinin fiil niteligini haiz oldugu ve salt araclar bakimidan s6z konusu olan
kavramin ise hareket oldugunu séylemek miimkiindiir. Otonom araglar bakimindan da
hareketin varligindan bahsetmek miimkiinken bu araclarin fail, hareketlerinin ise fiil
vasfin1 haiz olabilmesi i¢in insan davraniglarina fiil vasfini katan yonlendirici irade

kavrami irdelenerek ayrica bir degerlendirme yapilmasi gerekmektedir.

237 Artuk/Gokcen/Alsahin/Cakar, s. 300; Ozgeng, s. 175; Oztiirk/Erdem, s. 204; Hakeri, s. 155-158.
2388 Oztiirk/Erdem, s. 204; Ozgenc, s. 174; Artuk/Gokcen/Alsahin/Cakir, s.298.

239 Ozgeng, s. 175.

240 Ozgeng, s. 176-177.
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3. Otonom Araclarda Yonlendirici Iradenin Kaynag

Otonom araglarin yayginlasmasmin ceza hukuku alaninda dogurdugu temel
zorluk, arac1 yonlendiren esas iradenin tespitidir. insan davranisina fiil vasfin1 kazandiran
ana etmen bu davraniglarin yonlendirici insan iradesinden kaynaklanmasidir ve bu
yoniiyle irade, ceza sorumlulugunun anahtari niteligindedir?*!. Bu nedenle felsefenin en
tartismal1 konularindan biri olan, varligi determinist ve indeterminist ¢evrelerce halen
tartisilan ve kuvvetle muhtemel ilanihaye tartisilmaya devam edecek olan irade 6zgiirliigi
sorunu, ceza hukuku acisindan da biiyiik 6nem tasimakta olup insan iradesinin 0zgiir
oldugunu savunan klasik ekol ile bu 6zgiirliiglin mevcut olmadigini savunan pozitivist
ekol arasinda tartisilagelen bir konudur?’2, Bu tartismalar bir yana; insanlarin irade
ozgilrliigiine sahip oldugunun bir postulat olarak ele alindig1 cagdas ceza hukukunda ise
irade 0zgiirligl, isledigi fiilin hukuki anlamini idrak edebilen bir kisinin kendisine etki
eden icgiidiileri kontrol altina almak suretiyle davranig normlarinin kendisine yiikledigi
yikiimliiliikler dogrultusunda karar verebilme yetenegine sahip olmasini ifade

etmektedir?*,

Irade, en basit sekilde sozliik anlaminda yer alan “bir seyi yapip yapmamaya karar

7724 ile ifade edilecek olursa otonom araclarin da bir tiir iradeye sahip

verme giic
oldugunu sdylemek yanlis olmayacaktir®®. Zira dzellikle seviye ii¢ ve iizeri otomasyona
sahip araglar, her ne kadar programlarinda yer alan davranis bigimleri arasindan mevcut
kosullara en uygun olani1 se¢gmekle sinirli bir sekilde de olsa karayolu trafigindeki
hareketlerini akilli bir sekilde tayin edebilecek teknolojik donanima sahip durumdadir.
Kaldi ki hélihazirda siirlis gorevinin ana hakimi olan insan siiriiciilerin karayolu

trafigindeki karar alma siireci de biiyiik oranla ge¢miste dgrenilen ve aligkanlik héline

gelen davraniglarin mevcut yol sartlarina uygulanmasindan ibarettir. Bu itibarla otonom

241 Ozgeng, s. 174; Artuk/Gokcen/Alsahin/Cakir, s. 296; Oztiirk/Erdem, s. 204; Hakeri, s. 153.

242 Determinist gorii, insan hayatinda iradi kararlar dahil her seyin nedensellik baglantis1 icerisinde dnceden
belirlenmis oldugunu ve insanin bu yonde 6zgiir bir iradeye sahip olamayacagini savunurken indeterminist goris,
nedenselligin disinda kalan serbest bir alanin var oldugunu ve bu alanda insanin 6nceden belirlenmis olana aykir1 bir
karar1 6zgiir bicimde alabilecegini savunmaktadir. Ceza hukukunda ise irade dzgiirliigii sorunu determinizmi temel alan
pozitivist ekol ile indeterminizmi temel alan klasik ekol gériisleri etrafinda tartisiimaktadir. Konuya iliskin ayrintili
bilgi igin bkz. Vecdi Aral, Hukukta irade Ozgiirliig, [UHFM, Cilt 48, Say1 1-4, 249-282, 1983, s. 253 vd.

243 (Ozgeng, s. 399; Michael Bohlander, Principles of German Criminal Law, Studies in International and
Comparative Criminal Law Vol. 2, Hart Publishing, Oxford and Portland, Oregon, 2009, s. 53.

244 Tiirk Dil Kurumu, Giincel Tiirkge Sozliik, <https://sozluk.gov.tr/> (Erisim Tarihi: 17.07.2021)

245 Ayn1 yonde bkz. Kelep Pekmez, s. 183.
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araglarin, makine Ogrenmesi sayesinde siiriis gorevine iliskin akilli karar alma
siireclerinde olagan trafik akisinin getirdigi bircok sorunla insan siiriiciilerden daha

akillica basa ¢ikabilmeleri miimkiindiir.

Ne var ki; genel olarak yapay zeka sistemlerinin, 6zel olaraksa otonom araglarin,
insanin sahip oldugu varsayilan tiirde bir iradeye sahip oldugunu séylemek ise oldukg¢a
problemlidir?*®. Zira otomasyon teknolojilerinin geldigi mevcut noktada bu sistemler
kararlarini insanlarin aksine 6zgiir iradelerine dayanarak degil siirticii davranisini taklit
eden 6gretilmis davranis modelleri araciligiyla yonlendirmektedir. Insami biligsel yonleri
itibariyla taklit edebilen, kendini tamamen bagimsiz olarak kontrol etme yetenegine sahip
olan, hareketinin getirecegi neticeler agisindan sebep sonug iligkisi kurabilen yapay genel
zekaya ulasamamis sistemler, dar yapay zeka sistemleri olarak tanimlanmakta olup bu
yOnilyle otonom araglar da birer dar yapay zeka sistemi olarak kabul edilmekte ve 6zgiir
iradeden yoksun olduklar1 varsayilmaktadir®*’. Bu nedenle ceza hukuku agisindan yapay
zeka sistemlerinin irade giiclinii kabul etmek miimkiinken, bu iradenin 6zgiir olusundan

bir postulat olarak da olsa s6z edebilmek kanaatimizce heniiz miimkiin degildir.

Sonug olarak, heniiz genel yapay zeka seviyesine erismemis olup yalnizca dar
alanda spesifik 6zellikler gosteren siiriis otomasyon sistemlerinin karayolu trafigindeki
hareketlerinin ceza hukukunda fiil olarak ele alinamayacagini ve otomasyon
teknolojilerinde gelinen seviye itibariyla bu araclarin ceza hukuku acisindan bir
sorumluluk 6znesi olamayacagmi kabul etmek gerekmektedir?*®. insan iiriinii olan bu
varliklar gelecekte fiil ehliyetine sahip olmadik¢a veya bunun bir varsayim olarak kabul
edilmesini gerektiren gelismeler yasanmadik¢a otonom araglar gibi yapay zeka
sistemlerine ceza sorumlulugu yiiklenmesi?*® kanaatimizce miimkiin olmay1p bu araglarin

karistigi suglarda olasi ceza sorumlulugunun araglarin hareketlerini kontrol eden ve

246 \\Westbrook, s. 136.

247 Gless, s. 477; Kelep Pekmez, s. 184; Dogan/Merakly, s. 246.

248 Ayn1 ydnde bkz. Heinrich, s. 23; Kelep Pekmez, s. 185; Hilgendorf, “Otomatiklesmis Siiriis ve Hukuku — Genel
Bir Bakis”, s. 445; Aksoy Retornaz, s. 339; Kangal, s. 89.

249 Otonom araglara dogrudan sorumluluk modelinin uygulanabilecegine iliskin goriis icin bkz. Gabriel Hallevy,
Unmanned Vehicles — Subordination to Criminal Law Under the Modern Concept of Criminal Liability, Journal of
Law, Information and Science, 21(200), 2012.
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yonlendirici iradenin kaynagini olusturan kisilere yoneltilmesi, ceza hukukunun amacina

uygun bir yaklasim olacaktir®®,

B. Ceza Sorumlulugunun Yoneltilebilecegi Kisilerin Belirlenmesi
1. Genel Bilgi

Otonom araglarin kullanilmasindan dogan cezai sorumluluk, sorumlulugun
yoneltilebilecegi kisiler acisindan geleneksel araglardan daha karmasik bir yapiya sahip
olup bu araglarin dahil oldugu durumlarda siirece bircok kisinin katkisi oldugu icin
sorumluluk 6znesinin belirlenmesi zordur?®!. Ozel hukukun aksine kusur sorumlulugu
temeline dayanan ceza hukukunda ise bu sorunun ¢oziimii daha giigtiir. Bu kapsamda

konuyla dogrudan baglantili olan ceza hukuku ilkelerine deginmekte fayda vardir.

(Cagdas ceza hukukunun en temel prensibi, sucta ve cezada kanunilik ilkesidir.
Feuerbach tarafindan “nulla poena sine lege, nulla poena sine crimine, nullum crimen
sine poena legali” (kanunsuz su¢ olmaz, su¢ olmadan ceza olmaz, ceza kanunu olmadan

252 seklinde formiile edilen kanunilik ilkesinin Bavyera Ceza Kanunu ile

su¢ olmaz
baslaylp Birlesmis Milletler insan Haklar1 Evrensel Beyannamesi’ne kadar uzanan
kodifikasyon silsilesi?®3, kagimilmaz olarak Tiirk hukukunda da kendini gdstermis ve bu

254 ve 5237 sayih Tiirk Ceza Kanunu’nda®® da yer bulmustur.

ilke Anayasamizda
Kanunilik ilkesi geregi; kisilere uygulanan cezalarin mesruiyetinin saglanmasi ve siddet
sayllmamasi i¢in ilgili yaptirimlarin herkese acik yasalarla belirlenmesi zorunludur ve
kanunlarin olmadig1 yerde suctan, dolayisiyla ceza sorumlulugundan bahsedilemez?®®.
Kanunilik ilkesi uyarinca hangi fiillerin su¢ sayildiginin ve bu fiillere verilecek cezalarin

acik, anlasilir, sinirlart belirli ve higbir kuskuya yer birakmayacak sekilde kanunda

250 Ayni ydnde bkz. Gless, s. 478; Dogan/Merakls, s. 246.

251 Heinrich, s. 24.

252 payl J.A. Ritter von Feuerbach, “The Foundations of Criminal Law and the Nullum Crimen Principle”, Journal of
International Criminal Justice, 5(4): 1005 — 1008, 2007, s. 1008.

23 Faruk Yasin Turinay, Sugta ve Cezada Kanunilik Prensibinin Anayasal Temelleri, Uludag Universitesi Sosyal
Bilimler Enstitiisii, Yiiksek Lisans Tezi, 2013, s. 8.

254 T.C. Anayasast m. 38/1: “Kimse, islendigi zaman yiiriirliikte bulunan kanunun sug saymadigi bir fiilden dolayt
cezalandirilamaz. Kimseye sugu isledigi zaman kanunda o sug icin konulmus olan cezadan daha agir bir ceza
verilemez.” m. 38/3: “Ceza ve ceza yerine gegen giivenlik tedbirleri ancak kanunla konulur.”

5 TCK m. 2/1: “Kanunun agik¢a su¢ saymadigi bir fiil icin kimseye ceza verilemez ve giivenlik tedbiri uygulanamaz.
Kanunda yazili cezalardan ve giivenlik tedbirlerinden baska bir ceza ve giivenlik tedbirine hiikmolunamaz.”

256 Hobbes; s. 219; Cesare Beccaria, Suclar ve Cezalar Hakkinda, Sami Selcuk (Cev.), 8. Baski, Ankara: Imge
Kitabevi Yaynlari, 2019, s. 222.
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gosterilmesi gerekmekte olup ilke, bu yoOniiyle ceza hukukuna giivence fonksiyonu

saglayan bir ilke olarak degerlendirilmektedir®®’.

Ceza sorumlulugunun belirlenmesi ve cezanin uygulanmasi siirecinde sinirlayici
ve temellendirici bir isleve sahip olan kusur ilkesi®® ise kisinin ancak bir sugun
islenmesinde kusurunun olmasi halinde ve kusuru oraninda cezalandirilabilecegini ifade

etmektedir?®,

Cezanin sadece bizzat fail tarafindan gerceklestirilen eylemlere
dayandirilabilmesi ve failin haksizlik teskil eden bu eyleminden dolay1 kinanabilmesi
halinde uygulanabilecegini ortaya koyan kusur ilkesi uyarinca isledigi eylemde kusuru
bulunmayanlarin cezalandirilmasi miimkiin olmayip ilke, bu yoniiyle modern ceza
hukukunda cezai sorumlulugun en dnemli yap1 tas1 olarak goriilmektedir?®®. Kusur
ilkesinin dogal bir sonucu olan ve ceza hukukunun temel prensiplerinden olan ceza
sorumlulugunun sahsiligi ise 6zii itibariyla bir kimsenin iglemedigi bir fiilden dolay1
cezalandirilmamasini ve bir kimsenin bagkasinin fiilinden sorumlu tutulamamasini ifade
etmektedir?®l, Cagdas ceza hukukunda kisilerin ancak bizzat kendisi tarafindan bir sugun
islenmesi hélinde ve kusuru oraninda cezai olarak sorumlu tutulacagi benimsenmis olup
netice sorumlulugu kabul edilmemistir?®. Tiirk hukukunda da Anayasa’nin 38’inci

4

maddesinin yedinci fikrasi?®®® ile TCK’nmn 20’nci maddesi®*, ceza sorumlulugunun

sahsiligi ilkesine dogrudan atif yapilan normlardir.

Siirlis gérevinin yapay zeka sistemleri aracilifiyla yiiriitiilebildigi otonom araglar;

geleneksel araglarin karigtig1 kazalarda ekseriyetle glindeme gelmeyen taraflarin karayolu

257 Artuk/Gokeen/Alsahin/Cakar, 5.147; Anayasa Mahkemesi, 2018/154 E., 2019/11 K., T. 25.04.2019.

258 Serdar Talas, Ceza Hukukunda Kusur ilkesi Baglaminda Nedeninde Serbest Hareket (actio libera in causa) Kavrami
ve Gegici Nedenlerin Ceza Sorumluluguna Etkisi, Istanbul Universitesi Sosyal Bilimler Enstitiisii, Doktora Tezi,
Istanbul, 2011, s. 33.

259 Temel cezanin, failin kast veya taksire dayali kusurunun agirligi g6z éniinde bulundurularak islenen sugun kanuni
taniminda 6ngoriilen alt ve {ist sinir arasinda belirlenmesi gerektigini hiikkme baglayan TCK m. 61/1; kisinin neticesi
sebebiyle agirlagmis suclardan sorumlu tutulabilmesi igin netice bakimindan en azindan taksir seviyesinde bir kusurun
bulunmasi gerektigini ortaya koyan TCK m. 21 ve haksizlik yanilgisina diigsen kisinin cezalandirilmayacagini dngdren
TCK m. 30/4 maddelerinin, kusur ilkesinin Tiirk ceza hukukundaki en net gériiniimlerindendir.

260 Hans-Heinrich Jescheck, Alman Ceza Hukukuna Giris, Kusur ilkesi, Ceza Hukukunun Smrlari, Feridun
Yenisey (cev.), 2. Basi, Istanbul: Beta Basim Yayin, 2007, s.9; Kayihan Icel, “Cagdas Ceza Hukukunun Evrensel
[lkelerinin Kabahat Tiiriinden Eylemler Alanindaki Boyutlar”, Uyusmazlik Mahkemesi Dergisi, Cilt 0, Say1 7, 2016,
S. 622-623; Artuk/Gokcen/Alsahin//Cakar, s. 52.

%1 jcel, s. 623; Anayasa Mahkemesi, 2003/97 E., 2006/115 K., T. 21.12.2206..

262 Artuk/Gokcen/Alsahin/Cakar, s. 570.

263 T.C. Anayasast m. 38/7: “Ceza sorumlulugu sahsidir.” Ayrica madde gerekgesinde bu ilkenin kusur ilkesi
dahilindeki terki miimkiin olmayan bir temel kural oldugu belirtilmistir.

264 TCK m. 20: “Ceza sorumlulugu sahsidir, Kimse baskasimn fiilinden dolay: sorumlu tutulamaz.”
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trafigine hukuken yeni bir sorumluluk 6znesi olarak dahil olmasi ihtimalini ortaya
cikarmakta ve cezai sorumluluk incelenirken dikkate alinmasi gereken birtakim yeni
zorluklar giindeme getirmektedir. Otonom araclar1 bu hususta yeni bir tartisma konusu
yapan baglica etken ise {ireticilerin ve programcilarin yapay zekdya sahip olan bu
araglarin dinamik siiriis gorevini belirli sartlar ve smirlar dahilinde bilfiil yerine
getirebilecegini vadetmesi ve siiriiciilerin bu vaade duyduklar1 giivenle karayolu
trafiginin akisinda silirlis gorevini aractaki otomasyon sistemine devretmesinde
yatmaktadir. Bu nedenle ceza sorumluluguna iligkin bir inceleme yapmadan evvel bu
araclarin kullanilmasi sirasinda meydana gelebilecek ihlal ve zararlardan cezai olarak

sorumlu tutulabilecek kisilerin, yukarida ele alinan ilkeler 1s18inda belirlenmesi gerekir.
2. Ureticinin Cezai Sorumlulugu

Uretici, “iiretim islem ve safhalart tamamlanmis bir iiriinii meydana getiren
kimse” olarak tanimlanmaktadir?®. Otonom araglarin kullanilmasindan dogan olas1 ceza
sorumlulugunun yoneltilebilecegi taraflardan biri olarak ele alinan tiretici kavrami ise
ogretide araca otonom niteligini veren sistemleri iireten, iireticiye saglayan?® veya aracin
teknik donanimlarmi calistiran®®’ kisileri kapsayan tiizel kisileri ifade etmek igin

kullanilmaktadir.

Yabanci literatiirde kimi yazarlar, mevcut sorumluluk rejimlerinin otonom
araglarin ceza hukukunda yaratacagi problemleri ¢dzmekte yetersiz kalacagindan bahisle
otonom arag tireticilerinin 6zel hukuktaki iiriin sorumluluguna benzeyen bir sorumluluk
rejimine tabi tutulmalar1 onerisinde?®® bulunmaktadir®®. ifade etmek gerekir ki Tiirk
hukukunda yukarida ele alinan ceza sorumlulugunun sahsiligi prensibinin 1s18inda

TCK’nin 20°’nci maddesinde yer verilen “Ceza sorumlulugu sahsidir. Kimse baskasinin

265 Tamer Inal, Tiiketici Hukuku, 3.Baski, Ankara: Seckin Yayincilik, 2014, s.385.

266 Kelep Pekmez, s. 186.

%67 Aksoy Retornaz, s. 341.

268 Otonom araglarin iiretici firmalarin temsilcisi olan bir tiizel kisi olarak benimsenmesi ve siiriigiin sistem tarafindan
ylriitiildigii durumlardan kaynaklanan olasi ceza sorumlulugunun iiretici firmalara yoneltilmesi gerektigine iliskin
goriis icin bkz. Westbrook, s. 119 vd.; Bu noktada yazarin temel referans noktasinin, Michigan eyaletinde kabul edilen
ve otonom araglarin sistem tarafindan kontrol edildigi durumlarda sistemin kendisinin siiriicii veya operatdr oldugunu
ifade eden bir kanun maddesi oldugunu belirtmekte fayda vardr. flgili kanun i¢in bkz. dn. 151.

269 Bu ve benzer dnerilerin etraflica ele alinmasi, ncelikle tiizel kisilere ceza sorumlulugu yiiklenmesinin tartigilmasin
gerektirdiginden ve bu konu ¢alismanin kapsami disinda birakildigindan iireticilerin olasi ceza sorumluluguna iliskin
bu agiklamalarla yetinilmesi uygun goriilmiistiir.
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fiilinden dolayr sorumlu tutulamaz. Tiizel kisiler hakkinda ceza yaptirimi uygulanamaz.”
hiikkmii ile tiizel kisiler hakkinda ceza yaptirnmi uygulanamayacagi agik¢a hiikme
baglanmistir. Bu nedenle tiizel kisi tireticilerin aracin sevk ve idaresinden kaynaklanan
suglar bakimindan taksir sorumlugunun giindeme gelebilecegine iliskin goriis?™
kanaatimizce yerinde degildir. Ancak organlarindan bagimsiz bir hareket ve kusur
yetenegine sahip olmayan tiizel kisilerin Tiirk ceza hukukunda ceza sorumluluklar
bulunmamakla birlikte bu kisiler hakkinda TCK m. 60?"* uyarinca tiizel kisilere 6zgii

giivenlik tedbirlerinin uygulanmasi miimkiindiir.

TCK m. 60/1 ve 60/2 hiikiimlerinde bir kamu kurumunun verdigi izne dayali
olarak faaliyette bulunan 6zel hukuk tiizel kisisinin organ veya temsilcilerinin istirakiyle
ve bu iznin verdigi yetkinin kotliye kullanilmasi suretiyle tiizel kisi yararina islenen kasitl
suglardan mahkimiyet halinde iznin iptaline karar verilecegi ve/veya miisadere
hiikiimlerinin uygulanacagi Ongoriilmiistiir. Bu noktada Tiirk hukukunda otonom
araglarin kullanilmasindan dogan olasi ceza sorumlulugu baglaminda tiizel kisi iireticiler
hakkinda ceza yaptirimi uygulanmasi miimkiin degilken giivenlik tedbirleriyle sinirli bir

sorumluluk rejimi uygulanabilir nitelikte goriinmektedir.

Ne var ki; tiizel kisilere 6zgii giivenlik tedbirlerin uygulanabilmesinin kastin
varlig1 sartina baglanmasi ve trafikte islenen suglarin ekseriyetle taksirli hareketlerle
isleniyor olusu birlikte degerlendirildiginde iireticilere giivenlik tedbirlerinin
uygulanmasinin oldukea uzak bir ihtimal oldugu da izahtan varestedir?’?. Kald1 ki TCK
m. 60/4 hiikkmii geregi tiizel kisilere 6zgii giivenlik tedbirleri 6zel hukuk tiizel kisileri
hakkinda her su¢ bakimindan degil, kanunda 0©zel olarak gosterilen hallerde
uygulanabilmekte olup otonom araglarmn kullanilmasi sirasinda meydana gelmesi
muhtemel taksirle yaralama, taksirle 6ldiirme, trafik giivenliginin tehlikeye atilmasi gibi

suclar bu kategoride yer almadigindan, bu suglarda ceza sorumlulugunun tiizel kisi

270 Aksoy Retornaz, s. 341.

21 TCK Madde 60 — “(1) Bir kamu kurumunun verdigi izne dayali olarak faaliyette bulunan 6zel hukuk tiizel kisisinin
organ veya temsilcilerinin istirakiyle ve bu iznin verdigi yetkinin kotiiye kullanilmasi suretiyle tiizel kisi yararina
islenen kasitl su¢lardan mahkiimiyet halinde, iznin iptaline karar verilir.

(2) Miisadere hiikiimleri, yararina islenen suglarda 6zel hukuk tiizel kisileri hakkinda da uygulanir.

(3) Yukaridaki fikralar hiikiimlerinin uygulanmasinin iglenen fiile nazaran daha agwr sonuglar ortaya ¢ikarabilecegi
durumlarda, hakim bu tedbirlere hiikmetmeyebilir.

(4) Bu madde hiikiimleri kanunun ayrica belirttigi hallerde uygulamr.”

272 Kelep Pekmez, s. 186; Dogan/Merakly, s. 245.
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tireticilere yoneltilmesi miimkiin olmadig1 gibi bu kisiler hakkinda giivenlik tedbirlerinin

uygulanmas1 da miimkiin olmayacaktir?’3,

Otonom araglarin kullanilmasindan dogan suglarin hukuki bir bosluga mahal
verilmeksizin miieyyideye baglanmasi gerekecegi kanaatimizce de sabit olmakla birlikte
bu dayanakla aracin iiretiminden sorumlu olan tiizel kisilerin adli para cezasi ile
cezalandirilmas1 onerisine?’* de istirak etmemekteyiz. Zira her ne kadar 5326 sayil
Kabahatler Kanunu’nda bazi suglardan dolay1 6zel hukuk tiizel kisileri hakkinda idari
para cezasina hitkmedilmesi 6ngoriise de adli para cezasi, tiizel kisilere yoneltilebilecek
yaptirimlar arasinda sayilmamistir?”®. Ote yandan her ne kadar 5326 Kabahatler Kanunu
43/A maddesi ile belirli suglarin bir 6zel hukuk tiizel kisisinin organ veya temsilcisi ya
da organ veya temsilci olmamakla birlikte bu tiizel kisinin faaliyeti ¢ercevesinde gorev
istlenen bir kisi tarafindan tiizel kisinin yararina olarak islenmesi halinde, ayrica bu tiizel
kisiye idarl para cezasi verilebilecegi hiikiim altina alinmis olsa da maddede sayilan
suclar, otonom araglarla islenebilecek nitelikte olmadigindan tiizel kisiler hakkinda idari

para ceza yaptirimi da uygulanamayacaktir.

Otonom araglarin sisteminde bulunan bir arizadan kaynaklanan kazalarda
iireticinin hukuki sorumluluguna gidilebilmesi meselesi, geleneksel araclarda meydana
gelen hatalardan kaynaklanan durumlarin iireticilere tahmil edilmesiyle goriiniiste benzer
ozellikler arz etmektedir. Zira tiiketicilere araglarin1 kendi kendine siirebilen bir sistem
vadedip kamunun bu yondeki giivenine dayanarak yiiksek miktarda gelir elde eden
iireticilerin, nimet-kiilfet dengesi geregi bu sistemlerin kiilfeti olarak sebep olunacak

zararlara da katlanmas: gerekecektir?’®

. Bu noktada 6zel hukukta kusursuz sorumlulugun
da dahil oldugu bir¢cok sorumluluk rejimi g¢esitli sartlar dahilinde {ireticinin
sorumlulugunu miimkiin kilmaktaysa da Kusur ilkesinin gecerli oldugu cagdas ceza
hukukunda ise kusura dayanmayan objektif sorumluluk anlayis1 kabul gormemekte ve
kisilerin cezalandirilmast i¢in kusurlulugun varligi aranmaktadir. Bu nedenle direticilerin

6zel hukuk sorumlulugunu giindeme getiren ihmaller, ceza sorumlulugu acisindan tek

273 Nur Centel, “Ceza Hukukunda Tiizel Kisilerin Sorumlulugu - Sirketler Hakkinda Yaptirrm Uygulanmasi”, Ankara
Universitesi Hukuk Fakiiltesi Dergisi, 65(4): 3313-3326, 2016, s. 3318; Kelep Pekmez, s. 186.

274 Yetim, s. 161.

275 Centel, s. 3316.

276 Cekin, s. 289.
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basina yeterli olmamakta, ceza sorumlulugundan s6z edilebilmesi i¢in ayrica failin
neticeye hilkmedebilir olmasi ve neticeyi Onleyebilecek durumda olmasi da
gerekmektedir?’’. Bu itibarla Tiirk hukukunda otonom araglarin kullanilmasindan dogan
ceza sorumlulugunun tireticilere yliklenmesi mevcut ceza kanunlar1 kapsaminda miimkiin

278

olmadigini“’® ve aksi bir kabuliin ise ceza hukukunun kusur ilkesine aykiri olacagini ifade

etmek gerekir?’.

Ote yandan her ne kadar iiretici firmalarin biinyesindeki gergek kisilere iliskin
sahsi ceza sorumlulugunun 6niinde bir engel bulunmamakta ise de otonom araglarin
tiretim asamasinda ¢ok sayida kisinin gorev almasi, ceza sorumlulugunu dogurabilecek
olasi hatalarin kaynaginin ve ilgili fiillerin netice bakimindan nedensel olup olmadiginin
tespitini  gii¢lestireceginden bu tiirden bir sorumlulugun tesis edilmesi de kolay
olmayacaktir?®®. Bu nedenle Tiirk hukuku agisindan iireticiler bakimindan 6zel hukuk
sorumlulugu daha yakin bir ihtimal olarak goriiliirken otonom araglarin yeterli testler
yapilmaksizin veya bariz bir zarar riskine kayitsiz kalinarak piyasaya sunulmasi halinde
ise iireticilerin ceza sorumlulugunun tartisilabilecegi ifade edilmektedir®! ki

kanaatimizce de bu goriis isabetlidir.
3. Siiriicii ve Kullanici

Otonom araglarda ceza sorumlulugunun ydoneltilebilecegi taraflarin ilki,
geleneksel araglarda araci sevk ve idare eden kisi olarak nitelendirilen siiriiciidiir. Aracin
sevk ve idaresini tistlenen kisinin tanimlanmasinda KTK m. 3’te siiriicii ve sofor seklinde
ikili bir ayrima gidilmis ve siiriicli, “Karayolunda, motorlu veya motorsuz bir araci veya
tasitt sevk ve idare eden kigi” olarak tanimlanirken sofor ise “karayolunda, ticari olarak
tescil edilmis bir motorlu tagiti siiren kisi ” olarak tanimlanmistir®®2, Otonom araclarda ise

aracin sevk ve idaresini daima insan siirliciiniin kontrol etmesi gerekliligi

277 Dogan/Merakly, s. 243-244,

278 Ayn1 yonde bkz. Kelep Pekmez, s. 186; Dogan/Merakly, s. 244.

279 Aksi yondeki bir goriis olasi zararlardan sorumlu oldugu belirlenen tiizel kisilerin adli para cezasi ile
cezalandirilmasi gerektigini ifade ederek TCK’nin 85. ve 89. maddelerinin buna gére diizenlenmesini dnermistir.
Oneriler icin bkz. Yetim, s. 161.

280 Dogan/Merakli, s. 244-245.

281 Dogan/Merakl, s. 247.

282 By ayrim, yalmzca araglarin ticari amagla kullanilmas1 noktasinda énem arz ettifinden bu c¢alismada bireysel
kullanima tahsis edilmis araglarin sevk ve idaresini de kapsayan siiriicii tabiri tercih edilmistir.
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bulunmadigindan siiriicii kavrami, “siiriis otomasyon sistemi i¢eren bir aragta dinamik
siiriis gorevinin bir kismini veya tamamint icra eden kisi” olarak tanimlanmaktadir®®,
Ote yandan aracin icinde fiilen bulunmamakla beraber ara¢ hareketlerini uzaktan
kumanda etmek suretiyle aract sevk ve idare eden kisiler de siirlicii olarak

nitelendirilmektedir?8?,

Otomatik siirlis sistemine sahip olmayan seviye sifir, seviye bir ve seviye iKi
tiirlindeki araglarda araci sevk ve idare eden kisiler KTK m. 3 kapsaminda siiriicii
niteligini haiz olup bu araglarda siiriis gorevi oto pilot gibi asistan sistemler araciligiyla
yiritiilityor olsa dahi aracin sevk ve idaresi bakimindan siiriicliniin denetim ve gézetim
yiikiimliiliigii tamdir. Ote yandan aracin dinamik siiriis gorevini kismen devralabildigi
seviye iic ve seviye dort diizeyindeki araglarda belirli sartlar altinda siirlis ortamim
izlemekle miikellef olan kisilerin de KTK kapsaminda siiriicti olarak nitelendirilmesi

miumkindiir.

Ancak insan siiriiciiye ihtiya¢ duyulmaksizin siiriis gérevinin biitiiniiyle sistem
tarafindan yiiriitiilmesinin miimkiin oldugu seviye bes tiirlindeki otonom araglarda ise
sevk ve idareye iligkin tiim goérevlerin insandan bagimsiz bir sekilde yerine getirilmesi,
mevcut KTK m. 3 hitkkmiinde agik bir sekilde yer alan “sevk ve idare eden kisi” ibaresi
karsisinda ilgili kisilerin siiriicii olarak nitelendirilmesini engeller niteliktedir. Bu
baglamda doktrinde seviye bes tiiriindeki tam otonom araglarin hareketine iliskin

komutlar1 veren, 6rnegin arac1 galistiran, kisiler “kullanicr” olarak nitelendirilmektedir?®,
4. Programci

Otonom araclarin karayolu trafigindeki otonom hareketleri, donanimlarinda
bulunan merkezi bir bilgisayar sistemi araciligiyla yonlendirmekte olup bu sistem birgok
farkli bilgisayar programini ihtiva etmektedir. 5846 Sayili Fikir ve Sanat Eserleri
Kanunu’nun 1/B maddesinin (g) bendinde bilgisayar programi1, “bir bilgisayar sisteminin
ozel bir iglem veya gorev yapmasint saglayacak bir sekilde diizene konulmus bilgisayar

emir dizgesini ve bu emir dizgesinin olusum ve gelisimini saglayacak hazirlik

283 SAFE J3016, s. 16.
284 Aksoy Retornaz, s. 340.
285 Kelep Pekmez, s. 185.
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calismalar:” seklinde tanimlanmigstir. Programci kavrami ise heniiz ilgili normlarda
tanimlanmamis olmakla beraber 6gretide otonom araglarin siiriis otomasyon sisteminde
yer alan donanim, yazilim ve makine O68renmesi yordamiyla karayolu trafiginde
karsilasacaklari durumlarla akillica basa ¢ikabilmelerini saglayan bilgisayar
programlarinin olusturulmasinda ve gelistirilmesinde gorev alan kisileri ifade edecek

sekilde kullanilmaktadir?®,

Ayrica bilgisayar programlar1 diizenli olarak bakim ve yenileme gerektiren
sistemler oldugundan otonom araglarin kullanima sunulmasinin akabinde ({iriiniin
stirimlendirilmesi, giincellenmesi, mevcut sorunlarin giincellemeler araciliiyla
giderilmesi ve glincellemelerin aracin isleyisine zarar vermediginin kontrolii gibi yazilim
bakim faaliyetlerini yiiriiten kisilerin de programci olarak tanimlanmasi miimkiindiir.
Programcilar, iiretici altinda ¢alisan bagli personeller olabilecegi gibi yalnizca belirli

yazilimlarin olusturulmasi siirecinde gorev alan iireticiden bagimsiz kisiler de olabilir.
C. Siiriis Otomasyonu Seviyelerinin Ceza Sorumluluguna Etkisi
1. Genel Bilgi

Siiriis otomasyon sistemi, dinamik siirliy gorevinin tamamini veya bir kismin
yonetme yetenegine sahip donanim ve yazilimlar ifade eden ve seviye bir ila seviye bes
arasinda siirlis otomasyonuna sahip sistemleri tanimlamak i¢in kullanilan genel
terimdir?®’. Farkli seviyelerde ¢alisan birden fazla siiriis otomasyonuyla donatilabilen
otonom araglarin simiflandirilmasinda araglarin kendisi degil sahip olduklar1 otomasyon
sistemleri temel alinmakta olup otomasyon seviyeleri, aracin degisik durumlarda devreye

girmek iizere tasarlanan gesitli dzelliklerine gore belirlenmektedir?®®,

Siirlis otomasyonu seviyelerinin belirlenmesi, bu sistemlerin dinamik siiriis
gorevine katilimi halinde insan siiriiclilerin roliinlin agikliga kavusturulmasi, araglarin
karayolu trafiginde kullanilmasi esnasinda meydana gelen ihlal veya kazalarda aracin

hangi sekilde sevk ve idare edildiginin belirlenmesi ve somut olaylarin yasalar

286 Kelep Pekmez, s. 186.
287 SAE J3016, s. 5.
288 SAE J3016, s. 29.
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karsisindaki gériiniimiiniin tayin edilmesi i¢in oldukca 6nemlidir®®. Bu baglamda
oncelikle insan siiriiciiniin stirtis faaliyetini kontrol etmekle miikellef oldugu araglarla, bu
faaliyetin farkli gereksinimlerle de olsa kural olarak sistem tarafindan yiiriitiildiigii araglar

arasinda ikili bir ayrima gitmekte fayda vardir.
2. Siiriis Faaliyetinin Insan Siiriicii Tarafindan Kontrol Edildigi Araclar

Siiriis gorevinin insan siirlicii tarafindan icra edildigi araclar; otomasyon
icermeyen seviye sifir diizeyindeki araglar ile seviye bir ve seviye iki diizeyinde siiriis
otomasyonu igeren araglardir. Tamamen insan kontroliinde olan ve otomasyon
barindirmayan geleneksel araglar ile asistan sistemler barindiran seviye bir ve kismi
otomasyon iceren Seviye iki tiriindeki otonom araglar, siirlis ortaminin insan siiriicii
tarafindan devamli olarak gozetlenmesini ve denetlenmesini mecbur kilmakta olup bu

araclarda insan siiriiciiniin aracin sevk ve idare etmesi mutlak olarak zorunludur?®.

Bu seviyelerdeki otonom araglarin kullanilmasinda stirtisii kontrol etme gorevi
biitiinliyle insan siirliciiye aittir. Araglarin otomasyon sistemi, yalnizca temel veya
gelismis diizeyde siiriicii destegi islevi gormektedir ve aractaki otomasyon sisteminden
kaynakli arizalarda dahi 6zen yiikiimliiliigli devam eden kullanicinin araci asgari risk
durumuna getirmesi beklenmektedir®®!. Bu nedenle bu seviyelerdeki otomasyon
sistemlerine sahip olan araclarda ceza sorumlulugunu giindeme getirecek durumlarda
sorumlu kisilerin tespiti i¢in klasik usullerin yeterli oldugunu ve bu araglarin
kullanimindan dogan sorumlulugun ceza hukuku agisindan tartisiimay1 gerektirir bir

ozellik arz etmedigini soylemek miimkiindiir.
3. Siiriis Faaliyetinin Sistem Tarafindan Kontrol Edilebildigi Araglar

Siirlis faaliyetinin sistem tarafindan kontrol edildigi araclar, otomatik siiriis

sistemine sahip araglardir. Otomatik siiriis sistemi, belirli bir operasyonel tasarim alani ile

289 SAE J3016, s.1.

290 Kelep Pekmez, s. 178-179.

21 SAE J3016, s.2; Nitekim otomatik park sisteminin garpma tehlikesine iliskin bir uyari vermesi gerekirken bu uyariy1
vermemesi nedeniyle meydana gelen bir olayda Alman mahkemesi, aragta bir park yardimi sistemi bulunmasi
stiriiciiniin park etme sirasindaki dikkat ve ozen yiikiimliliigini kaldirmadigindan bahisle siiriiciiniin taksirli
sorumlulugunu kabul etmistir. M. Thommen/S. Matjaz, “Die Fahrldssigkeit im Zeitalter autonomer Fahrzeuge”, Prof.
Dr. iur. Daniel Jositsch, Prof. Dr. iur. Christian Schwarzenegger, Prof. Dr. iur. Wolfgang Wohler (eds), Festschrift fiir
Andreas Donatsch iginde 273 — 295, Ziirich: Schulthess, 2017°den aktaran Kelep Pekmez, s. 190.
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sinirlt olup olmadigina bakilmaksizin, siiriis gorevini bagimsiz olarak kontrol edebilen
donanim ve yazilimlar ifade etmekte olup siirlis faaliyeti esnasinda insan siiriicii
miidahalesine duyulan gereksinime ve operasyonel tasarim alanlarinin genisligine gore

seviye ii¢, seviye dort ve seviye bes seklinde ii¢ farkli seviye i¢eren bir siniflandirmaya
tabidir?®2,

Kosullu otomasyon olarak adlandirilan seviye ii¢ diizeyinde otomasyona sahip
otonom araclar, aracin iginde miidahalenin gerektigi durumlarda arag tarafindan verilen
bir uyar1 iizerine kontrolii derhal ele alabilecek bir insan siiriiciiniin daima bulundugu
varsayimiyla hareket etmekte ve boylesi bir durumda insan siiriicliniin dinamik siiriis
gorevini derhal devralarak araci asgari risk durumuna getirmesi beklenmektedir?®,
Yiiksek otomasyon olarak da adlandirilan seviye dort diizeyinde otomasyon sistemine
sahip olan araglarda ise operasyonel tasarim alani igerisinde kalindigi miiddetge dinamik
stiriis gorevi sistem tarafindan bilfiil yiiriitiilebilmekte ve olasi bir ariza durumunda
sirici  miidahalesine  ihtiya¢  duyulmaksizin ara¢ asgari risk durumunu

saglayabilmektedir?®*.

Tam otonom araglar olarak bilinen seviye bes diizeyindeki araglar ise bir varig
noktasina programlanarak c¢alistirildiktan sonra trafige agik yollarda ve teknik olarak
hareketi miimkiin kilan tiim kosullarda siiriis gorevini bagimsiz bir sekilde bastan sona
yerine getirebilen araglardir®®. Literatiirde otonom araglarin ceza hukuku sahasinda
yaratmasi1 beklenen en karmagsik problemlerin de tam otomasyona sahip araglarin konu
oldugu durumlarda ortaya ¢ikacag: ifade edilmektedir®®®. Zira bu araglarda kullanicr,
herhangi bir operasyonel tasarim alan1 sinirtyla bagli olmaksizin aracin sevk ve idaresine
dogrudan veya dolayli olarak katilmamakta ve yalnizca bir yolcu olarak seyahat etmekte
0lup®’ bu araglarin karismas1 muhtemel trafik kazalarinda sorumlulugun belirlenmesine

iliskin gerek hukuki gerek etik agidan birgok sorun ortaya ¢ikmaktadir®®,

292 SAE J3016, s. 3.

293 SAE J3016, s. 11.

2% SAE J3016, s. 11.

295 SAE J3016, s. 26.

2% \Westbrook, s. 112.

297 SAE J3016, s. 17.

2% Bu noktada tam otomasyonun gerek pratik gerekse etik olarak anlamsiz oldugu, tam otomasyon ¢abalari ile
makineler ile insanlarin kargilikli bagimliliginm yok sayildigi ve otonom araglarda insan stiriiciilerin pasif bir konuma
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Otonom aracglarin teknik donanimlarinda yer alan otomasyon sistemlerinin
seviyesi; siirlis gorevine katilan ve bu gorevden etkilenen taraflarin yiikiimliiliiklerini, bu
araclarin kullanilmasiyla meydana gelecek olaylarda ongoriilebilirligin mevcut olup
olmadigim ve siiriiciilerin neticeye hitkkmedebilirligini etkileyebilecektir. Bu durumun bir
sonucu olarak; otonom araglarin kullanimindan dogan muhtemel ceza sorumlulugunun,
siirlis gorevinin tamamen insan hakimiyetinde oldugu geleneksel araglarin kullanimindan
dogan sorumluluga nazaran oOzellikle tipikligin siibjektif unsuru kapsaminda daha

karmasik bir degerlendirmeyi gerektirecegini sdylemek miimkiindiir®®®.

D. Kasten Islenen Suclarda Ceza Sorumlulugunun Belirlenmesi
1. Kast Kavram ve Kastin Unsurlari

Kast, ceza hukukunda tipikligin siibjektif unsurunun temel goriinimii olup
bireylerin sug sayilan eylemleri nedeniyle cezalandirabilmesi i¢in, kural olarak ilgili fiilin

kasten islenmis olmas1 gerekmektedir®®

. Bu husus, TCK’nin 21’inci maddesinde yer alan
“Sucun olusmast kastin varligina baghdur.” hitkmiiyle ceza kanunundaki yerini almig ve
aynt maddenin devaminda “Kast, sugun kanuni tammindaki unsurlarin bilerek ve
istenerek gerceklestirilmesidir.”” denilmek suretiyle kastin kanun koyucu tarafindan kabul
edilen tanimina yer verilmistir. Bu tanima gore kastin “bilme” ve “isteme” olmak iizere

301

iki unsuru bulunmakta olup®™* bilme unsuru, failin sugun kanuni taniminda belirtilen

objektif nitelikte tim unsurlart bilmesi gerektigini ifade ederken isteme unsuru ise

tipiklikte yer alan fiil ve neticenin fail tarafindan istenmesini icerir®%2.

TCK’nin 21’inci maddesinde kastin niteligine dair bir ayrima gidilmis ve
dogrudan kast ve olas1 kast olarak iki ayr1 kast tipi diizenlenmistir. Buna gore failin
isledigi sugun maddi unsurlariin biitiiniinii ve sebebiyet verecegi neticeleri ongoriip

istemis olmasi halinde dogrudan kastla hareket ettiginden soz edilir ki TCK’nin 21’inci

getirilmesi yerine sistemlerin bir asistan olarak goriilmesi gerektigi yoniindeki bir katki i¢in bkz. Neil McBride, The
Ethics of Driverless Cars, ACM SIGCAS Computer and Society, 45(3): 179 — 184, 2016, s. 181-184.

299 Seijdel, s. 21.

300 Veli Ozer Ozbek, “5237 sayill Yeni Tiirk Ceza Kanunu’nun Tesebbiis ve Kusurluluga iliskin Hiikiimlerinin
Degerlendirilmesi”, Isletme ve Maliye Bilimleri Dergisi, Istanbul, S. 5, Ocak, 2005, s. 28.

301 Ogretideki yaygin kabuliin aksine kastin olugmast i¢in bilme unsurunun yeterli oldugunu ve istemenin kastin bir
unsuru olmadigini savunan gdrils i¢in bkz. Ozgeng, s. 247.

302 Artuk/Gokcen/Alsahin/Cakar, s. 434; Hakeri, s. 224.
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393 Ote yandan failin

maddesinin ilk fikrasinda tanimlanan kast tiirii de dogrudan kasttir
gerceklestirmeyi arzuladigi neticeye zorunlu olarak bagli bulunan diger neticeleri de
ongormesi halinde bu neticeler acisindan da failin kasti dogrudan kast olarak ortaya

cikar®%

. Ayn1 dlizenlenmenin ikinci fikrasinda ise “Kisinin, sucun kanuni tanimindaki
unsurlarin gerceklesebilecegini ongormesine ragmen, fiili islemesi halinde olast kast
vardir.” denilmek suretiyle olas1 kast tanimlanmistir. Olas1 kastin s6z konusu oldugu
durumlarda fail gerceklesecek neticeyi Ongdrmekte ve bu neticeyi kabullenerek

gergeklesmesine kayitsiz kalmaktadir®®,

2. Otonom Araglarda Kasttan Dogan Cezai Sorumluluk

Otonom araglarda ceza sorumlulugu 6znelerinin kasten islenen suglar bakimindan
sorumlulugunu, kastin niteligi ve aracin otomasyon seviyesi bakimindan ayri ayr ele
almakta fayda vardir. Bu itibarla ilk olarak seviye ii¢ ve seviye dort tiirlindeki otonom
araglarda stiriiclinlin aracin kontroliinii bizzat ele alarak kasten bir sug islemesi halinde
veya arag tarafindan verilen uyartya ragmen aracin kontroliinii kasten devralmadigi ve bu
nedenle bir zararin meydana gelecegini kesin olarak bildigi durumlarda sugu olusturan
neticenin gergeklesmesi halinde siirlicliniin dogrudan kastla hareket ettigini sdylemek

miimkiindiir®®

. Yine miimkiin olmasi halinde aracin siiriicii veya kullanici tarafindan
kasten hukuka aykiri bir fiil islemek tizere programlanmasi durumunda failin dogrudan

kast1 glindeme gelecektir.

Ote yandan siiriicii; aracin sevk ve idaresini devralmasi gerektigi halde
devralmadig1 durumlarda neticenin gerceklemesini Ongoriiyor fakat buna kayitsiz
kaliyorsa bu durumda olas1 kastin varliginin kabulii gerekir®”’. Zira dngériilen neticenin
fail tarafinda goze alinmasi halinde olas1 kastin varligindan ve bu neticeyi goze alarak
neticeyi engelleme yoniinde herhangi bir ¢aba sarf etmeyen umursamazlik i¢cindeki failin

de olas1 kastla cezai sorumlulugundan bahsetmek miimkiindiir®®.

303 Artuk/Gokcen/Alsahin/Cakar, s. 399-400; Ozgeng, Ceza Genel, s. 247; Hakeri, s. 234.
304 Hakeri, s. 234.

305 Hakeri, s. 236; Artuk/Gokcen/Alsahin/Cakar, s. 434.

306 Kelep Pekmez, s. 187.

307 Kelep Pekmez, s. 187.

308 Ozbek/Dogan/Bacaksiz/Tepe, s. 258; Hakeri, s. 248.
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Seviye bes tiirlindeki otonom araglar bakimindan ise kullanicinin kasten bir sug
isleyip isleyemeyecegi hususu net degildir. Zira yukarida agiklandigi iizere bu araglarda
kullanici, geleneksel araglardaki yolcudan neredeyse farksiz nitelikte olup ara¢ kullanici
tarafindan calistirildiktan sonra aracin sevk ve idaresini, hareketi miimkiin kilan tim

durumlarda sistem iistlenmektedir®®

. Ayrica literatiirde kullanicilarin, araci zarar vermek
lizere programlamalarinin, aracin yaziliminda bunu miimkiin kilan bir hata bulunmas1 hali
harig, miimkiin olmadig1 vurgulanmaktadir®®®. Bu nedenle seviye bes tiiriindeki otonom
araclarda kullanicilarin kasten bir sug¢ islemesinin miimkiin goriindiigii en belirgin
senaryo, kullanicinin aracin yaziliminda bulunan bir hatay1 koétiiye kullanmasi ve bu

hatadan kasten faydalanmasi olarak ortaya ¢ikabilecektir.

Ornegin, aracin sensorlerinin tabelalar araciligtyla yamltilarak kor edilebildiginin
farkinda olan bir kullanicinin, gerceklestirmek istedigi haksiz bir fiili aracin bu hatasi
araciligiyla islemek igin aracin sensorlerini bir sekilde bilerek ve isteyerek devre disi
birakmak suretiyle bir zarara yahut ihlale sebebiyet vermesi halinde kullanici, fiilin
niteligine gore kasten yaralama, kasten 6ldiirme veya trafik giivenliginin kasten tehlikeye
diistirilmesi gibi suglardan sorumlu tutulabilecektir. Bu ve benzeri senaryolarin somut
olarak gerceklestigi olaylarda kastin varliginin ve niteliginin tespitinde somut olaylarin

kendine 6zgii sartlar1 da gozetilerek ele alinmasi1 gerekmektedir.

Siiriis otomasyon sistemlerini programlayan kisilerin sistemi aract kilmak
suretiyle kasten isledigi suglarin da benzer bir incelemeye tabi tutulmasi miimkiindiir.
Kendi hukuka aykir1 amacini1 gergeklestirmek i¢in otomasyon sistemini bir ara¢ olarak
kullanan bir programci, meydana gelecek neticeleri bilerek ve isteyerek kasten
programladig1 zararl bir yazilim nedeniyle meydana gelen zararlardan dogrudan kastla;
bu neticenin gerceklesecegini ongdrmesine ragmen gergeklesmesine kayitsiz kaldig

311 Ornegin, programcinin belirli somut olay

durumlarda ise olas1 kastla sorumlu olacaktir
kurgular1 agisindan ¢6ziim olmadigini, bu durumlara iliskin 6nleyici bir programlama
yapilmadigini ve eksik programlamanin bir kazaya neden olacagini bile bile programi

kullanima sunmas1 ve bundan dolay1 bir kazanin meydana gelmesi durumunda zararin

309 Westbrook, s. 100.
310 Kelep Pekmez, s. 187.
311 Gless/Silverman/Weigend, s. 137; Kelep Pekmez, s. 188; Kangal, s. 93.
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niteligine gore kasten yaralama, kasten Oldiirme veya kasten mala zarar verme

suglarindan olas1 kastla sorumlugu sz konusu olabilecektir®'?.

Kasten islenen suclarin temel 6zelligi, “failin icinde bulundugu durum iizerinde
aktiiel bir bilince sahip olmast” gerekliligidir®'®. Bu nedenle otonom araglar vasitasiyla
kasten iglenen suclarda da ceza sorumlulugu; su¢ isleme iradesinin aktiiel bilince sahip
olan kaynagina yonelecek olup, bu acidan otonom araglarla kasten islenen suglarin
geleneksel araglarla kasten islenen suglarla karsilastirildiginda ceza hukuku agisindan
etraflica tartismay1 gerektirir bir nitelik arz etmedigini ifade etmek gerekir. Zira otonom
araclarin kullanilmasindan dogan ceza sorumlulugunun en temel problemi hukuka aykir
fiilin gergeklestigi esnada araca hakim olan kisi ile neticeye neden olan sartin tespitidir.
Kastin varligi halinde ise bu hususlar yeterince belirgin olacaktir. Bu noktada otonom
araclarin karigtig1 kasitl suglarda mevcut kast dogmatiginin somut olaylara uygulanmasi

kanaatimizce yeterli olacaktir.
E. Taksirle Islenen Suclarda Ceza Sorumlulugunun Belirlenmesi
1. Taksir Kavrami ve Taksirin Unsurlari

Hukuki bir kavram olarak taksir TCK m. 22/2 hiikmiinde “dikkat ve ézen
viikiimliiliigiine aykirilik dolayisiyla bir davranmisin su¢un kanuni tamiminda belirtilen
neticesi ongoriilmeyerek gergeklestirilmesi” olarak tanimlanmistir. Bu yoniiyle taksir,
kastin hafifletilmis hali olmayip haksizlik igerigi itibariyla kasttan ayrilmaktadir®.
Taksirli suglarda failin cezai sorumlulugundan sz edilebilmesi i¢in fiilin taksirli halinin
kanunda diizenlenmis olmasi, objektif 6zen yiikiimliiliigliniin ihlal edilmis olmasi, fiilin
iradi olmasi, neticenin ongoriilebilir olmasi, neticenin iradi olmamasi ve objektif 6zen

yiikiimliiliigiine aykir fiil ile netice arasinda nedensellik baglantis1 bulunmasi gerekir®®®.

812 Heinrich, s. 28; Kangal, s. 99.

313 Mehmet Cemil Ozansii, Ceza Hukukunda Kasttan Dogan Subjektif Sorumluluk, Istanbul Universitesi Sosyal
Bilimler Enstitiisii, Yiiksek Lisans Tezi, Istanbul, 2007, s. 107.

314 Ozgeng, s. 258; Artuk/Gokcen/Alsahin/Cakir, s. 435; Hakeri, s. 255-256.

315 Artuk/Gokeen/Alsahin/Cakir, s. 436; Ozbek/Dogan/Bacaksiz/Tepe, s. 477-478.
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a. Fiilin Taksirle Islenebilen Bir Su¢c Olmasi

Taksir, istisnai bir sorumluluk bi¢imi olup taksirle islenen bir fiilin
cezalandirilabilmesi i¢in sugun kanuni taniminda bunun agikea belirtilmesi gerekir!6, Bu
itibarla kanunda agikca belirtilen durumlar haricinde taksirle islenen fiillerin sug teskil
etmeyecegini sdylemek miimkiindiir®®’. TCK’nin 22’nci maddesinin birinci fikrasinda
yer alan “Taksirle islenen fiiller, kanunun acik¢a belirttigi hallerde cezalandirilir.”

hiikmii, taksirin bu niteligini agikca ortaya koymaktadir.
b. Objektif Ozen Yiikiimliiliigiiniin Thlali

Taksirli davranislarin igerdigi haksizligin temel unsurunu dikkat ve Ozen
318

yiikiimliiliigiiniin (objektif &zen yiikiimliiliigiiniin) ihlali olusturmaktadir®®. I¢timai
hayatin giivenli bir sekilde devam etmesi i¢in uyulmasi gereken yazili veya yazisiz
kurallar1 kapsayan dikkat ve 6zen yikiimliiliigii kavrami, kanun koyucunun taksiri
tanimladigi 5237 sayili TCK’nin 22/2 hilkkmiinde yer alan “Taksir, dikkat ve ozen
yiikiimliiliigiine aykirilik dolayisiyla, bir davranisin su¢un kanuni tanmiminda belirtilen
neticesi ongoriilmeyerek gerceklestirilmesidir.” ifadesiyle ceza kanunumuzdaki yerini
almistir. Fakat bu yiikiimliiliik, kaynagini yalnizca ceza kanunlariyla konulan kurallardan
degil diger hukuk normlarindan ve hatta kolektif tecriibelerden veya 6zel kisilerce
konulan kurallardan da alabilmekte olup bu baglamda hangi fiillerin dikkat ve 6zen
yiikiimliiliigline aykir1 olarak nitelendirilecegini sinirli bir sekilde saymak miimkiin
degildir®'®. Ancak ihlal edilmesiyle taksirli fiile viicut veren bu yiikiimliiliigiin mutlaka
belli bir hukuki degerle ilgili olmas1 gerekmekte olup boyle bir vasfi olmayan soyut

nitelikte bir 6zen yiikiimliiliigii meveut degildir®?°.

Dikkat ve ozen yiikiimliligiine iligkin en mithim husus, bu yiikiimliiligiin
tespitinde hangi olgiitlerin esas alinmasi gerektiginin belirlenmesidir. Doktrinde yaygin
bir sekilde benimsenen goriise gore dikkat ve 6zen yiikiimliiliigiin belirlenmesinde

objektif kriterlerin esas alinmasi ve failin kisisel 6zellikleri dikkate alinmaksizin, makul

316 Ozgenc, s. 259; Ozbek/Dogan/Bacaksiz/Tepe, s. 478; Hakeri, s. 256.

317 Hakeri, s. 257; Ozbek/Dogan/Bacaksiz/Tepe, s. 478.

318 Ozgenc, s. 261; Artuk/Gokcen/Alsahin/Cakar, s. 437.

319 Artuk/Gokegen/Alsahin/Cakir, s. 438 vd.; Ozbek/Dogan/Bacaksiz/Tepe, s. 478.
320 Ozgeng, s. 262.
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ve tedbirli bir insanin normal sartlar altinda gdstermesi beklenen dikkat ve 6zeni gosterip
gostermediginin degerlendirilmesi gerekir®?!. Nitekim TCK’nin 22’nci maddesinin

(13

gerckgesinde de “...dikkat ve oOzen yiikiimliiliigiiniin belirlenmesinde, failin kisisel
vetenekleri gz oniinde bulundurulmaksizin, objektif esastan hareket edilir...” denilmek
suretiyle dikkat ve Ozen yilikiimliiliigiiniin tespitinde kullanilacak o6lgiit bakimindan

objektif goriisiin benimsendigi ortaya konulmustur.

Son olarak trafikte islenen taksirli suglar bakimindan objektif Ozen
yilikiimliiliigliniin yalnizca arag siiriiciileri icin degil, trafige katilan yayalar i¢in de gecerli

oldugunu sdylemekte fayda vardir®?2,

c. Fiilin iradi, Neticenin Istenmemis Olmasi

Netice, fiilin dis diinyada meydana getirdigi degisikliktir®?®. Ceza hukukunda
anlam tasiyan netice tipik neticedir ve insanin iradi olarak ortaya koydugu bir fiilin dis
diinyada meydana getirdigi degisiklik, ancak sucun kanundaki diizenlenis bigiminde yer
aldig1 takdirde ceza hukuku agisindan onem arz etmektedir®?. 5237 sayil1 TCK ’ya hakim
olan sug teorisinde her sugta bir neticenin bulundugu yoniindeki klasik anlayis terk
edilmis, netice bu bakimdan fiilin bir alt unsuru degil fiilden bagimsiz olarak tipikligin

objektif unsurlarindan biri olarak kabul edilmistir®%.

Trafikte islenen kimi suglarda salt tipik fiilin icrai veya ihmali olarak
gerceklestirilmesiyle su¢ tamamlanmakta olup bu suglara doktrinde sirf hareket suglar
ad1 verilmektedir®?®. Neticenin aranmadig1 bu tip suclara TCK m. 179°da ihdas edilen
trafik giivenligini tehlikeye sokma sugu 6rnek olarak gosterilebilir. Ote yandan diger bazi
suclarda su¢un tamamlanmis olmast i¢in fiilin icrasiyla birlikte kanuni diizenlemede
isaret edilen neticenin de meydana gelmesi gerekmekte olup fiil ile neticenin birbirinden

ayrilabildigi bu tip suglara ise neticeli su¢ ad1 verilmektedir®?’. Trafikte sikca islenen

321 Artuk/Gokcen/Alsahin/Cakir, s. 439; Ozbek/Dogan/Bacaksiz/Tepe, s. 480.

822 Dogan/Merakl, s. 106.

323 Ozbek/Dogan/Bacaksiz/Tepe, s. 225; Artuk/Gokcen/Alsahin/Cakir, s. 332; Ozgeng; s. 185; Oztiirk/Erdem, s. 212.
324 Ozgenc, s. 185; Ozbek/Dogan/Bacaksiz/Tepe, s. 225; Artuk/Gokcen/Alsahin/Cakar, s. 332.

325 Artuk/Gokcen/Alsahin/Cakar, s. 333-334; Ozgeng, s. 184; Oztiirk/Erdem, s. 212-213,

326()ztiirk/Erdem, s. 214; Ozgeng, s. 185; Artuk/Gokcen/Alsahin/Cakir, s. 334.

327 Ozgeng, s. 185; Artuk/Gokcen/Alsahin/Cakir, s. 334; Oztiirk/Erdem, s. 213.
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taksirle yaralama ve taksirle 6liime sebebiyet verme suglarini neticeli suglara 6rnek olarak

gostermek miimkiindiir.

Taksiri kasttan ayiran temel fark, failin Ongoériilebilir nitelikteki neticeyi
ongérmemesi veya neticeyi ongordiigii halde istememesi; yani failin iradesinin neticeyi
kapsamamasidir. Fiilin ve neticenin iradi olmasinin arandigi kasten islenen suglarin
aksine, taksirli su¢larda iradenin yalnizca fiile yonelik olmasi ve bununla sinirli kalmasi
gerekir. Zira taksirden dogan sorumluluk, failin iradi olarak gergeklestirdigi bir

davranmisinin iradi olmayan neticesinden sorumlu olmasini ifade etmektedir3?8,

d. Neticenin Ongoriilebilir Olmasi

Taksirli hareketlerin cezai sorumluluga yol acabilmesi igin objektif G6zen
yiiklimliiliigline aykir1 hareket tek basina yeterli olmayip ayrica bu hareketten dolay1 bir
zarar veya tehlikenin dogmasi ve eyleminden dolay1 zararli bir neticenin meydana
gelebileceginin  fail tarafindan Ongoriilebilir olmasi, diger bir deyisle 06zen
yiikiimliiliigiine uymasinin failden beklenebilir olmasi gerekir®?®. Neticenin 6ngériilebilir
olmadig hallerde failden objektif 6zen yiikiimliiliigiine uymasi da beklenemeyeceginden
bu durumlarda taksirden bahsedilmesi de miimkiin olmayacak; kusurluluktan soyutlanan
netice, ancak bir kaza veya tesadiif olarak degerlendirilebilecektir***, Bu noktada
taksirden dogan sorumlulugun, failin 6ngérebilme olanagi ve ylikiimliiliigiiniin varligina
ragmen iradi bir hareketle neticeye neden olmasindan kaynaklandigini soylemek

miimkiindiir®3?,

Neticenin Ongoriilebilir olmasinin faile karsi herhangi bir kinama yargisina
gidilmesindeki bu belirleyici rolii, somut olaylarda Ongoriilebilirlige iliskin
degerlendirmeler yapilirken kullanilacak olgiitlerin failin i¢inde bulundugu siibjektif

332

sartlara gore belirlenmesini gerektirmektedir Bu bakimdan dikkat ve Ozen

yukiimliliigiiniin tespitinde kullanilan objektif Ol¢iitiin aksine 6ngdriilebilirligin

328 Hakeri, s. 253.

329 Ozbek/Dogan/Bacaksiz/Tepe, s. 478.

330 Muharrem Ozen, “TCK’da Taksir”, Alman-Tiirk Karsilastirmah Ceza Hukuku, Cilt ITI, Eric Hilgendorf/Yener
Unver (haz.), Alman-Tiirk Karsilastirmali Ceza Hukuku, Cilt III, Prof Dr. Koksal Bayraktar’a Armagan,
Istanbul: Yeditepe Universitesi, 2010, s. 123; Ozbek/Dogan/Bacaksiz/Tepe, s. 480; Hakeri, s. 261.

331 Ozgeng, s. 264.

332 Ozbek/Dogan/Bacaksiz/Tepe, s. 480.
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tayininde kullanilan 6l¢iit, 5237 sayili TCK nin 22’nci maddesinin gerekg¢esinde “taksirli
su¢larda fail, kendi yetenekleri, algilama giicii, tecriibeleri, bilgi diizeyi ve iginde
bulundugu kosullar altinda objektif olarak var olan dikkat ve ozen yiikiimliiliigiinii
ongorebilecek ve yerine getirebilecek olmalidir.” denilmek suretiyle ortaya konulan

stibjektif nitelikte bir Slgiittiir.

Her ne kadar dikkat ve Ozen yiikiimliiliigiiniin tespitinde objektif OSlgiitlerin
kullanilmasi esas olarak kabul edilse de neticenin Ongoriilebilir olup olmadiginin
tespitinde failin yasi, cinsiyeti, meslegi, tecriibesi, fiziksel, zihinsel ve kiiltiirel durumu
gibi siibjektif durumlarin degerlendirmeye dahil edilmesi gerekir®*®. Ornegin trafikte
meydana gelen bir kazada kazaya sebebiyet veren araci kontroliinde bulunduran kisinin
bu faaliyeti bir meslek icrasi altinda yapiyor olmasi halinde, dikkat ve 6zen yiikiimliliigii
objektif olarak belirlenecek, neticenin 6ngoriilebilir olup olmadigi ise somut olay ve ilgili

334

fail acisindan siibjektif olarak degerlendirilecektir>>". Nitekim konuya iligkin Yargitay

uygulamasina bakildiginda da bazi meslek gruplarina mensup kimselerden beklenen
farkindaligin, ilgili meslegin tabiati geregi siradan bir insandan daha yiiksek oldugu

goriisiiniin benimsendigi goriilmektedir®®®.

TCK’da taksir, ikili bir ayrima tabi tutulmus olup neticenin dngoriilebilirligi, bu
ayrim acisindan onem arz etmektedir. TCK’nin 22’nci maddesinin {igiincii fikrasinda
bilingli taksir, “kisinin ongdrdiigii neticeyi istememesine karsin neticenin meydana
gelmesi” seklinde tanimlanmak suretiyle basit taksirden ayri olarak diizenlenmistir. Basit
taksir ile bilingli taksir arasindaki ayirt edici 6l¢iit, taksirde failin 6ngoriilebilir nitelikteki

neticeyi ongdérmemesi, bilingli taksir halinde ise bu neticeyi Ongdérmesine ragmen

336

istememis olmasidir Ongoriillmesi  miimkiin olan netice fail tarafindan

337

ongoriilmemisse taksirden soz etmek gerekir ki bu, taksirin basit halidir®*’. Ongériilen

333 Hakeri, s. 260.

334 Ozbek/Dogan/Bacaksiz/Tepe, s. 480.

3% Yargitay Ceza Genel Kurulu. 2013/12-771 E., 2015/150 K., T. 12.05.2015: “Kazadan bir hafta énce aracin bakimini
yaptirdigini beyan etmesine karsin bu konuya dair herhangi bir belge ibraz etmedigi, meslegi soforliik olmasina
ragmen, toplu tasima araci olarak kullanilan ve her giin trafikte seyir halinde bulunan aracin bakimlarina gereken
dikkat ve ozeni gostermedigi, olay sabahi da hidrolik yag borusunu kontrol etmeden yola ¢iktigi hususlar: birlikte
nazara alindiginda, bir kisinin 6liimii ve sikayetci olmayan iki kiginin de basit bir tibbi miidahaleyle giderilecek sekilde
yvaralanmasiyla sonuglanan trafik kazasinda asli kusurlu oldugu”
<https://karararama.yargitay.gov.tr/YargitayBilgiBankasilstemciWeb/> (Erisim Tarihi:17.07.2021).

336 Hakeri, 5.263.

337 Atuk/Gokeen/Alsahin/Cakar, s. 435.
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neticenin fail tarafindan istenmemesine ragmen gerceklesmesi ise bilingli taksiri meydana
getirmektedir®®. Her iki taksir ¢esidinde de oncelikle neticenin dngoriilebilir olmasi
gerekmekteyken basit taksir halinde fail, kendisinden 6ngormesi beklenen 6ngoriilebilir
bir neticeyi hi¢ diisinmemekte ve hem 6ngormedigi hem de istemedigi bir neticeye
sebebiyet vermekteyken bilingli taksir halinde fail, neticeyi dngdérmesine ve kaginma
imkan1 bulunmasina ragmen neticenin ger¢eklesmeyecegi inanciyla hareket etmekte ve
bu hareketiyle istemedigi bir neticeye sebebiyet vermektedir®*®. Bu noktada neticenin
Ongoriilebilir olmasi, taksiri tesadiiften ayirt etmeye yararken bu neticenin fail tarafindan

ongoriilmiis olmasi ise bilingli taksiri basit taksirden ayirmaktadir®*,

e. Neticenin Faile Objektif Olarak Isnat Edilebilir Olmasi

D1s diinyada meydana gelen neticenin faile yiiklenebilmesi, neticenin failin 6zen
yiiklimliiliigline aykiri fiilinden dogmasina bagli olup tipikliginin siibjektif unsurunun ne
olduguna bakilmaksizin biitiin suglarda failin cezai olarak sorumlu tutulabilmesi i¢in
failin fiili ile gerceklesen netice arasinda bir nedensellik bag1 bulunmas: gerekir®**. Bu
nedenle taksirin olusumunun tamamlanmasi i¢in de gereken son unsur; failin dikkat ve
0zen yiikiimliiliigiine aykirt hareketinden kaynaklanan ve sug teskil eden dngoriilebilir
neticeyle failin fiili arasinda nedensellik bagimin varligidir. Objektif 6zen yiikimliligi
ihlal edilmis olsa bile netice bu ihlalin disinda bagka bir sebeple gerceklesmisse
nedensellik iliskisi kurulmadigindan 6tiirti yiikiimliiliiglinii ihlal eden fail ceza hukuku

342 Ote yandan taksirli davranistan meydana gelen

bakimindan sorumlu tutulamayacaktir
neticeden Otlirli failin sorumlu tutulabilmesi i¢in nedensellik baginin varlig: da tek basina
yeterli olmayip sinirsiz nedenselligi engelleyici bir isleve sahip olan objektif isnadiyetin
de taksirli suglardan dogan ceza sorumlulugu bakimindan degerlendirilmesi

gerekmektedir.

338 Haluk Toroslu, Bilingli Taksir Uzerine Bir Degerlendirme, TBB Dergisi, 126: 95 — 122, 2016, s. 102.
339 Artuk/Gokcen/Alsahin/Cakar, s. 459.

340 Hakeri, s. 262-263.

341 Artuk/Gokcen/Alsahin/Cakar, s. 335-336.

342 Ozgeng, s. 265.

78



2. Otonom Araglarda Taksirden Dogan Cezai Sorumluluk
a. Genel Bilgi

Otonom araglarin karayollarinda yaygin bir sekilde kullanilmasinin ceza hukuku
acisindan doguracagi en karmasik sorunlarin biri, taksirden dogan ceza sorumlulugunun
belirlenmesidir®®®. Zira yapay zekd sistemine sahip bu araglarin tasarimindaki
organizasyon karmasasi, siire¢te katkisi bulunan kisilerin yiikiimliiliiklerinin tespitini
oldukga gii¢ hale getirmektedir®**. Taksir, yukarida detayl bir sekilde ele alindig iizere,
objektif 6zen yiikiimliiliigiine aykir1 davranislar nedeniyle sucun kanuni taniminda yer
verilen ve Ongdriilmesi miimkiin olan neticesinin dngoriilmeyerek islenmesi anlamina
gelmektedir. Bu agidan taksirli sorumlulugun belirlenmesinde objektif 6zen ylikimliiligii
ve Ongoriilebilirlik 6nemli bir yer ihtiva etmektedir. Her ne kadar temel vaadi siiriis
faaliyetini asgari insan miidahalesiyle yerine getirmek olsa da otonom siiriis, cok sayida
tarafin kolektif katilimini gerektiren karmasik bir siire¢ oldugundan bu tarz faaliyetlerde
icraya katilan her kisinin gorev ve yiikiimliiliiklerinin ayr1 ayr1 belirlenmesi ve ancak bu
belirleme yapildiktan sonra kisilerin taksirli davranislarindan &tiirii sorumlu tutulmasi
gerekmektedir®®. Bu nedenle taksirden dogan ceza sorumlulugunun belirlenmesi
acisindan oncelikle otonom araglarin kullanilmasi esnasinda ceza sorumlulugu giindeme

gelebilecek olan kisilerin objektif 6zen yiikiimliiliiklerinin ele alinmasi lazim gelir.
b. Siiriicii, Kullanici ve Programcinin Objektif Ozen Yiikiimliiliigii

Otonom arag siiriiciileri ve kullanicilari, kullanim disinda ve kullanim esnasinda
cesitli yiikiimliiliiklere sahip olup meydana gelebilecek kazalar1 onlemek igin
kendilerinden beklenebilecek dikkat ve dzeni gdstermekle miikelleftir®*®. Siiriicii veya
kullanicinin kullanim disinda yerine getirmesi gereken yiikiimliiliikler arasinda ilk akla
gelen unsur, otonom aracin ¢aligma sisteminin siiriicli ve kullanicilar tarafindan bilinmesi
olup bu kisiler; araglarini karayolu trafiginde kullanmaya baslamadan 6nce aracin ¢alisma

sistemini ve operasyonel gerekliliklerini kavramali, sisteme hakim olup olamayacagina

343 Hilgendorf, “Automated Driving and the Law”, s. 180.
344 Heinrich, s. 24.

345 Ozgeng, s. 266.

346 Cekin, s. 291; Pekmez, s. 167.
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iliskin bir degerlendirme yapmali ve sistemi gereklerine uygun bir sekilde
kullanabileceklerine iliskin makul seviyede bir kanaate varmadik¢a araci kullanmaktan

imtina etmelidir.

Ote yandan aracin otomasyon sisteminin giivenle calisip ¢alismadigimi kontrol
etmek, aracin olagan bakimini ve muayenelerini yaptirmak, sistemi {reticinin
talimatlarina uygun olarak yapilandirmak, {iretici tarafindan belirlenen giivenlik
Onlemlerini uygulamak ve iiretici tarafindan gesitli hatalar1 gidermek iizere sunulan
yazilim glincellemelerini takip ederek bunlar1 aracina yiiklemek gibi yiikiimliiliiklerin de
siiriicii ve kullanicinin kullanim disindaki yiikiimliiliigiine dahil oldugu sdylenebilir®4’.
Bakim yiikiimliiliigii agisindan asgari 6zen seviyesinin objektif bir bakis agisiyla ortalama

bir kisinin davranislar esas alinarak belirlenmesi gerektigi ifade edilmektedir#é.

Kullanim disinda yerine getirilmesi gereken bu ddevlerin yani sira siiriicii ve
kullanicilarin otonom siiriis faaliyeti sirasinda da kendilerinden beklenen 6zeni yerine
getirmesi gerekmektedir. Otonom araglarin karayolu trafiginde kullanilmasi esnasinda
taraflarin bu yiikiimliiliikklerini agikliga kavusturmak i¢in ise Oncelikle asistan sisteme
sahip araglarla otomatik siiriis sistemine sahip olan araglar arasinda ikili bir ayrima
gidilmelidir. Zira park asistani1 veya hiz sabitleyici gibi otomasyon 6zelliklerine sahip
olan seviye bir ve seviye iki diizeyindeki sistemler, her ne kadar belli siirlis gorevlerinde
stiriicliye yardimct olabilseler de siiriiciiniin ¢evreyi ve siiriis ortamini kontrol etme ve
gerekli miidahaleleri gerceklestirme yiikiimliiliigiinii ortadan kaldirmamaktadir®*®. Ancak
asistan sistemlerin aksine; otomatik siiriis sistemine sahip olan seviye ii¢, seviye dort ve
seviye bes diizeyindeki araglarda ise siiriicii ve kullanicilarin dikkat ve 6zen ylikiimlaligi
hususunda aragtaki otomasyon sisteminin seviyesinin taksir sorumlulugu baglaminda bir

parametre olarak ele alinmast ise ihtimal dahilinde goriinmektedir.

Otomatik siiriis sistemine sahip araglar arasinda siiriiciilerin objektif 6zen
yikiimliliigi, kanaatimizce en genis haliyle seviye li¢ diizeyinde otomasyona sahip olan

araclarda giindeme gelmelidir. Bunun temel sebebi ise bu tip araglarda her ne kadar

347 Cekin, s. 292; Martin Ebers, Yapay Zeka I¢in S6zlesmeden Kaynaklanmayan Sorumluluk — Temel Sorunlar, Zehra
Baser Dogan (gev.), Rechtsbriicke/Hukuk Képriisii, 16: 23 — 35, Ankara: Seckin Yayncilik, 2019, s. 97.

348 Seidel, s. 22.

349 Dogan/Merakly, s. 241..
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dinamik siiriis gorevi kimi durumlarda tamamen sistem tarafindan yiiritiilebiliyor olsa da
stiriciilerin bu durumlar dahil olmak tizere biitiin siirlis boyunca arac1 denctleme ve sistem
tarafindan gonderilen herhangi bir uyarida dinamik siiriis gérevini devralarak araci asgari
risk durumuna getirmeye hazir bulunma O6devlerini igeren bir yiikiimliligiinin
bulunmasidir®’. Buna gore drnegin siiriis gdrevinin sistem tarafindan yiiriitiildiigii bir
durumda ara¢ sensorlerinin seyir gilizergah1 iizerindeki bir cismi veya Kkisiyi
tanimlayamamasit nedeniyle sistem tarafindan insan siirliciiye siirlis gorevini
devralmasina dair bir uyar1 génderilmesine ragmen telefonuyla ilgilenerek aracin sevk ve
idaresini ele almay1 ihmal eden veya miidahale etmekte geciken siiriicli, objektif d6zen
yikiimliiliigiine aykiri nitelikteki bu davranisi nedeniyle meydana gelecek kazalardan

taksirle sorumlu olacaktir®?,

Yiiksek otomasyona sahip seviye dort diizeyinde otonom araclarda, seviye ii¢
diizeyinden farkli olarak siiriicii miidahalesine ihtiyag duyulmaksizin dinamik siiriis
gorevini yliriiten sistemin miidahale gerektiren durumlarda araci bilfiil asgari risk
durumuna getirebilmesi nedeniyle siiriiciilerin gostermesi gereken dikkat ve 6zenin daha
sinirli olmasi1 beklenmekte; en azindan, bu diizeydeki otonom araclarin temel vaadi
bdylesi bir konfor alaninin yaratilmasina dayanmaktadir. Bu yoniiyle yiiksek otomasyona
sahip seviye dort tiiriindeki otonom araglarin; siiriiciilerin yolculuk esnasinda yemek
yemek, telefonda konusmak, televizyon izlemek, oyun oynamak, kitap okumak ve hatta
uyumak gibi farkli aktivitelerle mesgul olabilmesine olanak taniyacak tiirde bir

teknolojiye sahip oldugunu sdylemek yanlis olmayacaktir.

Bu baglamda seviye dort diizeyindeki araclarda siirliciilerin siiriis gorevini
devralmasi, bir gereklilikten ziyade bir imkan olarak mevcut oldugundan objektif 6zen
yiiklimliiliigliniin diistik diizeyde otomasyon igeren araglara nazaran daha sinirli tutulmasi

352

giindeme gelebilecektir Bu nedenle bu diizeyde otomasyon igeren araclarin

stiriiciilerinden sirf siirlici koltugunda oturduklarindan bahisle siiriiciiden beklenen

350 Cekin, s. 292; Kelep Pekmez, s. 190.

351 Bir diger ornek olarak 6zellikle sosyal medyada otonom arag siiriiciileri tarafindan paylasilan videolarda sikga
goriilen direksiyon simidine portakal, muz vb. sikistirmak suretiyle aracin siiriicii uyar1 sisteminin aldatilmasi
durumunda veya sistemin uyart vermesini gerektiren bir durumda vermedigini fark etmesine ragmen aracin kontroliinii
devralmakta ihmalkar davranan ilgili siiriiciilerin 6zensiz davrandiklari sabit olup bu siiriiciilerin 6zensiz davranislar
sebebiyle meydana gelecek zararlardan taksirle sorumlu tutulmalart miimkiindiir.

352 Kelep Pekmez, s. 190-191.
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353 Ancak bu araglar, her ne kadar insan

objektif 6zeni gostermeleri beklenemeyecektir
miidahalesine ihtiya¢ duymaksizin dinamik siiriis gérevini gerceklestirebiliyor olsa da bu,
yalnizca sistemlerin igerdigi operasyonel tasarim alanlar1 dahilinde kalindig1 miiddetge
miimkiindiir. Uretici tarafindan verilen talimatlar dogrultusunda yalnizca operasyonel
tasarim alan1 dahilindeki karayollarinda kullanilmasi gereken bu araglarin, siiriicii
tarafindan treticinin talimatlarina aykir1 olarak tasarim alani siirlar1 diginda kalan bir
bolgede kullanilmasi halinde, aracin sevk ve idaresini devralmayan siiriiciiniin 6zen

yiikiimliiliigiine aykir1 davrandigi sdylenebilecektir®>,

Seviye bes tiirlindeki tam otonom araglar ise objektif 6zen yiikkiimliiligi agisindan
oldukga sorunludur. Zira doktrinde bu tip araglarda sisteme miidahale edilmesinin gerekli

%5 Yakin gelecekte

olmadig1 gibi miimkiin de olmayabilecegi ifade edilmektedir
ulasilmasi olduk¢a zor bir ihtimal olarak goriilen tam otomasyon teknolojisine sahip
seviye bes diizeyindeki otonom araglarda fiilen bir stiriiciiden dahi bahsedilemeyecegi
icin, kullanicilarin objektif 6zen ylikiimliiliigiiniin yalnizca stiriis gérevi disinda kalan
bakim, onarim ve giincelleme gibi faaliyetlerle sinirli kalmasi ve objektif 6zen
yliklimliiliiglinde goriilen bu daralmanin sonucu olarak kullanicilarin  taksir
sorumlulugunun daha diisiik seviyede otomasyona sahip araclara nazaran 6nemli 6l¢iide
azalmasi, hatta ortadan kalkmasi1 miimkiin olabilecektir. Kullanicilarin yalnizca yolcu
niteliginde oldugu ve siiriis gérevine dogrudan veya dolayli olarak miidahale etmedigi
tam otonom araglarda kullanicilarin sorumluluguna gidilmemesi, mevcut durumun bir
taksirli davranis olarak degil bir “ara¢ arizasi”®® olarak kabul edilmesi gerekecegi

diistiniilmektedir®’.

Ote yandan siiriicii ve kullanicilar gibi otonom arag programcilari da {iretim ve
kullanim asamasinda cesitli yiikiimliiliiklere tabidir. Uriiniin giivenli bir sekilde

caligabilmesi ic¢in tasarim asamasinda gosterilmesi gereken azami Ozenin programci

353 Aksoy Retornaz, s. 341.

354 Operasyonel tasarim alani yalnizca belirli sehirlerarasi otoyollari kapsayan bir otonom aracin sehir iginde veya
aracin tanimi disinda kalan herhangi bir bolgede otonom modda kullanilmasi, bu duruma 6rnek olarak gosterilebilir.
35 O’Toole, s. 2; Kelep Pekmez, s. 180.

3% Robotlarin cezalandirma alternatifleri bakimindan kast ve taksir kavramlari yerine “amaclama/hedefleme ve islem
hatasinn yol agtigr sorumluluk” seklinde iki yeni kavram kulanilmasi 6nerisi i¢in bkz. Dogan/Merakli, s. 238 vd.

357 Doume/Palodichuk, s. 1161.
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taraflarca gosterilmesi gerekir. Programci, otonom araglar1 yonlendiren yazilimin tasarim

asamasinda kendi uzmanhginmn gerektirdigi biitiin 6zeni gdstermekle yiikiimliidiir®8,

Ancak teknik olarak karayolunda goriilebilecek tiim senaryolar1 kapsamina alan
bir programin yapilamayacagi, yapilsa dahi karayollarindaki tiim olasi trafik kazalarindan
kaginilamayacag1 ve kacinilmaz olay kurgulari agisindan yikiimliliigiine aykiri
davranistan da soz edilemeyecegi goz Oniinde bulunduruldugunda kaginilmaz olay
kurgularinda programciya ceza sorumlulugu tahmil edilemeyecegini de kabul etmek
gerekmektedir. Programcinin programi tasarlarken yaptigi tasarim hatalari nedeniyle
meydana gelecek olasi kazalarda ise genel taksir kurallar1 gercevesinde programcinin
objektif 6zen ylkimliiliigiine aykir1 davrandiginin kabul edilmesi ve bu cihetle

programcinin ceza sorumluluguna gidilmesi ise miimkiin goriinmektedir3®°.

Ceza hukuku ac¢isindan motorlu ara¢larin tiretim ve kullanimina iliskin standartlar,
arag iireticilerinin ve karayolu trafiginde yer alan taraflarin 6zen ytkiimliiliigiiniin 6nemli
kaynaklar1 arasindadir. Otonom siiriise katilan taraflarin objektif 6zen yiikiimliiliikleri de
biiylik dl¢iide 6zel hukuk kapsaminda uygulanacak standart bakim diizeyine bagli olarak
belirlenecek olup bu yoniiyle 6zel hukukta Ongoriilen standartlar, ceza hukuku
bakimindan uygulanacak standartlara nazaran daha yiiksek olacak ve bir kisinin fiili 6zel
hukuk kapsaminda sorumluluga yol agmadikg¢a biiyiik ihtimalle ceza hukuku kapsaminda

da sorumluluk dogmayacaktir®®°.

[fade etmek gerekir ki Tiirk hukuku acisindan bu konuda heniiz hukuki bir cerceve
ortaya konulmamustir. Karayolu trafiginde taraflarin objektif 6zen yiikiimliliiglinlin ana
kaynagi, trafik kurallarini igeren normlar olup Tiirk hukukunda karayolu trafigindeki
Oznelerin 6zen ylikiimliiliiklerini tesis eden diizenlemeler Karayollar1 Trafik Kanunu ve
bu kanuna bagh olarak ihdas edilen Karayollar1 Trafik Yonetmeligi ile ortaya
konulmustur. Ancak 2021 yil1 itibariyla Karayollar1 Trafik Kanunu kapsaminda otonom
araclara dair herhangi bir diizenleme mevcut degildir. Konuya iliskin literatiirde bu

araclarin ara¢ olarak kabul edilecegini agik¢a ortaya koyan tanimlarin yapilmasi,

358 Kelep Pekmez, s. 192.
359 Heinrich, s. 28; Cekin, s. 296.
360 Sejdel, s. 21-22.
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otomasyon seviyelerini siniflandiran bir diizenleme ile otonom araglarin KTK kapsamina
dahil edilmesi; ayrica seviye li¢ ve seviye dort tiirtindeki araclar1 kullanan kisilerin KTK
kapsaminda siirlicii sayilacaklarina, seviye bes tiiriindeki tam otonom araglar1 kullanan
kisilerin ise siirlicii hilkkmiinde sayilacaklarina iligkin bir diizenleme yapilmasi geregi
ifade edilmekte®! olup kanaatimizce de bu degisiklikler, otonom siiriise katilan taraflarin
hak ve ylkiimliiliiklerinin belirlenmesi ve otonom araclarin test edilip kullanilabilecegi

yasal zeminin tesis edilmesi a¢isindan mutlak zorunluluk arz etmektedir.

Kanaatimizce sorumluluk o6znelerinin 6zen yiikiimliligliniin siirlis otomasyon
sistemlerinin  seviyesindeki artisa bagli olarak azalacagina iliskin olast bir
argiimantasyon, mevcut durumda hukuki dayanaktan yoksun olacaktir. Zira bu derecede
bir genel muafiyetin saglanmasi ancak otonom araglarin neredeyse hatasiz calisabildigine
ve kazalarin1 6nlemede basarili olduguna dair kamu giiveninin tam olarak saglanmasiyla
miimkiin olabilecektir. Bu baglamda o6gretide siirlis otomasyon sistemlerine duyulan
giivenin ve araglarin otonom 6zelliklerinin siiriicii ve kullanicilar agisindan objektif 6zen
ylkiimliiliigiinii azaltan ve taksirli sorumlulugu smirlandiran bir etmen olarak ele
alinmamasi gerektigi seklinde ortaya konulan goriis®®? kanaatimizce de isabetli olup salt
siirlis otomasyon sistemlerinin seviyesine dayali olarak siiriiclilerin  6zen

yiikiimliiliiklerinden kendiliginden kurtulmasi séz konusu olmamalidir®®,

Son olarak otonom arag siiriiciilerinin objektif 6zen yiikiimliiligii bakimmdan
mukayeseli hukuktan Alman Karayollari Trafik Kanunundaki degisikliklere
deginilmesinde de fayda vardir. Bu ¢alismada seviye bes veya tam otonom arag olarak
tanimlanan araglar1 kapsamina almayan ve yalnizca seviye ii¢ ve seviye dort tliriindeki
araglari regiile eden bu Kanun’un §1a ve §1b hiikiimleri birlikte ele alindiginda Alman i¢
hukukunda seviye ii¢ ve seviye dort diizeyindeki araglari kullanan kisilerin siirticii
sayildigin ve siirticiilerin siiriis gorevini sisteme devrettiklerinde dahi aracin kontroliinii
her an devralabilecek sekilde algilamaya hazir bulunmalarimin sart kosuldugunu
soylemek mimkiindiir. Bu konuda her ne kadar kanunda “algilamaya hazir bulunma”

kavramindan ne anlasilmasi gerektigi net bir bicimde ortaya konulmamis olsa da davranis

361 Kelep Pekmez, s. 193.
362 Kelep Pekmez, s. 190.
363 Ayn1 yonde bkz. Hilgendof, “Otomatiklesmis Siiriis ve Hukuku — Genel Bir Bakis”, s. 438.
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yiikiimliiliiklerinin somutlastirilmasinda detayli bir kanun yaziminin miimkiin olmadig:
ve detay olarak nitelendirilebilecek hususlarin uygulamada adli merciler tarafindan

yorumlanarak agiklanacag: ifade edilmektedir®®*.

Alman uygulamasinda yer alan s6z konusu diizenleme, trafik akisindaki asgari
stiriicli reaksiyon siireleri gozetildiginde bdylesi bir objektif 6zen yiikiimliiliigiine uygun
davranilmasinin siiriiciilerden siibjektif olarak beklenemeyecegi gerekgesiyle doktrinde

365 Bu baglamda kanaatimizce ilgili mevzuatin hazirlanmasi

hakli olarak elestirilmektedir
asamasinda insan beyninin isleme kapasitesinin, siiriiciiniin otonom sisteme miidahale
edebilme yetenegi ve imkani ile genel olarak insan siiriiciilerin miidahaleye iliskin
biyolojik smirlarinin dikkate alinmasi gerekmektedir. Zira otonom arag siiriiciilerine
sliriis gorevinin icrasina iliskin kat1 bir 6zen ylikiimliiliigii yiiklenmesi, otonom araglarin

yayginlagsmasindaki temel amagla celisen 6l¢iisiiz bir sinirlandirma olacaktir.
c. Otonom Araclar ve Trafikte Giiven Ilkesi

Karayolu trafiginin dinamik niteliginden dogan insan davranislar1 ve hukuki
yararlar kendi dogalarinda bir paralellik arz etmemekte olup hukuk diizeninin bunlar1 bir
diizen altinda bagdastirmaya elverisli olmas1 gerekir®®, Objektif 6zen yiikiimliiliigiinii
sinirlandiran bir unsur olan giiven ilkesi, bu baglamda trafikte islenen suglar bakimindan
oldukca 6nemli bir unsurdur. Giiven ilkesi, esas olarak hukuka uygun bir sekilde hareket
eden bir kisinin, baskalarmin da bu sekilde hareket edecegine duydugu giiveni
kapsamakta olup bu ilkenin sonucu olarak hi¢ kimse, hukuka uygun bir davranig
sergilerken ayni anda bagka kimselerin hukuka aykir1 davranma ihtimalini gozetme ve

davranisin1 buna gére yonlendirmekle yiikiimlii degildir3®’.

Giiven ilkesi ilkin ve en sik sekilde trafikte meydana gelen kazalar iizerinde
uygulanmis ve siiriiciilerin, kendileri diginda trafikte yer alan diger kisilerin dikkat ve

6zen ylikiimliiliiklerine uygun bir sekilde hareket edeceklerine duyduklari giiven bu yolla

364 Hilgendorf, “Otomatiklesmis Siiriis ve Hukuku — Genel Bir Bakis”, s. 440.

365 Catakly, s. 168 vd.

36 Erhan Adal, Trafikteki Tavir ve Hareketlerde Yeni Bir Temel Kaide: itimat Prensibi, [UHFM, 30(1-2): 234 — 243,
1964, s. 236.

367 [zzet Ozgeng/Cumhur Sahin, Uygulamah Ceza Hukuku, 3. Bas1, Ankara: Seckin Yaymevi, 2001, s. 180.
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sonuca baglanmistir®®®, Bu ilke geregince trafik kurallara uygun hareket eden bir kisi,
aksini diistindiirecek emareler bulunmadigr siirece trafige katilan diger kisilerin de
kurallara uyacagina giivenebilir ve bu kimselerin davranisindan dogmasi muhtemel
herhangi bir tehlikeyi hesaplamakla miikellef degildir®®. Ornegin bulunulan konumda
gecis hakkina sahip bir siiriicii, gliven ilkesi geregi diger siiriiclilerin bu hakkina riayet
edecegine giivenerek hizini azaltmak veya yoniinii degistirmek gibi 6nlemler almaksizin

normal bir sekilde seyrine devam edebilecektir.

Ne var ki hakliliktan dogan bu giiven mutlak olmay1p hak sahibinin bu hakkinin
ihlal edilecegine dair hak sahibi tarafindan 6ngoriilebilir somut emareler mevcut oldugu
takdirde -bir trafik kazasinin gergeklesmesinin sebep olabilecegi zarar, akici bir trafigin
barindirdig1 faydaya nazaran daha yiiksek oldugundan- hak sahibinin, gecis hakkini
kullanmak i¢in hareketine devam etmek yerine kendi yoniinden kazaya engel olmak i¢in
gerekli dnlemleri almasi gerekir®™®, Zira giiven ilkesi yalmzca trafikteki diger kisilerin
mevcut kurallara aykirt davranista bulunduklart konusunda giiglii emarelerin
bulunmadig1 durumlarda gegerli olup bdyle bir emarenin mevcut olmasi halinde giiven

ilkesinin etki alan1 daralabilecek ve hatta tamamen ortadan kalkabilecektir®'®.

Sonug olarak giiven ilkesinin “kurallara uymak” ve “daha yiiksek ozenin
gosterilmesini gerektiren bir durumun bulunmamas:” seklinde iki bileseni bulundugunu
ve bu ilkenin sonuglarini somut bir olayda dogurabilmesi i¢in her ikisinin de birlikte
saglanmis olmas1 gerektigini ifade etmek miimkiindiir’’?. Giiven ilkesi, bir yandan
yukarida sayilan yonleriyle trafige katilanlarin objektif 6zen yiikiimliiliiklerinin

belirlenmesine yonelik bir igsleve sahipken 6te yandan nedensellik baglantis1 yoniinden

368 Tugrul Katoglu, Ekip Halinde Yiiriitiilen Faaliyetlerde Giiven ilkesi ve Ceza Sorumlulugu, TBB Dergisi, S. 68: 29
—42,2007,s. 31.

369 Artuk/Gokcen/Alsahin/Cakur, s. 451; Adal, s. 237.

870 Adal, s. 242; Artuk/Gokceen/Alsahin/Cakar, s. 451; Yargitay 4. Hukuk Dairesi. 1984/ 6338 E., 1984/ 7836 K., T.
23.10.1984: “...Gecis iistiinliigii, mutlak bir davrams 6zgiirliigii vermez. Ozel durumlarin varhigi kabul edilmelidir.
Daha kavsaga girdigi anda gegiy iistiinliigii kuralina aykiri davranilacagini ve davranildigini bilen ve goren, iistelik
kolayca gegebilecegi yolda olaya karisan siiriiciive verilen kusur (%25) dogru olmanmugstir...”; Yargitay 4. Hukuk
Dairesi., 1987/2027 E., 1987/3265 K., T. 28.04.1987: “...Davaci ..... 'in gegiy tistiinliigiine sahip oldugundan olayda
birinci derecede (asli) kusurlu olmadiginin kabulii dogru olur. Ciinkii, yanip sonen fasilali sar stk baska aracin
kavsaga girmeyecegi giivenini vermistir. Ne var ki, bugiinkii ¢agdas trafik anlayisi ve hukuku, gecis iistiinliigiiniin
varattigi giivenin mutlak olmadigini kabul eder; ézel istisnai durumlarin varligi halinde arag siiriiciisii yaratilan
giivenden yararlanamaz. Aksi halde akici bir trafik, kisilerin mal ve can emniyetine tercih edilmis olurdu...."”

81 Dogan/Merakli, s. 69-70.

372 Hamdi Yilmaz, Karayollar1 Trafik Kanununa Gére Zararin Paylastirllmasi, Ankara: Segkin Yaymcilik, 1995,
s. 159.
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neticenin faile objektif olarak isnat edilebilir olup olmadiginin belirlenmesinde de 6nem

arz etmektedir3’s.

Bu baglamda karayolu trafigindeki davramiglarini algoritmalar
araciligiyla tayin eden otonom araglarin, kKarayolu trafiginde giiven ilkesinin uygulama
alanini da etkileyecegini sdylemek miimkiindiir. Geleneksel araglarda oldugu gibi giiven
ilkesinin otonom araglarda uygulama bulmasi icin de arag siiriiciilerinin kendilerinden
beklenen 6zen yiikiimliigiinli yerine getirmesi yeterli olmayacak, ayrica daha yiiksek bir
0zenin gosterilmesi gerektiren ve siiriicii tarafindan 6ngoriilebilen somut bir emarenin de

bulunmamasi gerekecektir®’*,

Otonom araglarin kullanilmasinin giiven ilkesine etkisi bahsinde deginilmesi
gereken bir diger husus ise otonom araglarin karayolu trafiginde ayirt edilmesinin trafik
giivenligi agisindan gerekliligine iliskindir. Zira diger arag siiriiciileri ve yayalar gibi
karayolu trafigine katilanlarin otonom araglarin kullanildigi bolgelerde uygun hareket
edebilmesi, karsilarindaki araci taniyabilmeleriyle de alakalidir. Bu bakimdan kendi 6zen
yiikimliiliiklerini yerine getiren geleneksel arag stiriiciilerinin, otonom araglarin yarattigi
riskleri gozetmekle miikellef olmalar1 kabul edilebilir olmayacaktir. Ancak ayni sekilde,
otonom araclarin avantajlarinin  karayolu trafiginin diger Oznelerinin G6zen
yiikiimliiliigiiniin siirlarini daraltmayacagmi da ifade etmek gerekir. Ornegin otonom
araclarin her haliilkarda kazadan kaginmak iizere programlandig: bilgisine giivenerek ve
kaza olmayacagimi diisiinerek bir otonom aracin dniinde ani fren yapan bir siiriiciiniin
veya ge¢is hakkinin bulunmadigi bir noktada ayni saikle bir otonom aracin 6niine atlayan
yayalarin bu hatali davranislardan dolay1 meydana gelecek olasi kazalarda giiven ilkesine

dayanmasi miimkiin olmayacaktir.

Otonom araclarin kullanilmasinda giiven ilkesinin uygulanmasi, geleneksel
araglarda oldugu gibi objektif 6zen kurallarina uyulmasi1 ve daha yiiksek 0Ozenin
gosterilmesini gerektiren ongoriilebilir somut emarelerin bulunmamasi sartlarina bagl
olup bu hususun ¢éziimlenebilmesi i¢in dngoriilebilirlik de ayrica ele alinmalidir. Zira

otonom araglarin hareketini miimkiin kilan programlarda bir hata meydana gelmesi her

373 Veli Ozer Ozbek, “Ceza Hukukunda Nedensellik Baglantis1 ve Neticenin Objektif Yiiklenebilirligi Teorisi”, Ceza
Hukuku Dergisi, 2(5): 47 — 71, Aralik 2007, s.47.

374 Otonom araglar ve giiven ilkesine iligkin dikkat geken bir bagka husus ise otonom araglarmn insan katilimcilarin
hatali davraniglarini gozeten fakat diger otonom araglarin daima kurallara uygun hareket edecegine giivenen bir
yazilimla donatilmasi fikridir. Bkz. Hilgendorf, “Otomatiklesmis Siiriis ve Hukuku — Genel Bir Bakis”, s. 454.

87



zaman miimkiinken bunun siiriicii tarafindan 6ngoériilebilmesi ise her durumda imkan
dahilinde olmayacak; bu nedenle siiriiciiler, yalnizca dis kaynakli emareleri gbzetmekle
yetinmeyip ara¢ hareketlerinde daha yiiksek 6zen gostermeyi gerektirir emarelerin

mevcut olup olmadigini da gézetmek durumunda kalacaktir.
d. Otonom Ara¢ Kullamminda Neticenin Ongériilebilirligi

Ogretide yapay zekanm amacina uygun olarak kullanilmas1 halinde dahi kendi
kendine 6grenebilme kabiliyeti sayesinde otonom bir sekilde deneyimlerinden 6grendigi
davranislari sergileyerek calismasinin tehlike yarattigi, bu tehlikenin 6ngdriilemez oldugu
ve nihayetinde odngoriilemeyen bir gelismeden kaynaklanan zararlarin ortaya ¢ikabilecegi
belirtilmektedir?™. Bu nedenle otonom araglarda sistem tarafindan yonlendirilen arag
hareketlerinin siirticii, kullanici ve programcilar agisindan 6ngériilebilir olup olmadiginin
belirlenmesi ve hukuki diizenlemelerin bu durum gozetilerek ihdas edilmesi gerekir®’®.
Ongoriilebilirlik, objektif 6zen yiikiimliliigiiniin dogal bir sonucu olup neticenin
ongoriilebilir olmamasi halinde kimseden objektif 6zen yiikiimliiligiine uygun bir sekilde

davranmasi beklenememektedir®”’

. Ayr bir kavram olarak ongorebilme ise failin fiilinin
doguracagi sonuglari siibjektif olarak kestirebilme yetenegini ifade etmektedir. Neticenin
ongoriilebilir olup olmadiginin tespitinde failin yasi, cinsiyeti, zekd durumu, tecriibesi ve

sosyal sartlar1 gibi sahsi 6zelliklerinin kistas alinmaktadir.

Otonom araglarda siiriicii ve kullanicilarin siirlis gorevine iliskin miidahale
gereksinimleri farkli seviyelerde olmakla birlikte, doktrinde 6zellikle seviye lig ve seviye
dort diizeyindeki otonom araglarin 6ngoriilebilirlik agisindan birbirinden farksiz oldugu
dile getirilmektedir®’®. Kanaatimizce isabetli olan bu tespite seviye bes diizeyindeki tam
otonom araglar1 da dahil etmek miimkiindiir. Otonom araglarda 6ngoriilebilirlik, aracin
otomasyon sisteminde bulunan arizalarin hangi sartlarda ortaya c¢iktigina ve siiriis
gorevini nasil etkiledigine bagl olarak degisebilecek olup ongoriilebilirliginin tespitinde

temel referans noktasi ise failin aragtaki olas1 arizay1 dngormesinin kendisinden siibjektif

375 Cerka Paulius/Jurgita Grigiené/Gintaré Sirbikyté, “Liability for Damages Caused by Artificial Intelligence”,
Computer Law & Security Review, 31(3): 376 — 389, 2015, 5.386; Jacob Turner, Robot Rules: Regulating Artificial
Intelligence, 1. Baski, London: Palgrave Macmillan, 2018, s. 89.

376 Kelep Pekmez, s. 192.

377 Ozbek/Dogan/Bacaksiz/Tepe, s. 480.

378 Kelep Pekmez, s. 191.
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olarak beklenip beklenemeyecegi olacaktir. Bu baglamda taksir sorumlulugu agisindan
otomatik siirlis sistemine sahip araglarda tipik neticelerin gercekleseceginin kural olarak

ongoriilebilir oldugunu soylemekte bir sakinca yoktur3’®

. Zira makine 6grenmesi
ciktilarinin 6ngorillemez olmasi ve araglarin aga bagli olmasi, makinelerin muhtemel
riskli hareketlerini ve bu hareketlerden dogacak muhtemel neticeleri ongoriilebilir hale

getirmektedir®®

. Bu hususta 6ngoriilii bir siiriiciiniin, karayolu trafiginin olagan akisinda
siirlis otomasyon sistemlerinin arizalanabilecegini mutlak bicimde ongorebilecegi ifade
edilmektedir®®. Ornegin aracin uyari vermesi gereken bir durumda uyar1 vermekte
geciktiginin siiriicii tarafindan fark edilmesi halinde aracin sisteminde bir ariza oldugunun
ve bu arizaya kayitsiz kalinmasindan kaynaklanmasi muhtemel neticelerin artik
ongoriilebilir oldugu sdylenebilecek ve diger sartlarin da yerine gelmesiyle birlikte

siiriiciiniin taksirli sorumlulugu giindeme gelebilecektir®®?,

Ancak neticenin 6ngoriilebilirliginin ve netice 6ngoriilebilir nitelikte ise failin
bunu 6ngdriip Ongoérmediginin her olayin kendine 6zgii ozellikleri kistas alinmak

383, Ongoriilebilirligin tespiti igin otonom araglarin

suretiyle aragtirllmasi gerekmektedir
0zgil aksaminin etraflica arastirilmasi ve hangi otomasyon sistemlerinin araca
dercedildiginin ortaya konulmasi gereklidir. Bu noktada aracin otomasyon sisteminin
stirlicii miidahalesini gerektirip gerektirmedigi, aracta donanim veya yazilimla alakali
herhangi bir arizanin mevcut olup olmadig ve siiriiciiniin arizaya iliskin bir bilgisi olup

olmadig gibi kriterler, dngoriilebilirligin tespiti agisindan 6zellikle dnemlidir.
e. Taksirli Suclarda Sorumlulugun Paylastirilmasi

Taksirli sorumluluk bahsindeki sorunlardan bir digeri ise otonom araglarin
otomasyon sistemlerinin liretim, programlama, ruhsatlandirma ve kullanim siireglerine
cok sayida kisinin katilmasi nedeniyle olasi kazalarda nihai sorumlulugun kimde
oldugunun ve kazadan kagmabilirligin miimkiin olup olmadiginin kesin olarak tespit

edilememesi halinde bir¢ok kisiye taksir isnat edilebilmesi durumunda sorumlulugun

379 Gless, s. 465; Catakh, s. 167.

380 Gless/Silverman/Weigend, s. 142.

381 Hilgendorf, “Otomatiklesmis Siiriis ve Hukuku — Genel Bir Bakis”, s. 444.
382 Kelep Pekmez, s. 191.

383 Sejdel, s. 22.
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nasil paylastirilmas1 gerektigine iliskindir®4. Trafik kazalarinda ceza sorumlulugu
arastirilirken kazaya etki eden etmenlerin somut bir sekilde belirlenmesi ve ceza hukuku
baglaminda deger tasiyan sonuglara iligkin fail veya trafige katilan diger kisilerin
kusurunun varligimin ve kusur derecesinin tespit edilmesi gerekir. Zira kusurlulugun
genel sart1 olarak trafikte meydana gelen suglarda netice her ne olursa olsun neticenin
meydana gelmesinde kusuru bulunmayan kisilerin ceza sorumlulugundan s6z edilmesi
miimkiin degildir. Trafik kural1 ihlallerinde veya trafik kazalarinda fail, fiilinden kusuru
oraninda sorumlu olacag1 i¢in Ozellikle yaralama veya Oliim ile sonuglanan trafik
kazalarinda faile verilecek cezanin belirlenmesi agisindan kusurluluk incelemesi oldukga

Onem arz etmektedir.

Taksirli suglarda objektif 6zen ylikiimliiliigiiniin yerine getirilmesini etkileyen bir
baska kisi ya da durum mevcut oldugunda taraflarin yarisan kusurlarindan séz
edilmektedir. Taksirli hareketlerin birlesmesi olarak da anilan bu durumda TCK m. 22/5
geregi birden fazla kisinin taksirli davranisiyla sebebiyet verdigi suclarda herkes kendi

kusurundan dolay1 ve kusuru kadar sorumlu olmaktadir.

Otonom  araglarin  kullanilmasindan  dogan  kazalarda  sorumlulugun
paylastirilmast acisindan sorunlu olabilecek husus ise bu araglarin tasarim ve kullanim
siireclerinde oldukga fazla sorumluluk 6znesinin yer aliyor olusudur. Ozellikle otonom
araglara yiiklenen yazilimlarin birgok programci tarafindan miistereken programlanmasi
ve her birinin digerine giiven duymasi halinde yazilimdaki bir hatadan kaynaklanan
zararlarin kime ve hangi derecede tahmil edilebilecegi hususunun taksirli suglarda yarisan
kusurlar baglaminda tespiti gerekmektedir. Bu gibi durumlarda davraniglarin kusurlu olup
olmadigi, davraniglar kusurlu ise bu kusurun kime ait oldugu ancak aracin teknik
ozelliklerinin belirlenmesi ve araglarin donaniminda yer alan olay veri kaydedicilerinin
incelenmesi yoluyla tespit edilebilecek®®® ve sorumlulugun nasil taksim edilecegi hususu

bu sekilde elde edilen bulgulardan yola ¢ikilarak ¢dziimlenebilecektir,

384 Heinrich, s. 28.
385 Pekmez, s. 168.
386 Heinrich, s. 28-29.
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II. CEZA SORUMLULUGUNUN TESPITINDE OLASI ZORLUKLAR

A. Kazalarda Nedensellik Baglantis1 ve Objektif Isnadiyetin Tespiti
1. Nedensellik Baglantisi ve Objektif isnadiyet
a. Nedensellik Baglantisina iliskin Genel Bilgi

Trafikte karsilasilan suglarin ekseriyeti temelde bir trafik kazasi seklinde meydana
gelmekte olup 2198 sayili Karayollar1 Trafik Kanunu’nun 3’tincii maddesinde trafik
kazas1 “Karayolu iizerinde hareket halinde olan bir veya birden fazla aracin karistig
oliim, yaralanma ve maddi zararla sonu¢lanmis olan olay” olarak tanimlanmistir.
Kanunun tanimindan anlagilacagi lizere bir olayin trafik kazasi olarak
nitelendirilebilmesi, olayin karayolu iizerinde gerceklesmesine, hareket halinde olan en
az bir aracin varligina ve olaya sebep olan hareketle olayin sonucu olarak ortaya ¢ikan
cismani veya maddi zararlar arasinda nedensellik baglantis1 olmasina baglidir. Bu

nedenle trafikte islenen suglarda nedensellik baglantisinin tespiti oldukc¢a dnemlidir.

Nedensellik baglantisi, failin fiili ile netice arasindaki objektif sebep-sonug
iliskisini ifade etmekte olup failin sorumlulugundan s6z edebilmek i¢in iglenen fiil ile
netice arasinda nedensellik baglantisinin bulunmasi gerekir®®’. Bu tanimdan anlasilacagi
tizere nedensellik baginin bir yoniinii netice teskil ettiginden, nedensellik baglantisi
yalnizca neticeli suglarda aranmasi gereken bir kosul olarak kabul edilmekte ve hareketin
sucun olusumu acisindan yeterli kabul edildigi sirf hareket suglarinda boyle bir
arastirmaya ihtiya¢ duyulmamaktadir®®. Tipiklikte hareketten ayr1 olarak bir neticenin de
bulunmasini gerektiren neticeli suclarda ise neticenin faile yiiklenebilmesi, failin hareketi
ile netice arasinda nedensellik iliskisinin kurulabilmesine baglidir®®. Neticenin tek bir
sebebi olabilecegi gibi birden fazla sebebin bir araya gelerek neticeyi meydana getirmesi
de miimkiindiir ve nedensellik baglantis1 acisinin kompleks konular1 da sebeplerin

coklugu halinden kaynaklanmaktadir>®.

387 Ozgeng, s. 185-186; Artuk/Gokcen/Alsahin/Cakir, s. 335-336; Dogan, Merakli, s. 145; Oztiirk/Erdem, s. 226-227;
Ozbek/Dogan/Bacaksiz/Tepe, s. 231; Hakeri, s. 188.

388 Oztiirk/Erdem, s. 226-227; Artuk/Gokcen/Alsahin/Cakir, s. 336.

389 Ozgeng, s. 185; Artuk/Gokcen/Alsahin/Cakir, s. 336.

390 Artuk/Gokcen/Alsahin/Cakir, s. 336; Hakeri, s. 189.
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Neticeyi meydana getiren her sartin ayni degerde oldugunu ifade eden ve bu
nedenle sartlarin esitligi teorisi olarak da adlandirilan sart teorisine gore; netice,
kendisinden dnce bulunmasi zorunlu biitiin sartlarin bir araya gelmesiyle gergeklesmekte
olup sebebi olusturan bu sartlarin tamami aym degeri haizdir®®. Boylece sartlardan
birinin yoklugu halinde neticenin gerceklesmeyecegi sdylenebiliyorsa o sartin netice

bakimindan nedensellik degerine sahip oldugunu séylemek miimkiindiir3®,

Nedensellik baglantisinin hukuki degil dogal bir unsur olarak ele alindig: sart
teorisinde neticeyi meydana getiren sebepler arasinda 6nemli-6nemsiz seklinde bir ayrim
yapilmaks1zin®®® her sart, nedensellik iliskisinin bir parcas1 olarak kabul edilmektedir®®*.
Bu nedenle teoriye yonelen en biiyiik elestiriler de; neticenin meydana gelmesindeki tim
sebeplerin esit degerde goriilmesinin ve her sebebin nedensel olabildiginin kabuliiniin
ceza sorumlulugu sinirlarinin  Olglistizce genislemesine neden olmasi etrafinda

toplanmistir®®,

Sart teorisinin ihtiva ettigi sinirsiz sorumluluk alani, teorinin faili neticeden dolay1
sorumlu tutmak i¢in gerekli fakat yetersiz olarak nitelendirilmesine neden olmus ve
nedensellik baglantisinin tespitinde sart teorisine gore nedensellik iliskisi kurulduktan
sonra neticenin faile objektif olarak isnat edilip edilemeyecegine iliskin normatif bir
degerlendirmenin yapilmasinin da gerekli oldugu diisiincesi, 6gretide objektif isnadiyet
teorisinin dogmasiyla sonuglanmistir®®®. Zira ceza hukukunda fiil ile netice arasindaki
nedensellik baglantisinin kurulmasi yeterli olmayip neticenin faile objektif olarak isnat

edilip edilemeyecegi hususu da 6nem arz etmektedir®®’.

Objektif isnadiyet teorisine gore failin neticeden sorumlu tutulabilmesi i¢in
nedensellik baglantis1 gerekli olmasina ragmen bu bagin kurulmasi bu hususta tek basina

yeterli olmayip ayni zamanda neticenin normatif agidan failin eseri olup olmadig:

391 Oztiirk/Erdem, s. 229; Hakeri, s. 211; Ozbek/Dogan/Bacaksiz/Tepe; s. 232; Artuk/Gokcen/Alsahin/Cakar, s. 338.
392 Ozbek/Dogan/Bacaksiz/Tepe; s. 232; Artuk/Gokcen/Alsahin/Cakir, s. 338; Hakeri, s. 189; Oztiirk/Erdem, s. 229.
393 Ornegin nedensellik baglantisinin tespitinde sart teorisinin uygulanmasi; 6liimle sonuglanan bir trafik kazasinda
yalnizca kasten veya taksirle 6liime sebebiyet veren siiriicliniin degil, kusurlari olup olmadigina bakilmaksizin araci
tireten, satan, isleten kisilerin ve hatta siiriiciiniin ebeveynlerinin dahi neticeyi meydana getiren sartlar olarak ele
alinmasi sonucunu dogurmaktadir.

394 Oztiirk/Erdem, s. 229; Hakeri, s. 211. Ozbek/Dogan/Bacaksiz/Tepe; s. 232.

395 Artuk/Gokcen/Alsahin/Cakir, s. 340; Hakeri, s. 211; Oztiirk/Erdem, s. 229.

3% Artuk/Gokcen/Alsahin/Cakir, s. 354; Oztiirk/Erdem, s. 230; Dogan/Merakli, s. 149; Hakeri, s. 211.

397 Oztiirk/Erdem, s. 234.
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arastirilarak faile objektif olarak isnat edilebilir olup olmadiginin belirlenmesi
gerekmektedir3®®. Objektif isnadiyet teorisinin bu yoniiyle sart teorisini temel almakla
beraber nedensellik iliskisinin tamamlanmasinda normatif bir iglevi oldugunu ve birtakim
ek kriterlerin degerlendirmeye dahil edilmesini saglamak yoluyla sart teorisinden dogan

siirsiz nedenselligi sirlandirdigini sdylemek miimkiindiir®®,

b. Objektif isnadiyet Kriterleri

Objektif isnadiyet, temel anlami itibariyla neticenin failin eseri olarak meydana
gelip gelmediginin tespitidir*®. Neticenin failin eseri olup olmadigma yénelik bu
degerlendirme ise Ogretide failin hukuken 6nemli dl¢lide risk yaratip yaratmadigi ve

neticeye hitkmedebilirligi gibi cesitli kriterler cercevesinde yiiriitiilmektedir®®®,

Neticenin faile objektif olarak isnat edilebilmesinin 6n kosullarindan ilki, failin
gerceklestirdigi fiil ile ortaya ¢ikan netice arasinda nedensellik baglantisinin bulunmasi
olup bu nedensellik baglantisinin tespitinde ise yukarida ele alinan sart teorisinin esas
alinmas: yeterlidir*®2. Buna gore failin fiili gerceklestirmemesi halinde neticenin de
meydana gelmeyecegi soOylenebiliyorsa failin fiilinin netice bakimindan nedensel

oldugunu ve bdylece nedensellik baglantisinin tamamlandigini sdylemek miimkiindiir4®3,

Ikinci bir kriter olarak, neticenin faile objektif olarak isnat edilebilmesi i¢in ilgili
neticenin failin eseri olmasi gerekmekte olup nedensel akisin failin eseri olarak ona isnat
edilebilmesi ise failin neticeye hitkmedebilir olmasina baglhdir*®*. Bu nedenle tamamen
uzak sartlar, atipik nedensel olaylar ve hayatin i¢inde bulunan genel riskler kisilere
objektif olarak isnat edilemez*®. Hakimiyetten ne anlasilmasi gerektigi hususu ise
ongoriilebilirlikle yakindan alakali olup doktrinde ancak Ongoriilebilir olana
hiikmedilebileceginden bahisle failin neticeyi Ongorebildigi héllerde neticenin

olusmasina da hiikkmedebilecegi ve hilkkmedebilirligin, neticeyi olusturan sartlarin sevk ve

398 Ozbek/Dogan/Bacaksiz/Tepe, s. 240; Artuk/Gokcen/Alsahin/Cakir, s. 354; Dogan/Merakly, s. 149; Oztiirk/Erdem,
s. 233.

399 Artuk/Gokcen/Alsahin/Cakir, s. 354; Dogan/Merakls, s. 149; Oztiirk/Erdem, s. 235.

400 Dogan/Merakly, s. 150; Hakeri, s. 211.

401 Oztiirk/Erdem, s. 235.

4020 zbek/Dogan/Bacaksiz/Tepe, s. 240; Hakeri, s. 189; Artuk/Gokcen/Alsahin/Cakir, s. 355.

408 Hakeri, s. 189; Ozbek/Dogan/Bacaksiz/Tepe; s. 232

404 Artuk/Gékeen/Alsahin/Cakar, s. 355; Ozbek/Dogan/Bacaksiz/Tepe, s. 242.

405 Hakeri, s. 202; Artuk/Gokcen/Alsahin/Cakir, s. 355; Ozbek/Dogan/Bacaksiz/Tepe, s. 242; Oztiirk/Erdem, s. 235.
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idare edilebilirligi anlamina geldigi ifade edilmistir*®. Hiikmedebilirlik kriterinin bir
geregi olarak fail, fiili neticenin ger¢eklesmesi beklentisiyle icra etse dahi nedensel akisin
sonucunda ve failin hakimiyeti disinda ortaya ¢ikan durumlarda kasta ragmen netice
objektif olarak faile isnat edilemeyecektir’®”. Ornegin fail tarafindan baslatilan nedensel
akisa tiglincii bir kisinin kusurlu davranmisinin eklenmesi halinde nedensel akis failin
hakimiyet alaninin disina ¢iktig1 i¢in neticenin faile objektif olarak isnat edilmesi

miimkiin degildir?8,

Bir diger kriter ise fiilin hukuken 6nemli derecede risk yaratmasidir. Netice, ancak
failin neticenin gergeklesmesi tehlikesini hukuken Onemli derecede artiran bir risk
yaratmasi ve tipe uygun neticenin fail tarafindan yaratilan bu riskten kaynaklanmasi
halinde faile objektif olarak isnat edilebilir*®®. Failin hareketinin neticenin ortaya ¢ikmasi
tehlikesini 6nemli derecede yiikseltmedigi veya neticenin failin yarattig1 riskin haricinde
baska bir tehlikeden meydana geldigi durumlarda ise neticenin faile objektif olarak isnat
edilmesi miimkiin degildir*®. Ote yandan riskin azaltilmasi da objektif isnadiyeti
engelleyen faktorlerden biri olup failin fiili 6nceden baslatilmis bir nedensellik iligkisinin
etkilerini hafifletiyorsa meydana gelen netice ona isnat edilemez; ancak bu yolla hukuken
kinanabilir, yeni ve bagimsiz bir tehlike yaratilmigsa daha hafif bir riziko seklinde ortaya

¢iksa bile yeni netice artik faile objektif olarak isnat edilebilecektir®!!,

Ayrica objektif isnadiyetin saglanmast i¢in failin ylikiimliiliigline uygun alternatif
bir davranigin bulunmas: gerekmekte olup bu kriter, 6zellikle taksirle islenen suglar
acisindan dnem arz etmektedir. Buna gore 6zen yiikiimliiliigline aykiri bir fiille baglatilan
bir nedensel akista hukuka uygun davranildigi ve 6zen yiikiimliiliigiiniin yerine getirildigi
varsayiminda dahi ayni neticenin ortaya c¢ikacagi kesin olarak sdylenebiliyorsa
yikiimliilige aykirilik baglantisinin tamamlanmamasi nedeniyle netice, faile objektif

olarak isnat edilemeyecektir®2,

406 Ozbek/Dogan/Bacaksiz/Tepe, s. 242.

407Ozbek/Dogan/Bacaksiz/Tepe, s. 242-246; Artuk/Gokcen/Alsahin/Cakr, s. 355-358; Hakeri, s. 202.
408 Artuk/Gékcen/Alsahin/Cakar, s. 358.

409 Hakeri, s. 204; Ozbek/Dogan/Bacaksiz/Tepe, s. 241; Artuk/Gokcen/Alsahin/Cakir, s. 360.

410 Artuk/Gékeen/Alsahin/Cakar, s. 360.

411 Hakeri, s. 204.

42 Ozbek/Dogan/Bacaksiz/Tepe, s. 248-249; Dogan/Merakly, s. 153; Oztiirk/Erdem, s. 238.
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Son olarak; neticenin faile objektif olarak isnat edilebilmesi igin neticenin normun
koruma alani i¢inde gergeklesmesi gerekmekte olup failin fiili yoniinden diger tiim
kriterler yerine gelse dahi neticenin ihlal edilen normun koruma alani disinda meydana

gelmesi halinde neticenin faile objektif olarak isnat edilmesi miimkiin degildir*>.

2. Otonom Araclarm Kullaniminda Nedensellik Baglantisi
a. Makine Ogrenmesinin Nedensellik Baglantisina EtKisi

Makine 6grenmesine dayali algoritmalar yordamiyla calisan otonom araglar,
topladiklar1 verilerden modeller ¢ikarmak suretiyle 6grendikleri bilgileri siiriis gérevine
iliskin karar alma siirecine uygulamaktadir*®. Otomasyon sistemlerinde kullanilmak
lizere gelistirilen algoritmalar ise deneye dayali olarak programcinin yarattigi tasarim
alan1 ¢ercevesinde kendini yapilandirabilen sistemler olusturmay1 hedeflemekte olup bu
algoritmalarin entegre edildigi otonom araglar; “cevrenin ve araglarin édlgiilerinin
sensorler sayesinde belirlenmesi”, “sensorlerin aktardigi bilgiler dogrultusunda
cevrenin resminin tam ve isabetli bir sekilde olusturulmasi”, “bu resim cergevesinde

’

nasil hareket edilecegine dair karar alinmasi” ve “alinan kararin uygulanmasi”
asamalarmin tamamlanmasiyla hareket etmektedir*’®. Bu noktada ceza hukuku agisindan
onem arz eden durum, sistemin gecirdigi siirecin ve kararlarin nasil verildiginin bazi
durumlarda programcilar tarafindan dahi kesin bir sekilde anlamlandirilmasinin miimkiin
olmamasidir. Bu durumlarda netice ile fiil arasindaki nedensellik iliskisine bilissel
etkinligi tam olarak tespit edilemeyen otomasyon sisteminin dahil olmasinin, nedensellik

baglantisinin tespitini giiclestirecegini sdylemek miimkiindiir*®.

Aracin O0grenme siirecinin bir sonucu olarak ortaya g¢ikacak olasi kazalarda
nedensellik baglantisi irdelenirken -sart teorisinin bir sonucu olarak- neticeyi meydana
getiren sebeplerin tiimii nedensellik iligkisinin bir parcasi olarak kabul edildiginden
stirlicii ve kullanicilarin fiillerinin netice agisindan nedensel olacagi noktasinda bir

problem bulunmamaktadir. Ancak sinirsiz sorumluluk alaninin daraltilmasi ve neticenin

413 Artuk/Gokeen/Alsahin/Cakar, s. 360; Hakeri, s. 204; Dogan/Merakl, s. 152; Oztiirk/Erdem, s. 235.

414 Gless/Silverman/Weigend, s. 126-127.

415 Cekin, s. 284-285.

418 Seidel, s. 21; Ceren Ozbek/Veli Ozer Ozbek, “Yapay Zekann Dahil Oldugu Suglar Bakimindan Ceza Hukuku
Sorumlulugunun Belirlenmesi”, Ceza Hukuku Dergisi, 14(41): 603 — 622, Aralik 2019, s. 610-611.

95



stiriciiniin eseri olup olmadiginin tespiti amaciyla bu olay kurgusuna objektif isnadiyet
kriterleri uygulandiginda neticenin stiriicii ve kullanicilara objektif olarak isnat
edilebilirligi oldukga tartismali bir hal almaktadir. Zira bu kisiler, siirlis gorevi sirasinda
ancak Ongorebildikleri olgulara hiikkmedebilecek; hareketin dogrudan ve otonom bir
sekilde otomasyon sistemi tarafindan icra edildigi olay kurgularinda ise sistemin hangi
karar1 alacaginin 6ngoriilmesi kimi durumlarda miimkiin olmayacak; 6grenme siirecini
yoneten algoritmalarin seffafligi ve alinacak kararlarin ongoriilebilirligi azaldik¢a da

nedensellik iliskisinin tespiti zorlasacaktir*!’.

Makine Ogrenmesi siirecinin nedensellik iligskisinde yaratacagi bu problem,
ozellikle taraflarin taksirli sorumlulugun belirlenmesinde kendini gosterecektir8, Oyle
ki tiretici ve programcilar, piyasaya arz ettikleri yapay zeka sisteminin baslangicta hatasiz
oldugunu ve kullanimla birlikte edinilen deneyimler sonucu makine 6grenmesi siirecinde
yasanan sapmalardan kaynaklanan hatalarin kendilerine tahmil edilemeyecegini ileri
siirebilecektir®!®. Siiriicii ve kullanicilarin buna iliskin temel iddias1 ise aracin makine
O0grenmesiyle yanlis bir davranis bi¢cimi edindigini ve bu 6grenme siirecinin isleyisinin
kendileri tarafindan ©ngoriilmesinin miimkiin olmadigina ydnelecektir. Bu itibarla
makine 6grenmesine dayali hareketlerden kaynaklanan neticelerin 6ngoriilemez olmasi,
otonom araglarin hareketlerinin genel bir tehlike yaratma riskinin mevcudiyetinin daima
ongoriilebilir oldugu seklinde bir sonuca varilmasimi da miimkiin kilmaktadir*?°, Ancak
bu dayanakla siiriicii ve kullanicilarin sirf siiriicii koltugunda oturmakla aract sevk ve
idare ettiklerini sdylemek makul olmadigindan otonom araglarin usuliine uygun
kullanimindan dogan neticeler agisindan siiriiciilere taksir isnat edilmesine bir gerekce
olamayacagim1 ve bu durumda sorumlulugun, ancak hatali {irlin {iretme nedeniyle
{ireticiye ve programciya yoneltilebilecegini belirtmek gerekir*?!. Bu hususta ise
toplumun faydalarindan nemalandig1 faaliyetlerden dogan bazi risklere katlanmasi

gerektigini ifade eden izin verilen risk kavraminin irdelenmesinde fayda vardir.

7 Ozbek/Ozbek, s. 611, dn. 42.

418 Matsuo, s. 165.

419 CerkalJurgita/Gintaré, s.386.

420 Gless/Silverman/Weigend, s. 142.

421 Hilgendorf, “Otomatiklesmis Siiriis ve Hukuku — Genel Bir Bakis”, s. 445,
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b. Otonom Aragclar ve izin Verilen Risk

Izin verilen risk, genel olarak icralar1 esnasinda tehlike yaratilmamas1 miimkiin
olmayan fakat sagladiklar1 faydalar nedeniyle toplum hayati i¢in vazgecilmez nitelik arz
ettikleri i¢in hukuken yasaklanmasindan geri durulan davramislari kapsamaktadir®?,
Gerek 0zel hukukta gerekse ceza hukukunun nedensellik bagi, hareket, tipiklik, hukuka
aykiarilik ve kusurluluk gibi konularinda genis yer bulan bir kavram olan izin verilen risk,
objektif isnadiyet degerlendirmesinde de dnemli bir yere sahiptir®?. Risk kriterinin
objektif isnadiyet degerlendirmesindeki bu 6nemli islevi, objektif isnadiyet teorisinin

doktrinde bir riziko dgretisi olarak nitelendirilmesine sebep olmustur??,

Bir davranisin izin verilen risk kapsaminda kalip kalmadiginin tespiti, objektif
isnadiyet degerlendirmesinin 6nemli kistaslar1 arasinda yer almakta olup bu hususta
neticenin hukuken izin verilen risk kapsaminda kaldigi durumlarda neticenin faile

objektif olarak isnat edilemeyecegini sdylemek miimkiindiir?.

Otonom araglarin
kullanilmasinin izin verilen risk baglaminda ele alinabilmesi igin ise Oncelikle bu
araglarin yayginlasmasinin toplum agisindan vazgecilmez nitelikte olup olmayacaginin
tespiti gerekir. Bu bahiste otonom araglarin potansiyel avantajlarint ve dezavantajlarini

genel hatlartyla ele almakta fayda vardir.
(1). Otonom Araclarin Potansiyel Avantajlari

Cogu teknolojik iiriin gibi otonom araglar da insanlhigin ortak ihtiyaglariin
giderilmesi ve giinliik hayatin kolaylagsmasi amagclar1 dogrultusunda gelistirilmekte olup
bu acgidan otonom araglarla saglanmak istenen en Onemli kazanim da karayolu

426 Otonom araglar, tanimlar1 geregi, sl bir insan

glivenliginin artmasidir
miidahalesiyle veya insan miidahalesi olmaksizin ¢evreyle ve birbirleriyle etkilesime
girerek hareket edebilmekte olup 6zellikle siiriis faaliyetinin sistem tarafindan kontrol

edildigi seviye ii¢, seviye dort ve seviye bes diizeyinde otomasyona sahip araglarda

42 Unver, s. 7-11; Ozbek/Dogan/Bacaks1z/Tepe, s. 250; Hakeri, s. 203.

43 Yener Unver, Ceza Hukukunda izin Verilen Risk, istanbul: Beta Basim Yaym, 1999, s.67;
Artuk/Gokcen/Algahin/Cakir, s. 360; Hakeri, s. 203.

424 Ozbek/Dogan/Bacaksiz/Tepe, s. 242.

425 Artuk/Gokeen/Alsahin/Cakar, s. 360.

426 Hilgendorf, “Automated Driving and the Law”, s. 174.
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kullanicilarin soférden ¢ok yolcu statiisiinde oldugunu séylemek miimkiindiir*?’. Nitekim
otonom araglarin en biiyiik vaadi de direksiyon hakimiyeti ve hiz kontrolii gibi gorevleri
devralmak suretiyle araglarin en tehlikeli parcasi olarak goriilen siirliciileri ve onlarin
ongoriilemez davramgim ortadan Kaldirmaktir*?®, Zira Diinya Saglik Orgiitii tarafindan
yayimlanan rapora gore her yil yaklasik bir milyon ii¢ yiiz bin kisi trafik kazalarinda
yasamini yitirmekte olup®?® bu trafik kazalarinin ezici bir ¢ogunlugu ise siiriicii

hatalarindan kaynaklanmaktadir**°.

Diusiik seviyelerde siiriiciiye asistanlik yaparak
stirlicii hatalarimi minimalize etmesi, yiiksek seviyelerde ise siiriiciiyii kismen veya
tamamen siirli gorevinin disinda birakarak daha giivenli bir trafik akisi saglamasi
beklenen otonom araglarin kullanilmaya baslanmasiyla birlikte ise trafik kazalarinin ve

bu kazalarda yasanan kayiplarin azalacagi ongoriilmektedir®®!.

Ayrica nesnelerin
internetinin bir parcasi olarak aralarinda ag olusturmak suretiyle birbirleriyle haberlesme
imkanlar1 bulunan bu araglarin kullaniminin yayginlagmasiyla birlikte araclarin karistig
kaza tecriibelerini birbirleriyle paylasmasi ve benzer kazalarin tekrar yasanmasi riskinin

bu sekilde azaltilmasi ve dolayisiyla seyahat giivenliginin artmas1 beklenmektedir®3,

Otonom araglarin potansiyel faydalar1 yalnizca trafik ve can giivenliginin
saglanmasiyla sinirli olmayip gelecekte birtakim diger faydalarin da s6z konusu olmasi
beklenmektedir. Trafik sikisikliginin azalmasi, optimize edilmis trafik akisiyla yolculuk
konforunun ve veriminin artmasi, insanlarin arag i¢inde kendilerine ve islerine daha fazla
vakit aywrabilmesi veya uyuyabilmesi, arag¢ katarlama sayesinde nakliyat islerinde

insanlarin aracglara eslik etme zorunlulugunun ortadan kalkmasi, park yeri ararken

427 Westhbrook, s. 100, dn 13; Duffy-Hopkins, s. 456; Jeffrey K. Gurney, “Sue My Car Not Me: Products Liability and
Accidents Involving Autonomous Vehicles”, Journal of Law, Technology and Policy, 2013(2): 247-277, 2013, 5.254.
428K evin Funkhouser, “Paving The Road Ahead: Autonomous Vehicles, Products Liability, and the Need for a New
Approach”, Utah Law Review, 2013(1): 437 — 462, 5.438; Gurney, “Sue My Car Not Me: Products Liability and
Accidents Involving Autonomous Vehicles”, s. 254; Alexandru lonut Budisteanu, Using Atrtificial Intelligence to

Create a Low Cost Self-driving Car, 2010, s.1.
<http://budisteanu.net/Download/ISEF%202%20Autonomous%20car%20Doc%20particle.pdf>  (Erisim  Tarihi:
17.07.2021).

429 WHO, Global Plan fort he Decade of Action for Road Safety 2011-2020, 4 Mart 2010,
<http://www.who.int/roadsafety/decade of action/plan/plan_english.pdf> (Erisim Tarihi: 17.07.2021).

430 Bejker, s. 1149; Fledle, s. 195.

431 Hilgendorf, “Automated Driving and the Law”, s. 174; Heinrich, s. 27; Doume/Palodichuk, s.1158; Matsuo, s.
159; Sean M. Cleary, “When Driverless Cars Crash, Who’s to Blame?”, Jurist, 4 Kasim 2017.
<http://jurist.org/hotline/2017/11/Sean-Cleary-driverless-cars.php> (Erisim Tarihi: 17.07.2021); Ilgin Gokasar,
“Trafik Yo6netiminde Serit Kontrol Sistemlerinin Etkinliginin ncelenmesi", iMO Teknik Dergi, 27(4): 7635 — 7657,
2016, s. 7636; Anderson ve digerleri, s. xiv; Funkhouser, s. 438.

432 Tvé Coca-Vila, Self-driving Cars in Dilemmatic Situations: An Approach Based on the Theory of Justification in
Criminal Law, Criminal Law and Philosophy, 12(1), 59-82, 2017, s. 60; Melisa Aydemir, “Yapay Zekali Robotlarin
Ceza Sorumluluklarmin Arastirilmasi”, Sug ve Ceza, 2018(4): 1 — 96, 2018, s. 14.
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kaybedilen zamanin minimalize edilmesi, yasa bagli durumlardan yahut herhangi bir
engelinden otiirii glivenli bir sekilde ara¢ kullanamayan veya siiriicii lisans1 sahibi
olmayan insanlarin daha fazla mobilite imkanina sahip olmasi, alkollii ara¢ kullaniminin
azalmasi, ara¢ paylasimi konseptinde yeni ig alanlariin ortaya ¢ikmasi ve bu konseptin
yayginlagsmasiyla bireysel ara¢ kullaniminin azalmasi, verimli ve diisiik enerji tiiketimi
sayesinde c¢evrenin ve dogal kaynaklarin korunmasi, sigorta maliyetlerinin ve sug
oraniin azalmasi, otonom araglarin yayginlasmasimin getirecegi potansiyel avantajlar

olarak sayilabilir*®3,

(2). Otonom Araclarin Potansiyel Dezavantajlari

Her teknolojik gelismede oldugu gibi siirlis otomasyon sistemleri de sagladigi
faydalarin yaninda birtakim dezavantajlar barindirmaktadir. Bu dezavantajlardan ilki,
otonom araglarin siirekli olarak siirlis faaliyetini kontrol etmesi nedeniyle hem
stiriiciilerde hem de karayolu trafigine katilan diger kisilerde asir1 bir gliven olusmas1 ve
bu nedenle bu kisilerin 6zen yikiimliiliklerini ihmal etme egilimi gostermesi

ihtimalidir®3*,

Ote yandan bozuk sinyaller, hatali sensorler ve donamimsal veya yazilimsal
hatalar, beklenmedik kazalara yol agabilecek; sensor ve kontrol sistemlerinin bakim
maliyetleri ile carpisma onarim maliyetleri artabilecektir®®®. Araglarin otonom olma
niteligi; hatali programlamadan veya makine 6grenimi siirecinde edinilen yanlis bilgi gibi
yeni sorunlar giin yiiziine ¢ikaracak; kazalarda nedensellik baginin tespitini gii¢lestiren

durumlar ortaya cikabilecektir®®®

. Ayrica otonom aragclar, klasik ara¢larda alisildigi lizere
tek ve sabit bir tipe bagli olmayip devamli olarak giincellemelere tabi tutulacagindan
araglar arasinda iletisimde sikint1 yasanabilecek; diger taraftan ayn1 model araclar bile

kullanicilarin tercihlerine gore ¢ok kisa siirede ¢ok farkli makine 6grenimi siireglerinden

433 Heinrich, s. 27; Hilgendorf, “Automated Driving and the Law”, s. 174; Doume/Palodichuk, s.1158; Matsuo, s.
159; Stelios Rodoulis, “The Impact of Autonomous Vehicles on Cities”, Journeys, Kasim 2014, ss. 12-20, s. 14; Fabio
Duarte & Carlo Ratti, The Impact of Autonomous Vehicles on Cities: A Review, Journal of Urban Technology, 2018,
S. 8-9; Rodoulis, s. 14; International Risk Governance Center, “Risk and Opportunity Governance of Autonomous
Cars”, Background Paper, Expert Workshop, 2016, s. 7. <irgc.org/wp-content/uploads/2018/09/IRGC-workshop-
Autonomous-Cars_15-16June-Background-Paper-13June.pdf> (Erigim Tarihi: 17.07.2021); Coca-Vila, s. 60.

434 Todd Litman, “Autonomous Vehicle Implementation Predictions, Implications for Transport Planning, 5 March
20217, Victoria Transport Policy Institute, 2021, s. 13.

435 Litman, s. 13.

436 Matsuo, s. 165.
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gececeginden goriliniiste ayni olan birgok arag, gilinlilk kullanimda farkli kararlar

dogrultusunda farkl1 davranislar sergileyebilecektir®®’.

Onemli dezavantajlardan bir digeri ise otonom araglarin seyir esnasinda
korsancilik, veri hirsizligi, terdrizm veya sabotaj gibi farkli amaclar dogrultusunda
gerceklestirilen siber saldirilar hedefi olmaya olduk¢a miisait olmasidir®38. Nesnelerin
internetinin bir pargasi olan ve stireklilik arz eden bir veri aligverisi sayesinde ¢evresiyle
ve diger araglarla iletisim halinde bulunan otonom araglar, kotii niyetle kullanilmalar1
veya disaridan bir miidahaleyle aldatilmalar1 halinde agir neticelere yol acan tehlikeli
vasitalara doniisebilecektir. Ozellikle mevcut karayolu altyapisinin geleneksel araglar i¢in
tasarlandig1 ve otonom araglarin ihtiya¢ duydugu ¢ok sayida gereksinimi karsilamaya
elverisli olmadig1 gozetildiginde otonom araglarin kullanilmasindan dogan en 6nemli

risklerden birinin ag olusturmada yattigin1 séylemek miimkiindiir*°.

Bir diger dezavantaj ise mevcut hukuk sistemleri ekseriyetle siiriicii koltugunda
oturan kisinin araci kontrol ettigini varsayarak sorumluluk rejimini bu temel iizerine inga
etmekteyken, bu durumun otomatik siiriis sistemiyle donatilan araglar i¢in tam anlamiyla

40 Otonom araglarin kullanmasi, araglarin

yeterli olmayacaginin beklenmesidir
hareketine iliskin kararlarin sistem tarafindan belirlenmesinde hangi standartlarin
uygulanacagina ve araclarin zorunluluk halinde tercihte bulunurken hangi dlgiitleri kistas

alacagina iligkin birtakim etik problemleri de beraberinde getirecektir.

Otonom araglarda siiriis faaliyetinin sistem tarafindan idare edilmesi, insanlara
ceza sorumlulugu yoneltilmesinin Onemli Ol¢iide zorlasacagr durumlara yol
acabileceginden ceza sorumlulugu agisindan oldukca dnem tasimaktadir**t. Her ne kadar
otonom araglarin yayginlasmasiyla karayolunda gerceklesen kaza sayilarinda azalma

yasanacag1 ongoriilse de kazalar -az ya da ¢ok- meydana gelmeye devam ettikce otonom

437 Ugo Pagallo, The Law of Robots: Crimes, Contracts and Torts, Springer: Governance and Technology Series
10,2013, s. 72; Patrick Lin, Why Ethics Matters for Autonomous Cars, Markus Maurer ve digerleri (ed.), Autonomous
Driving: Technical, Legal and Social Aspects iginde 69 — 85, Ladenburg: Springer, 2015, s. 81.

438 Lin, s. 81; Hilgendorf, “Automated Driving and the Law”, s. 175; Litman, s. 13.

439 Susanne Beck, “Google Cars, Software Agents, Autonomous Weapons Systems — New Challenges for Criminal
Law?”, Eric Hilgendorf ve Uwe Seidel (Ed.), Robotics, Autonomics, and the Law: Legal Issues Arising from the
Autonomics for Industry 4.0 Technology Programme of the German Federal Ministry for Economic Affairs and
Energy icinde (227-251), Badel-Badel: Nomos Verlagsgesellschaft, 2017, s. 250.

440 Doume/Palodichuk, s. 1158.

41 Hilgendorf, “Automated Driving and the Law”, s. 178.
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araglarin karigtig1 kazalardan dogan sorumlulugun tespiti meselesi de 6nemini koruyacak;
karmasik bir ¢alisma sistemine sahip olan bu araglarin karistig1 kazalarin gergek nedenini
belirlemek ve siiriiciiler, programcilar, treticiler ve saticilar gibi birgok taraf arasinda
sorumluluk tahsis etmek kolay olmayacaktir**?. Bu noktada uluslararasi ve ulusal
mevzuatlardaki mevcut sorumluluk kurallarinin ivedilikle giincellenmesi ve gerek hukuki
gerekse cezai sorumluluk rejimlerinin 6nemli 6l¢iide revize edilmesi gerekebilecegi ifade
edilmektedir*®®. Son olarak; otonom araglarin nesnelerin internetine bagl olarak hareket
etmesi, araglar1 ¢esitli siber saldirilara agik hale getirebildiginden aracin giivelik
sisteminin kurulumundan sorumlu kisiler ve internet erisim saglayicilar1 agisindan ceza

sorumluluguyla karsilasma riski dogabilecektir®,

(3). Degerlendirme

Her ne kadar otonom araclarin sahip oldugu otomasyon seviyesi, yiikiimliiliiklerin
belirlenmesinde bir parametre olarak ele alinabilecek olsa da, otonom araglarin karayolu
trafiginde kullanilmasi bir izin verilen risk olarak kabul edilmedik¢e ve bu araglarla hem
birey hem toplum bazinda oOnemli o6lgiide faydalar saglandigi somut olarak
gozlemlenmedikge nihai olarak stirticii, kullanic1 ve programcilarin riski dnemli dl¢iide
artiran fiillerinin, bu kisilerin otomasyon sistemlerine duydugu giivene dayanilarak mazur
goriilmesi kanaatimizce isabetli olmayacaktir. Ne var ki neticede ortaya bir zarar ¢cikmis
dahi olsa otonom araglarin usuliine uygun kullanimi da siiriicii ve kullanicilara taksir isnat
edebilmek icin tek basima yeterli bir gerekge olamayacaktir*®®, Bir otonom arag sistem
tarafindan kontrol edildigi sirada bir kazaya karistiginda sirf siiriicii koltugunda
oturdugundan bahisle sorumlulugun araci kullanan kisiye tahmil edilmesi kanaatimizce

adil bir ¢6zlim olmaktan ¢ok uzaktir.

Yapay zeka sistemleri giiniimiizde istisnai niteligini korudugundan, bu sistemlerle

calisan otonom araglari piyasaya siirenler de olagan olmayan bir risk meydana getirmis

446

olacaktir Bu noktada ise artik programcinin ve ireticinin hatali iiriin {iretip

442 Matsuo, s. 165.

443 Doume/Palodichuk, s. 1158.

444 Hilgendorf, “Automated Driving and the Law”, s. 183-184.

445 Hilgendorf, “Otomatiklesmis Siiriis ve Hukuku — Genel Bir Bakis”, s. 445,
446 Kangal, s. 101.
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tiretmediginin arastirilmas1 ve ceza sorumlulugunun buna gore belirlenmesi iktiza
edecektir. Boylesi bir ceza sorumlulugu karsisinda otonom arag ireticileri ve
yazilimcilarinin da haliyle kendilerini koruma giidiisiiyle araglar1 piyasaya siirmekten
imtina etmeleri kuvvetle muhtemel goriinmektedir. Bu noktada devreye, toplumun
yiiksek menfaatlerinin korunmasi pahasina yiiksek riskli bir faaliyete izin verebilecek
olan kanun koyucu girmelidir. Zira biiyiik yatirimlarla ortaya konulan bir teknolojik
yeniligin nimetlerinden faydalanan toplumun, bu yenilikten dogan ceza sorumlulugu
riskini bitiiniiyle {reticilere ve programcilara tahmil etmesi de hakkaniyet ile

bagdasmayacaktir®*’.

Potansiyel avantaj ve dezavantajlar1 bir mukayeseye tabi tutuldugunda otonom
araglarin yayginlasmasinin topluma bir¢cok yonden fayda saglayacagi sabit olmakla
birlikte karayolu trafiginde yapay zeka kullanimindan dogan riskin artacagina da siiphe

I T

yoktur. Ogretide otonom araclarmn ihtiva ettigi bu risk; “is birligi riski”, “iletisim ag
kurulmas: riski” ve “otonomi riski” olmak iizere ii¢ bilesenle ifade edilmektedir*®.
Boylece otonom ara¢ kullanimini baghi basma yiliksek riskli bir faaliyet olarak
nitelendirmek miimkiindiir. Bu hususta ceza hukukunun teknolojik gelismelerin oniine
toplum yararina ¢ektigi bariyerleri otonom araglar 6zelinde asmanin yegéane yolu ise bu

araclarin kullaniminin izin verilen bir risk olarak kabul edilmesi olacaktir.

Yakin gelecekte daha giivenli karayolu trafigine erisilmesi amaciyla gelistirilen
otonom araglarin test edilmesi i¢in gerekli yasal prosediirlerin saglanmasi halinde, faydali
bir amaca Ozgiilenen tehlikeli bir faaliyet olan test siirlislerinin izin verilen risk
kapsaminda kalabilecegini sdylemek miimkiindiir. Ancak ayni1 seyi otonom araglarin
yaygin sekilde kullanilmasi i¢in sdylemek ise zordur. Belirli ruhsatli firmalar tarafindan
sinirli alanlarda ve yliksek denetim altinda yiiriitiilen test siirlislerinden ¢ok daha fazla
risk yaratacagindan, otonom araglarin yaygin kullanimina izin verilmesi, toplumun
endiseleri de gozetildiginde, ancak daha ileri tarihlerde miimkiin olabilecektir. Zira bu
denli yiiksek riskli bir faaliyete izin verilebilmesi igin otonom araglar kadar bu araglarin

kullanilacagi karayollarinin da siiriis otomasyon sistemlerinin giivenli sekilde

447 Kangal, s. 120.
448 Kangal, s. 100.
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calisabilecegi teknolojiye erismesi ve teknik yeterliligin saglanmasi gerekecektir.
Kanaatimizce siiriis otomasyon sistemleri, entegre edildigi araglarin kullaniminin izin
verilen risk olarak kabul edilmesi i¢in yeterli teknolojiye sahip olsalar bile bu araglarin
kullanilacag: karayollar1 heniiz bu faaliyetin giivenle gergeklestirilebilmesi i¢in elverisli

degildir. Ustelik bu konuda toplumsal bir konsensiis de heniiz saglanmis degildir**°.

Kimi otonom ara¢ iireticileri, tipki ge¢miste insan operatorler tarafindan
isletilmesine ragmen giiniimiizde tamamen otomatik olan asansorlerde oldugu gibi
otonom araglarin da zamanla tamamen otomatik olarak siiriis gorevini insanlardan
devralabilecegini ve bu durumun gelecekte normal karsilanacagini belirtmektedir®°. Ne
var ki bu argiimanda emsal gosterilen asansorler, otonom araglarin aksine oldukga sinirh
bir operasyonel tasarim alaninda kullanilmakta ve bu sinirli alan dahilinde dikey
diizlemde hareket etmekte oldugundan kanaatimizce bu, rasyonel bir mukayese olmaktan
uzaktir. Ozellikle tam otonom araglarin, hareketin miimkiin oldugu her durumda higbir
tasarim alaniyla sinirli olmaksizin hareket edebilme potansiyelleri nedeniyle bu araglarin
kullanilmasmin 6zellikle karayolu altyapisinin bu teknolojiyi destekleyecek diizeye
erismedigi bolgelerde yiiksek riskli bir faaliyet olarak gériilmesi kuvvetle muhtemeldir.
Bu nedenle 6zellikle tam otonom araglarin yaygin kullanimina ancak gerekli teknolojik

altyapinin bulundugu alanlarla sinirli olarak izin verilebilecektir.

Mevcut haliyle dahi yiiksek riskli bir alan olan karayolu trafiginde, yine yliksek
riskli bir faaliyet olarak yapay zeka sistemlerinin kullanilmasi, kontrolii gii¢ bir risk alanm
daha yaratacak; bu riskin minimizasyonu ise ancak iki yolla miimkiin olacaktir: Ya siiriis
otomasyon teknolojileri toplumun faydalarindan emin olacagi bir asamaya getirilerek
kullanicilara giivenli bir otonom siiriis imkan1 saglanacak ya da bu faaliyetler biitiiniiyle
yasaklanacaktir. Otonom araglarin hata yapma olasiliginin her zaman mevcut olmasi,
internet agina bagli olmalar1 nedeniyle siber saldirilara konu olabilecek olmas1 ve gesitli

yontemlerle yanlis yonlendirilme ihtimalinin bulunmasindan dogan ceza hukuku riskleri,

49 Aymi yénde bkz. “Motorlu aracin siiriilmesini oto pilota devreden insan siiriicii, genel bir hayat riskine dayanamaz.
Ciinkii yiiksek derecede otomatik motorlu arag siirtigiiniin belirli tehlikelerinin gerekli, hayatin bir par¢ast olduguna
dair(hdla) toplumsal bir fikir birligi mevcut degildir.” Gless, s. 477.

450 Josh Lowenshon, “Elon Musk: cars you can drive will eventually be outlawed”, The Verge, 17 Mart 2015.
<https://www.theverge.com/transportation/2015/3/17/8232187/elon-musk-human-drivers-are-dangerous> (Erisim
Tarihi: 17.07.2021).
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araglarin liretiminin ve kullaniminin tamamen yasaklanmasiyla nihayet bulabilecektir. Ne
var ki bu ¢6ziimle var olan riskler risk olmaktan ¢ikacak olsalar da toplum, siiriis
otomasyon teknolojilerinin faydalarindan da pesinen feragat etmis olacaktir. Ornegin
araglar, onlenemez riskler barindirdigindan bahisle makine 6grenmesinden yoksun
birakildiginda siiriis ortaminin belirli kosullar dahilinde sistem tarafindan kontrol edildigi
seviye li¢ ve lizeri seviyede otomasyona sahip olan araglari geleneksel araglardan ayiran
karakteristik 6zellikler anlamlarini yitirecektir. Teknolojik ilerlemeye ket vuran bu tiirden
yasak¢t bir anlayis, gelecekte siiriicii hatalarindan dogan ve siirlis otomasyon
sistemlerinin kullanilmasiyla onlenebilecek nitelikteki trafik kazalarmin da dolayli

miusebbibi olacaktir.

Otonom araglarin her haliikarda karayolu trafiginde 6nemli bir risk kaynag: teskil
edecegini soylemekte bir beis yoktur, ne var ki ayni seyin geleneksel araclar i¢in
sOylenmesi de pekald mimkiindiir. Bu noktada geleneksel araglarin kullanilmasiyla
meydana gelen ve ekseriyeti siirlicii hatasindan kaynaklanan kazalar neticesinde yliksek
sayilarda can ve mal kayiplar1 yasanmasina ragmen bu araglarin kullanilmasinin hukuken
yasaklanmasindan geri durulmasinin altindaki gerekcenin irdelenmesi ve otonom
araclarin bu hususta ne ifade ettiginin ortaya konulmasi gerekir. Trafikte meydana gelen
kazalardan dogan ceza sorumlulugu, biiylikk oranda taksirle islenen fiillerden
kaynaklanmakta olup taksir sorumlulugu ile teknolojik gelismeler her daim i¢ ice
olmustur. Sanayi devriminin ortaya ¢ikisiyla yayginlasan ve insan hayati i¢in biiyiik
tehlike arz eden islerden kaynaklanan kazalar; kanun koyuculari, ictimai gelisimin
gerceklesmesi amaciyla riskli faaliyetlerine cevaz verdigi kisileri olagandan daha dikkatli
ve Ozenli olmakla miikellef kilan ¢esitli kurallar ihdas etmeye yonlendirmistir. Boylelikle
modern ceza hukukunda ortaya cikan taksir sorumlulugu ile kast igermeyen kusurlu
davraniglarin sik¢a karsilagildigi riskli alanlarda bireylerin daha dikkatli ve 6zenli

davranmalarinin saglanmasi amaglanmaistir.

Otonom araglar da buna benzer sekilde Dijital Devrim olarak adlandirilan
dordiincii sanayi devriminin bir {irlinii olarak -tipki ilkel muadilleri gibi- yiiksek risklere
gebedir. Bu baglamda nasil ki geleneksel araglarin karayolu trafiginde kullanilmasina bu

araclarin igtimai faydasi goz oniinde bulundurularak cevaz verildiyse otonom araglarin
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kullanilmasina da ayn1 gerekgeyle izin verilebilecek; toplum, karayollarindaki bu akilli
iistlenicilerden elde edecegi menfaati bu araglarin dogurdugu tehlikenin olasi sonuglarina

yegleyerek bu araglari izin verilen bir risk olarak kabul edebilecektir.

Sonug olarak; karayolu trafiginde yapay zeka sistemleri ile kontrol edilen araglarin
kullanilmasinin nedensellik baglantisinin tespiti agisindan risk teskil ettigi ve riski sifira
indirecek kusursuz yazilimlarin yaratilmasinin da miimkiin olmadigr gercekleri
karsisinda toplum, otonom araglarin saglayacagi menfaatleri bu araglarin
kullanilmasindan dogacak risklere yeglemek egilimindeyse; otonom araglarin
kullanimindan dogan tehlikelerin izin verilen risk kapsaminda ele alinmasi, pozitif ceza
hukuku ag¢isindan objektif isnadiyete iliskin miiphem alanlari daraltmanin tek ¢ikar yolu
olarak goriinmektedir. Bu itibarla toplum; hem yiiksek menfaatlerini korumak i¢in yiiksek
bir tehlikeye miisaade eden, hem de o tehlikenin zararli sonuglarina katlanmak zorunda
olandir. Boylesi bir kolektif kabuliin saglanmasi ise kolay olmayip beraberinde yeni
sorunlar1 da getirecegi asikar oldugundan meselenin hukuk sisteminin deger dengesi
gozetilerek tartisilmasi, bu konularda elverisli araglarla kamuoyu yoklamalari yapilmasi,
gelecekte otonom araglarin test siiriislerine iliskin verilerin seffaf bir sekilde idare ve
kamuoyu ile paylasilmasi ve ceza hukuku agisindan pesin kabuller ile 6n yargilardan

kaciilmasi 6nemlidir.
B. Bir Zorunluluk Hali Olarak Otonom Siiriiste ikilem Durumu
1. ikilem Durumuna iliskin Genel Bilgi

Otonom araclarda siirlislin sistem tarafindan yiiriitiildigli durumlarda sistemin
karsilasilacak biitiin sorunlarla akillica basa ¢ikabilmesi, ancak karar algoritmalarinin
tasarim siirecinde karayolu trafiginde karsilasilabilecek biitiin olay kurgulari hesaba
katilarak arag tarafindan alinacak kararlarin daha dnceden araca kodlanmis olmasi veya
aracin bunu makine 6grenmesi yordamiyla bilfiil saglamasiyla miimkiindiir. Diger bir
deyisle otonom araglarin dogru kararlar1 verebilmesi i¢in yasal ve etik algoritmalarin

451

varligi sarttir™". Bu gerekliligi biiyiik oranda saglayacak verilerin gerek insanligin

bugiine dek biriktirdigi siiriis deneyimlerinden gerekse otonom araclarin gegirdigi uzun

451 Fledle, s. 197.
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test siirecleri boyunca karsilagilan durumlardan devsirilmesinde bir problem
olmayacagini ve programcilarin tasarim asamasinda 6ngoriilebilir olan olagan neticelerde
aracin nasil davranmasi gerektigine iliskin talimatlar1 otomasyon sistemine
kodlamalarinin miimkiin oldugunu sdylemekte bir sakinca yoktur. Ancak bu noktada,
giiclii bir problem olarak birden fazla hukuki degere yonelen bir tehlikenin kaginilmaz
oldugu ve araci kontrol eden sistemin, bu tehlikeyi savusturmak adina bir hukuki degeri
digerine feda etme konusunda bir karara varmasini gerektiren durumlarla
karsilasildiginda nasil bir karar verilmesi gerektigi sorunu ortaya ¢ikmaktadir ki otonom
araglara iliskin ceza hukuku Ogretisinde bu, “ikilem durumu” olarak

adlandiriimaktadir®®?.

Ikilem durumlarini agiklamak icin konuya iliskin literatiirde ekseriyetle bir veya
birkac¢ insanin hayatinin kurtarilmasi i¢in baska bir veya birka¢ insanin hayatinin feda
edilmesinin kagimilmaz oldugu farkli olay kurgular: tercih edilmekte ve zarar gorecek kisi
sayisint temel alan nicel farkliliklarin, zarar gorecek kisilerin yasi, sosyal statiisii,
cinsiyeti gibi niteliklerin veya trafik kurallarina uyup uyulmamasinin tercih edilebilirlige

453 {kilem durumlarmin ceza hukuku acisindan

etkisi olup olmayacagi sorgulanmaktadir
ithtiva ettigi en 6nemli risk, otonom araglarin, kazanin kagmilmaz oldugu zorunluluk
héllerinde trafik kurallarini ihlal edecek veya hukuk sisteminin korudugu bir hakka zarar
verecek davranis kaliplarma sahip olacak sekilde programlanmasini gerektirmesidir®*,
Miihendislik, felsefe ve sosyoloji gibi birgok farkli disiplinde tartisma konusu olan bu
durumlar, gelisen teknolojilerin ceza kanunlar1 karsisindaki durumu baglaminda ceza
hukuku alaninda da 6nem arz ettiginden bu ¢alismada ikilem durumlarinin ceza hukuku

acisindan nasil degerlendirilebilecegi sorusunun cevabini irdelemekte fayda vardir.

Konuya iligkin literatiirde agir ve mutlak bir tehlike karsisinda hukuki degerlerin
yaristigi ikilem durumlari, hukuka uygunluk sebepleri ile kusurlulugu kaldiran haller

kapsaminda degerlendirilmektedir. Ornegin Heinrich, hukuka uygunluk sebepleri

452 Heinrich, s. 30; Yetim, s. 166; Catakli, s. 170.

453 Hilgendorf, “Otomatiklesmis Siiriis ve Hukuku — Genel Bir Bakis”, s. 448 vd.; Heinrich, s. 29 vd.; Fledle, s. 197
vd.; Coca-Vila, ikilem durumlarinin igerdigi problemlerin degerlendirilmesi agisindan bir mihenk tasi olarak
tanimladigi beg farkli ikilem kurgusu olugturmus ve bu kurgular tizerinden ikilem durumlarimin ceza hukukundaki etik
goriiniimiinii ele almigtir. Otonom araglarin kullanilmasindan dogan bes farkli ikilem kurgusu i¢in bkz. Coca-Vila, s.
62-63.

454 Coca-Vila, s. 60-61.
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arasinda ilkin mesru savunma halini ele almis; ancak mesru savunma halinde bir saldirtya
kars1 savunmada bulunulmasinin sart kosuldugunu, ikilem durumlarinda ise boyle bir
durum olmadigin1 ve bu nedenle mesru savunma hiikiimlerinin ikilem durumuna
uygulanamayacagmi ifade etmistir®®. Nitekim Tiirk hukukunda da mesru savunma
hiikiimlerinin uygulanabilmesi i¢in gerceklesen, gerceklesmesi veya tekrart mutlak olan
bir haksiz saldirinin mevcut olmasi ve savunmanin saldirtya ve saldirgana kars1 yapilmasi
gerekmekte olup ikilem durumlarinda bir haksiz saldirinin varligindan s6z edilemeyecegi

icin mesru savunma hiikiimlerine basvurulmasi miimkiin olmayacaktir®,

2. Tiirk Hukukunda Zorunluluk Halinin Hukuki Niteligi

Ikilem durumuna mesru savunma hiikiimlerinin uygulanamaz olusu karsisinda
zorunluluk hélinin bu durumlara uygulanabilir olup olmadiginin degerlendirilmesi
gerekmektedir. Tiirk hukukunda hukuki niteligi tartismali olmakla birlikte*” zorunluluk
hali, 5237 sayili TCK’nin 25’inci maddesinin ikinci fikrasinda “Gerek kendisine gerek
baskasina ait bir hakka yonelik olup, bilerek neden olmadigi ve baska suretle korunmak
olanagi bulunmayan agwr ve muhakkak bir tehlikeden kurtulmak veya baskasini
kurtarmak zorunlulugu ile ve tehlikenin agirligi ile konu ve kullanilan vasita arasinda
orantt bulunmak kosulu ile islenen fiillerden dolayi faile ceza verilmez.” seklinde
diizenlenmis olup, bu maddenin gerekcesi*®® ile CMK m. 223/3-b hiikmii**® birlikte ele
alindiginda Tirk hukukunda zorunluluk halinin bir hukuka uygunluk sebebi degil,

kusurlulugu kaldiran bir mazeret sebebi olarak kabul edildigi anlagilmaktadir®®°.

Ancak TCK m. 25/2 hiikkmii, hem hukuka uygunluk sebebi olan zorunluluk halini,
hem de kusurlulugu kaldiran bir sebep olan zorunluluk halinin &zelliklerini biinyesinde
barindirmast nedeniyle doktrinde elestirilmekte ve bu iki kurumun Alman ceza

hukukunda oldugu gibi iki ayrn diizenlemeye tabi tutulmasmin gerektigi

455 Heinrich, s. 30; Coca-Vila, s. 69; Fledle, s. 197-198.

456 Artuk/Gokceen/Alsahin/Cakar, s. 502-513.

457 Tartismalara dair ayrintih bilgi igin bkz. Ozbek/Dogan/Bacaksiz/Tepe, 5.379 vd.

458 TCK m. 25/2 Gerekgesi: “...Maddenin ikinci fikrasinda, kusurlulugu ortadan kaldiran bir neden olarak zorunluluk
(zaruret, 1ztirar) hdli diizenlenmigtir...”

459 CMK m. 223/3-b: “Yiiklenen su¢un hukuka aykiri fakat baglayici emrin yerine getirilmesi suretiyle veya zorunluluk
hali ya da cebir veya tehdit etkisiyle islenmesi, (...) hallerinde, kusurunun bulunmamas: dolayisiyla ceza verilmesine
ver olmadigi karart verilir.”

460 Artuk/Gokcen/Alsahin/Cakir, s. 578; Ozgeng, s. 427; TCK m. 25/2’de yer verilen zorunluluk halinin hukuka
uygunluk sebebi olduguna iligkin goriis igin bkz. Oztiirk/Erdem, s. 281-282.
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belirtilmektedir®®!. Alman ceza hukukunda benimsenen ayirma teorisi uyarinca
zorunluluk hali, failin karsilastig1 tehlikeden otiirii korumaya c¢alistigr hukuki degerin,
korunma davranisiyla ilgisiz olan ii¢lincii kisiye ait hukuki degere verilen zarardan {istiin
oldugu durumlarda bir hukuka uygunluk sebebi olarak®®?; korunmak istenen hukuki
degerin feda edilen hukuki degerden énemli Ol¢iide iistiin olmadig1 veya her iki degerin
esit oldugu durumlarda ise kusurluluga etki eden bir mazeret nedeni olarak*®® kabul
edilmektedir. Her ne kadar Tiirk ceza hukukunun yiiriirliikteki kanunlar1 ele alindiginda
zorunluluk halinin kusurlulugu kaldiran bir sebep olarak diizenlendigi sabit olsa da
elestirilerin haklilik pay1 da gozetilerek otonom araglarin kullanilmasindan dogan ikilem

durumunu her iki zorunluluk hali kapsaminda ayr1 ayr1 ele almakta fayda vardir.
3. Hukuka Uygunluk Sebebi Olan Zorunluluk Hali

TCK’da zorunluluk hali bir hukuka uygunluk sebebi olarak degil kusurlulugu
kaldiran bir mazeret sebebi olarak diizenlendiginden, konuyu ceza kanununda her iki
kuruma da yer veren Alman uygulamasi agisindan ele almakta fayda vardir. Alman Ceza
Kanununun 34’iincii maddesinde diizenlenen hukuka uygunluk sebebi olan zorunluluk
haline gore fail; belirli bir hukuki degere yonelen ve bagka tiirlii bertaraf edilemeyen bir
tehlikeyi kendisinden veya bir baskasindan savusturmak amaciyla sug teskil eden bir
eylemde bulundugunda, bu eylemle korunan hukuki deger, ihlal edilen hukuki degere
nazaran dnemli dlgiide iistiin geliyorsa fail, hukuka aykir1 hareket etmis olmayacaktir®®*,
Hukuka uygunluk sebebi olan zorunluluk halinde hukuk diizeni, ayn1 olayda iki hukuki

deger catisiyorsa ve failin baskaca bir davranista bulunma imkani mevcut degilse, nemli

Olciide daha kiymetli olan hukuki degerin korunmasi amaciyla korunmak istenen degere

461 Ozbek/Dogan/Bacaksiz/Tepe, s. 385-388.

462 StGB § 34: “Her kim; hayat, viicut, 6zgiirliik, seref, miilkiyet veya diger bir hukuki menfaate yonelik olan,
halihazirdaki ve baska tiirlii bertaraf edilemeyen bir tehlike i¢inde iken, tehlikeyi kendisi veya bir bagkasi bakimindan
def etmek icin bir sug islerse, taraflarin yarigan menfaatlerinin, ézellikle ilgili hukuki menfaatler ile onlari tehdit eden
tehlikenin derecesi karsilagtirildiginda korunan menfaat tehdit edilen menfaate nazaran énemli él¢iide agwr basiyorsa
fail, hukuka aykirt hareket etmis olmaz. Ancak bu hiikiim sadece islenen fiilin, tehlikeyi def etmek i¢cin uygun bir arag
oldugu durumlarda uygulanir.” Artuk/Gokcen/Alsahin//Cakir, s. 579.

463 StGB § 35/1: “Her kim, hayat viicut veya ozgiirliige yonelik, halihazirdaki ve baska tiirlii bertaraf edilemeyen bir
tehlike icinde iken, tehlikeyi kendisi, ailesine mensup bir kisi veya bir yakini bakimindan def etmek icin, hukuk aykirt
bir fiil gerceklestirirse, kusurlu sayilmaz. Olaydaki sartlara gore, ozellikle tehlikeye bizzat kendisinin sebebiyet vermig
bulunmasi veya ézel bir hukuki iliski bulunmasi nedeniyle tehlikeye katlanmas failden beklenebilir idiyse, yukaridaki
hiikiim uygulanmaz, ancak, cezanin 49 'uncu maddenin 1’inci fikrast uyarinca indirilebilmesi icin, failin 6zel bir hukuki
iligki dolayisiyla tehlikeye katlanmak mecburiyeti bulunmasi gerekir.” Artuk/Gokcen/Alsahin/Cakir, s. 579.

464 Heinrich, s. 31.
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nazaran daha az 6nem arz eden hukuki degerin zarara ugratilmasina cevaz vermekte olup

bu durum, hakki zarara ugrayan kisilere de buna katlanma yiikiimliiliigii getirmektedir®®®.

Hukuka uygunluk sebebi olan zorunluluk hali agisindan 6nem teskil eden husus,
tehlikenin yoneldigi hukuki degerin zarar verilen hukuki degerden 6nemli dlgiide {istiin
olmasidir*®®. Bu noktada birden fazla hayatin catistig1 ikilem durumlar agisindan insan
hayatinin degerlerin tartimina elverisli olup olmadig1 sorusu ortaya ¢ikmaktadir. Bu
hususta Heinrich; otonom araglarin kullanilmasindan dogan ikilem durumlarinda,
hayatlarin 6nem 6lgiitiine bagl bir mukayeseye konu edilebilir oldugu kabul edilmedikge,
hukuka uygunluk sebebi olan zorunluluk hali hiikkiimlerinin uygulanmasinin miimkiin
olmayacagini ifade etmektedir*®’. Tiirk hukukunda ise hukuka uygunluk sebebi olan
zorunluluk hali ceza kanununda ayrica diizenlenmedigi i¢in ikilem durumlarinda boyle
bir aragtirmaya gidilmesi daha en bastan imkan dahilinde olmayacaktir. Sonug olarak
hukuka uygunluk sebebi olan zorunluluk halinin otonom siiristen dogan ikilem

durumlarina uygulanabilir 6zellik arz etmedigini soylemek miimkiindiir.
4. Kusurlulugu Kaldiran Bir Sebep Olan Zorunluluk Hali (TCK 25/2)
a. Genel Bilgi

Ceza hukukunun temelini teskil eden ve onu diger hukuk alanlarindan ayiran
kusurluluk®®8, normatif anlayisa gére davranis normlarma uygun davranma imkani
bulunmasma ragmen hukuka aykiri hareket eden failin sahsen kinanabilmesini ve
haksizlik teskil eden fiilin faile yiiklenebilmesini ifade etmektedir®®. Bir fiil hukuka
aykir1 ve kanunda yer verilen tipiklige uygun olsa dahi kusurlulugun bulunmamasi
halinde o fiilin failinin cezalandirilmas: miimkiin degildir‘”o. Kusurluluk; failin kusurlu
davranabilme yetenegine sahip olmasina bagli olup kusur yetenegi, kisinin sergiledigi
fiilinin toplum nazarinda haksizlik olusturan unsurlarinin farkinda olmasini ifade eden

algilama yetenegi ile kisinin fiili islerken davranislarin1 serbest¢e yonlendirebilme

465 Ozbek/Dogan/Bacaksiz/Tepe, s. 385.

466 Heinrich; s. 31; Ozbek/Dogan/Bacaksiz/Tepe, s. 384.

467 Heinrich, s. 31.

468 Sahir Erman, Mesleki ihmalden Dogan Cezai Sorumluluk, Sitheyl Donay (Cev.), IUHFM, 34(1-4): 589 — 610,
1968, s. 589.

49 Ozgeng, s. 236; Artuk/Gokcen/Alsahin/Cakir, s. 569-570; Hakeri, s. 381.

470 Artuk/Gokceen/Alsahin/Cakar, s. 570.
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giicine sahip olmasin1 ifade eden irade yetenegi olmak iizere iki unsurdan

miitesekkildir’*

. Ayrica kusurlulugun varligindan s6z edilebilmesi i¢in mazeret sebepleri
gibi kusurlulugu kaldiran hallerin de mevcut olmamasi gerekmekte olup bir olayda
mazeret sebebinin varligi halinde her ne kadar islenen fiil hukuka uygun olmasa da faile

bu fiilinden 6tiirii kusurluluk atfedilmemektedir®’2.

Tiirk hukukunda zorunluluk hali, TCK m. 25/2 hiikmii ile kusurlulugu kaldiran
bir mazeret sebebi olarak diizenlenmistir. Kusurlulugu kaldiran bir mazeret sebebi olan
zorunluluk halinin mevcudiyetinden bahsedilebilmesi igin ise “agir ve muhakkak bir
tehlikenin varligi”, “bu tehlikenin kiginin kendisinin veya baskasimin hakkina yénelik
olmasi” ve “tehlikeye bilerek sebebiyet verilmemesi” seklinde sayilan tehlikeye iliskin

’

sartlarin ve “tehlikeden baska tiirlii korunma imkanimin bulunmamasi”, “zorunluluk
halinde islenen fiilin tehlike ile orantili olmasi” ve “tehlikeye gogiis germe
miikellefiyetinin bulunmamasi” seklinde sayilan korunmaya iliskin sartlarin saglanmig

olmas1 gerekmektedir’3,

Hukuka uygunluk sebebi olan zorunluluk hélinden farkli olarak kusurlulugu
kaldiran bir sebep olan zorunluluk halinde failin cezalandirilmamasinin sebebi, fiilin
nihai olarak hukuka uygun olmasina degil, failin tabii koruma i¢giidiisii ile i¢inde
bulundugu tehlikenin agirligindan kaynaklanan psikolojik duruma dayandiriimaktadir®’,
Bu noktada doktrinde zorunluluk halinde failin irade kabiliyetinin zorunluluk halinin
agirligindan etkilenip etkilenmediginin aragtirilmasina gerek olmadigi, bu durumda bir
deger kiyaslamasinin yapilmasi gerektigi ve bu kiyas sonucunda tercih edilen hukuki
degerin, feda edilen hukuki degere nazaran daha iistiin veya en azindan bu degere denk
diizeyde oldugu anlasildiginda failin tercih edilen ilk degerin korunmasina iliskin

iradesinin etkilenmis oldugunun kabul edilmesi gerektigi ifade edilmektedir*’™.

471 Wolfgang Frisch, “Hukuk Devleti Ceza Hukukunda Cezalandirilabilirligin Esash Sartlar1”, (Cev. Hakan Hakeri),
Tiirk Ceza Kanunu Tasarsi ig:in Miizakereler icinde 93 - 141, Konya, 1998, s.126 vd,;
Artuk/Gékcen/Alsahin/Cakir, s. 571; Ozbek/Dogan/Bacaksiz/Tepe, s. 356-357; Hakeri, s. 382-383.

472 Ozgeng, s. 426-427; Artuk/Gokcen/Alsahin/Cakar, s. 571; Ozbek/Dogan/Bacaksiz/Tepe, s. 356-357; Hakeri, s. 383.
473 Artuk/Gokeen/Alsahin/Cakar, s. 581-587; Ozbek/Dogan/Bacaksiz/Tepe, s. 389-395.

474 Heinrich, s. 32; Ozbek/Dogan/Bacaksiz/Tepe, s. 381; Artuk/Gokcen/Alsahin/Cakir, s. 581; Hakeri, s. 407-409.

475 Ozgeng, s. 429; Catakly, s. 172.
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b. Siiriiciiniin TCK 25/2 Karsisindaki Durumu

Kusurlulugu kaldiran bir mazeret sebebi olan zorunluluk halinin ikilem durumlari
bakimindan 6nem arz ettigi husus, bu halde korunmak istenen hukuki degerin feda edilen
hukuki degere 6nemli derecede agir basmasi gibi bir kosulun aranmamasi ve degerlerin
esit oldugu durumlarda da zorunluluk halinin olustugunun kabul edilmesidir*’®. Bu

yoniiyle ikilem durumlar1 da bu kapsamda degerlendirilebilir bir nitelik arz etmektedir.

Kagimilmaz bir trafik kazasini igeren ve ikilem durumu olarak adlandirilan olay
kurgularinda hem otonom arag kullanicilart hem de trafikteki diger kisiler ve onlara ait
haklar agir ve muhakkak bir tehlike ile kars1 karsiya kalmakta ve taraflar agisindan bu
tehlikeden kurtulmanin hukuki degerlerden birini digerine feda etmekten bagka bir yolu
bulunmamaktadir. Bu itibarla TCK m. 25/2 hiikmiinde yer alan zorunluluk halinde
korunan hakkinin feda edilen hakka 6nemli 6l¢iide baskin gelmesinin zorunlu olmadigi
ve korunan hak ile feda edilen hakkin birbirine esit olmasinin da mazereti miimkiin kildig1
gozetildiginde ise TCK m. 25/2 diizenlemesinin ikilem durumlarina uygulanmasinda bir

engel bulunmadig1 anlagilmaktadir.

Sonug olarak; otonom arag¢ siiriiciilerinin ve kullanicilarinin bilerek sebebiyet
vermedigi gerek kendilerine gerek baskalarina ait bir hakka yonelen ve baska sekilde
korunma imkan1 bulunmayan ikilem durumlarindan kurtulmak veya baskasini kurtarmak
zorunlulugu altinda, ikilem durumunun agirlig1 ile orantili bir fiil islemeleri halinde bu
kisiler hakkinda TCK m. 25/2 ve CMK m. 223/3-b hiikiimlerinin uygulanmasi

kanaatimizce miimkiindiir.
C. Programcinin TCK 25/2 Karsisindaki Durumu

Ikilem durumlarinin yaratacagi olast ceza hukuku problemleri, siiriicii ve
kullanicilar agisindan TCK m. 25/2 hiikmii kapsaminda ¢6ziilebilir olsa da bu maddede
yer alan diizenleme, otonom araglarin programcilart agisindan agik bir ¢6ziim ihtiva
etmemektedir. Zira siiriicii ve kullanicinin aksine gergeklesmek {izere olan bir trafik

kazasinin yarattig1 kisisel catisma alaninda bizzat bulunmayan programci; agir ve mutlak

478 Heinrich, s. 32; Hakeri, s. 417.
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bir tehlikenin yarattigi psikolojik baskiya maruz kalmamakta, baska tiirli
savusturulamayacak bir tehlikeyi kendini veya bir baskasini koruma i¢giidiisiiyle bertaraf
etmek tizere acele bir sekilde hareket etmemekte, miistakbel kurbanlari tanimamakta ve

hatta tehlikeden haberdar dahi olmamaktadir®’’.

Heinrich, bu nedenler dogrultusunda, programcinin ger¢eklesmek iizere olan bir
kazada siiriiciiniin i¢inde bulundugu kisisel catisma durumu iginde bulunmadigini,
tehlikeye sokulan kisileri tanimadigi i¢in bir yakini lehine de hareket etmis olmayacagini
ve bu nedenle kusurlulugu ortadan kaldiran bir mazeret sebebi olan zorunluluk halinden
yararlanamayacagm ifade etmektedir®’®. Bu hususta sdylemek gerekir ki yazarin bu
konuda dayanak gosterdigi kisisel ¢catisma durumunun kaynagi olan StGB § 35/1 hikkmii
ile hukukumuzda kusurlulugu kaldiran bir sebep olan zorunluluk halini diizenleyen TCK

m. 25/2 diizenlemesi arasinda énemli bir fark mevcuttur.

StGB § 35°te diizenlenen kusurlulugu kaldiran bir sebep olan zorunluluk hali,
yalnizca failin tehlikeyi kendisi, ailesine mensup bir kisi veya bir yakini bakimindan def
etmek icin isledigi fiilleri kapsamaktadir. Bu diizenleme kapsaminda 6zel bir kisisel
catisma igerisindeki failden, kendisinin veya bir yakinin hayatin1 ii¢lincii bir kisi lehine
feda etmesi beklenemeyecegi i¢in failin psikolojik durumuna deger atfedilmis olup failin
icinde bulundugu psikolojik baski, ancak kendisi ve yakinlarina yonelen bir tehlikenin
savusturulmasinda 6nem arz edecek ve tehlikeyi bir baska tigiincii kisi lehine savusturma

eylemi ise bu kapsamda degerlendirilemeyecektirt’®.

Tiirk hukukunda ise TCK m. 25/2 hiikkmiinde sayilan sartlari saglayan bir tehlike
halinde failin tehlikeyi kendisi veya yakinlari lehine savusturmasi miimkiin olabilecegi
gibi tamamen kendisinden bagimsiz bir tigiincii kisiye yonelen tehlikeyi bertaraf etmesi
de “digiincii kisi lehine zorunluluk hali” olarak adlandirilmakta ve kusurlulugu kaldiran

bir sebep olan zorunluluk hali kapsaminda degerlendirilmektedir*e.

477 Lin, s. 75; Coca-Vila, s. 61.

478 Heinrich, s. 32-33.

479 Heinrich, s. 31.

480 Artuk/Gokceen/Alsahin/Cakar, s. 584.
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Diger bir deyisle Alman hukukunda tehlikenin ancak failin kendisine, aile
iiyelerine veya bir yakinina yonelmis olmasi halinde kusurlulugu kaldiran bir sebep olan
zorunluluk hali giindeme gelebilirken, Tiirk hukukunda tehlikenin yoneldigi kisinin faile
yakinligina bir deger atfedilmemekte ve bu kisi failin yakini olabilecegi gibi herhangi bir
liciincii kisi de olabilmektedir*®!. Bu noktada programcinin StGB § 35/1 kapsaminda
degerlendirilmesini engelleyen “kisisel ¢atisma durumunda bulunma” kriterine TCK m.
25/2 hiikkmiinde bir gereklilik olarak yer verilmedigi ac¢ik oldugundan; Tirk hukuku
bakimindan tehlike altinda bulunan diger kisilerle bir yakinlik bagmin bulunmadigi
gerekce gosterilerek programcinin zorunluluk hali kapsaminda degerlendirilemeyecegi

seklinde bir ¢ikarimda bulunmak da mevcut diizenlemeler dahilinde olanakli degildir.

Otonom araglarda yer alan acil durum algoritmalarinin programcilarint TCK m.
25/2 hiikmii kapsami1 diginda birakan asil gerekge, zorunluluk halinin tehlikeye iliskin
sartlarindan olan “agwr ve muhakkak bir tehlikenin varligi” ifadesinden ne anlasilmasi
gerektiginde yatmaktadir. Tehlikenin agir olmasindan kasit hem tehlikenin hem de sebep
olacagi zararin agir olmasi olup bu agirligin dlglimiinde esas alinmasi1 gereken Olgiit

tehlikenin yoneldigi hakkin niteligidir*®?,

Ote yandan tehlikenin agir olmasi zorunluluk halinin olusumu agisindan yeterli
olmamakta, ayn1 zamanda var olan tehlikenin gergeklesmesinin “muhakkak” olmasi
gerekmektedir. Ogretide tehlikenin muhakkak olmasi ifadesinin genis yorumlanmasi
gerektigi ifade edilmekte olup buna gore muhakkak tehlikeden anlasilmasi gereken,
derhal korunma hareketi yapilmadigi takdirde tehlikenin yakin zaman iginde hukuk
diizeni tarafindan korunan degere zarar verme olasihigmin yiiksek olusudur®®, Bu itibarla
muhakkak olma durumunun yalnizca mevcut tehlikeyi degil, gergeklesmesi kuvvetle

muhtemel yakin tehlikeyi de igerdigi kabul edilmektedir®®*

. Ancak mevcut veya yakin
tehlikeler disindaki gegmiste kalmis veya ileride gergeklesecek tehlike durumlari ise

zorunluluk hali kapsaminda degerlendirilmemektedir*®®. Bu nedenle ikilem durumlarinda

81 Ozbek/Dogan/Bacaksiz/Tepe, s. 392.

482 Ozbek/Dogan/Bacaksiz/Tepe, s. 390.

483 Oztiirk/Erdem, s. 284; Ozbek/Dogan/Bacaksiz/Tepe, s. 390; Artuk/Gokcen/Alsahin/Cakir, s. 583.

484 Artuk/Gokcen/Alsahin/Cakar, s. 583; Ozbek/Dogan/Bacaksiz/Tepe, s. 390; Cagri Kan, Tiirk Ceza Hukukunda
Zorunluluk Hali, Ankara Universitesi Sosyal Bilimler Enstitiisii, Doktora Tezi, Ankara, 2016, s. 197-198.

485 Oztiirk/Erdem, s. 284; Kan, s. 197.
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programcinin agir ve muhakkak bir tehlike karsisinda hareket edip etmediginin tespit
edilebilmesi i¢in; kaza 6ncesinde agir ve muhakkak bir tehlike olarak ortaya ¢iktigina
stiphe bulunmayan ikilem durumlarinin, aracin programlanmasi asamasinda da var olan

bir tehlike olarak kabul edilip edilemeyeceginin belirlenmesi gerekir.

Otonom siirlis sirasinda bir zorunluluk haliyle karsilasildiginda aragtaki
otomasyon sisteminin, gatisan haklardan birini feda ederek digerini korumak amaciyla
nihai bir karar verip ona gore hareket etmesi iktiza edecek ve arag, bu hareketini yazilim
sistemine dercedilen komutlar dogrultusunda yerine getirecektir. Bu siiregte
programcinin fiili, yalnizca aracin nasil hareket etmesi gerektigine iligkin programlarin
tasarlanmasiyla smirlt olup bu fiil, heniiz somut bir kaza tehlikesi mevcut olmamasina
ragmen gelecekteki muhtemel bir kaza tehlikesi goézetilerek araglar iiretim veya test
asamasindayken yahut sonradan bir giincelleme kapsaminda icra edilmektedir. Bu agidan

programcinin mevcut bir tehlike karsisinda hareket etmedigi sabittir.

Ote yandan programci, yakin bir tehlike ile de yiiz yiize degildir. Zira bdyle bir
tehlikenin mevcudiyetinden bahsedilmesi i¢in, programcinin eylemsiz kalmasi halinde
tehlikenin yakin zaman i¢inde korunan hukuki degere zarar verme ihtimali yiiksek olmali;
bu ihtimalin derecesine iliskin bir degerlendirme yapabilmek i¢in ise tehlike mutlaka
somut olayin iginde yer alan oOlgiitlere gore ele alinmalidir. Ancak ikilem durumunun
miiphemligi karsisinda; tehlikenin gergeklesecegi zaman veya gergeklesme ihtimalinin
derecesi gibi somut olayin sartlartyla siki sikiya bagli unsurlarin aracin programlanmasi
asamasinda -yani programcinin fiilini icra ettigi anda- programci tarafindan
ongoriilebilmesi ve bu dogrultuda ex-ante bir degerlendirme yapilarak muhakkak bir
tehlikenin var oldugu kanisiyla hareket edilmesi s6z konusu degildir. Bu baglamda
programlama asamasinda muhakkak bir tehlikenin varligindan s6z edilemeyecegi i¢in
programcinin, verdigi karar1 bu tehlikeden dogan psikolojik bir baski altinda verdiginden
de sdz edilemeyecek olup®® bu nedenle ikilem durumlarinin kagmilmaz neticeleri
acisindan programcilarm TCK m. 25/2 hilkmii dayanagiyla mazur goriilmesine de olanak

bulunmamaktadir.

486 Ayn1 yonde bkz. Catakly, s. 173.
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Sonu¢ olarak, ikilem durumlarinda wuygulanacak davranis bic¢imlerini
programlamaktan sorumlu kisilerin ceza hukuku agisindan nasil degerlendirilecegi
sorusunun cevabi, hukuka uygunluk sebebi olan zorunluluk héilinde oldugu gibi
kusurlulugu kaldiran bir sebep olan zorunluluk hali kapsaminda da ¢oziilebilir nitelikte
degildir. Bu noktada bir yandan zorunluluk halinin i¢inde bulunmamakla beraber diger
yandan aracin bu durumda nasil hareket edecegine karar vermek zorunda olan
programcinin, ceza hukuku ag¢isindan goz ardi edilemeyecek bir sorumluluk riskiyle karsi
karstya oldugunu sdylemek miimkiindiir*®’. Bu risk; ikilem durumlarinin gercek sorunlu
Oznesinin birden fazla menfi netice arasindan hangisinin tercih edilecegini dnceden
belirlemek gibi zor bir yiikiimliiliikle karsilagmasi miimkiin olan programci oldugunu
ortaya koymaktadir*®®. Zira otonom araglarin zorunluluk halinde bir kisiye veya hakka
zarar vermeyi igeren bir tercihte bulunabilmesi, ancak programcinin bu durumlarda
verilecek karara iliskin kodlar1 6nceden aracin yazilim sistemine dahil etmesiyle miimkiin
olabilecektir*®®. Bu durum ise iireticileri, programcilar1 ve politika yapicilari, otonom
araglarin hukuka uygun bir sekilde acil durumlarin iistesinden gelebilecek algoritmalarin

gelistirilmesi baglaminda bircok hukuki ve etik problemle yiiz yiize getirmektedir*®.

5. Kaza Optimizasyon Algoritmalariin Gelistirilmesinde Etik Problemler
a. Tramvay Ikilemi 2.0: Moral Machine (Etik Makine)

Otonom araglarin karayollarinda kullanilmasindan dogacak olasi etik problemlere
iligkin tartigmalar, ceza hukuku 6gretisinde temel olarak Hans Welzel tarafindan ortaya

491 sosyal

atilan “demiryolu makasgisi meselesi” baglaminda degerlendirilmekte
bilimlerin ¢esitli alanlarinda ise yaygm bir sekilde “tramvay ikilemi” {izerine

modellenerek tatbiki bir tramvay ikilemi sifatiyla ele alinmaktadir®®2,

487 Lin, s. 73; Heinrich, s. 33.

488 Nyholm, s. 2; Lin, s. 73.

489 | jn, s. 73; Yetim, s. 166.

4% Fledle, s. 196.

491 Hilgendorf, “Otomatiklesmis Siiriis ve Hukuku — Genel Bir Bakis”, s. 449; Demiryolu makasgis1 meselesini
kagmma yiikiimliligii ve aktif davranis yiikiimliliigii baglaminda ve ikilem durumlari etrafinda ele alan bir katki igin
bkz. Catakli, s. 170 vd.

492 Nyholm, s. 3; Lin, s.78-79; Litman, s. 14.
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flkin 1967 yilinda kiirtaj ve &tenazi gibi genis yanki bulan uygulamali etik
tartismalarmin onciilerinden olan filozof Philippa Foot tarafindan ortaya atilan*®3, 1976

yilinda ise Judith Jarvis Thomson tarafindan adi konulup modellenen*®*

ve glnimiize
kadar bircok farkli varyanta evrilen tramvay ikilemi, klasik haliyle*®® birden fazla insan
hayatinin farkli fiiller, farkli niyetler ve farkli neticeler ekseninde mukayese edildigi ve
insanlarin etik kararlar verme siirecine etki eden etmenlerin tartigildigi olduk¢a meshur

bir diisiince deneyidir.

Otonom araclarin karayolu trafigine kazandirilmasina yonelik global ¢apta

goriilen cabalarin yogunlastigi giiniimiizde ise bu ikilemin farkli varyantlari otonom

496

araglar tizerinden sekillendirilmekte™® ve bu araglara iliskin olasi etik problemler tramvay

ikileminin temelleri tizerine kurulmaktadir*®’

. Kaynagimi tramvay ikileminden alan bu
modeller arasinda siiphesiz en detayl ve dikkat ¢ekici olan1 ise Massachusetts Institute

of Technology (MIT) ¢atisi altinda olusturulan Moral Machine platformudur.

Moral Machine, otonom araglarin karsilastigi etik ikilemleri kesfetmek ve bu
ikilemlerde hangi segenegin daha kabul edilebilir oldugu sorusuna insanlarin bir yargig¢
goziiyle bakmasini saglayarak makine davranisina rehberlik etmesi gereken etik ilkeler
hakkinda toplumsal beklentileri 6lgmek amaciyla kamuoyunun erisimine agilan deneysel

bir ¢evrimigi platformdur?®®,

493 Philippa Foot, “The Problem of Abortion and the Doctrine of the Double Effect”, Oxford Review, No. 5: 5 — 15,
1967, s.6.

494 Judith Jarvis Thomson, “Killing, Letting Die and the Trolley Problem”, The Monist, 59(2): 204 — 217, 1976, s. 206.
495 fkilemin klasik versiyonu su sekilde &zetlenebilir: Giizergah degistirilmemesi durumunda raylardaki bes kisiyi
ezmesi kaginilmaz olan bir vagon, yoniiniin degistirilmesi sonucunda da diger giizergahta ayni1 durumda olan bagka bir
kisiyi ezecektir. Raylar arasindaki makasi1 kontrol eden kisi bu durumda ya eylemsiz kalarak bes kisinin olimiini
engellemekten imtina edecek ya da makasin yoniinii degistirerek giizergah tizerindeki bes kisiyi kurtarip diger yondeki
bir kisinin 6liimiine yol agacaktir. Hangi karar dogrudur? Ikilemin cesitli varyantlar hakkinda ayrintili bilgi icin bkz.
Foot, s. 2-4, Thomson, s. 206-208.

4% Otonom araglarla ilgili etik konularin tramvay ikilemi ile tipik olarak biiyiik 6l¢iide bagdasmadigini ele alan bir
calisma i¢in bkz. Sven Nyholm/Jilles Smids, “The Ethics of Accident-Algorithms for Self-Driving Cars: an Applied
Trolley Problem?”, Ethical Theory and Moral Practice, 19(5), 1275 — 1289, 2016.

497 Joel Achenbach, “Driverless Cars Are Colliding with the Creepy Trolley Problem”, The Washington Post, 29 Aralik
2015, <https://www.washingtonpost.com/news/innovations/wp/2015/12/29/will-self-driving-cars-ever-solve-the-
famous-and-creepy-trolley-problem/> (Erisim Tarihi: 17.07.2021); M. Windsor, “Will Your Self-driving Car be
Programmed to Kill You if it Means Saving More Strangers?”, UAB News, 15 Aralik 2015,
<https://www.uab.edu/news/research/item/6127-will-your-self-driving-car-be-programmed-to-kill-you> (Erigim
Tarihi: 17.07.2021); Cory Doctorow, “The Problem with Self-driving Cars: Who Controls the Code?” The Guardian,
23 Aralik 2015, <https://www.theguardian.com/technology/2015/dec/23/the-problem-with-self-driving-cars-who-
controls-the-code> (Erigim Tarihi: 17.07.2021); Lin, s. 78-79.

4% Edmond Awad/Sohan Dsouza/Richard Kim ve digerleri, “The Moral Machine Experiment”, Nature, Vol. 563: 59
— 64, 2018, s. 59. Birden fazla hukuki degerin catistig1 bir¢ok olay kurgusu igeren anketin temel amaci, insanlarin
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Platformda katilimcilara iki boliimden olusan bir anket sunulmakta olup anketin
birinci boliimiinde otonom aracin rotada kalmasinin veya rotadan sapmasinin iki farkl
zararli neticeye yol actig1 toplam on ii¢ farkli ikilemde katilimcilardan hangi davranislarin
daha tercih edilebilir oldugunu segmeleri istenmekte*®®; ikinci boliimiinde ise
katilimcilara aylik gelir diizeyleri, cinsiyetleri, egitim diizeyleri, yaslari, dindar olup
olmadiklari, muhafazakar m1 yoksa yenilik¢i mi olduklari, gelecekte makinelere ne
Olclide giivenebilecekleri, otonom arag¢ satin almak konusunda istekli olup olmadiklari,
makinelerin kontrolden ¢ikmasindan ne derecede endise ettikleri ve ankete verdikleri
cevaplarin otonom araglarin programlanmasinda kullanilacagina ne olgiide inandiklari

sorulmaktadir®®,

Moral Machine platformunun katilimcilarindan elde edilen veriler gz oniinde
bulunduruldugunda makine etigi tartismalar1 agisindan yapitasi olarak goriilebilecek
“insan hayatint koruma tercihi”, “gen¢ hayatlar: koruma tercihi” ve “daha fazla hayat
koruma tercihi” gibi li¢ giiclii tercihin one ¢iktig1 goriilmekle beraber, kullanilan

orneklerin gergek diinyadaki olay kurgularinin eksiksiz bir temsili olmasi garanti

disaridan bir gézlemci olarak hangi neticenin yasanacagina karar verebilmesini, anketin sonunda kararlarini1 ankete
katilan diger insanlarin kararlariyla karsilastirabilmesini ve nihayetinde tiim katilimeilarin tercihlerinden olusan biiyiik
dlgekli verilerin toplanmasimi saglamaktir. Ote yandan kullanicilar kendi senaryolarini olusturup gesitli ahlaki
ikilemleri diger kullanicilarin oylamasina sunabilmekte ve diger kullanicilar tarafindan olusturulan senaryolari
goriintiileyerek oy verebilmektedir. Ankete <https://www.moralmachine.net/> adresi tizerinden ulagilabilmektedir.
(Erigim Tarihi: 17.07.2021)

49 2021 itibartyla katilimcilarin farkli oranlarla gogunlugu tercihlerini; yasamlarin tartiminda nicel istiinliigiin
gozetilmesi gerektigi, ikilem durumlarinda rotada kalinarak miidahaleden kaginilmasinin 6nem arz ettigi, geng
insanlarm yasli insanlara veya saglikli insanlarin sagliksiz insanlara tercih edilebilecegi ve trafik kurallarina
uymayanlar karsisinda kurallara uyanlarin korunmasi yoniinde gostermistir. Katilimcilar; araglarin arag ig¢indeki
yolculara 6ncelik veren kararlar almasina iligkin ikilemde ise yar1 yariya goriis bildirmistir. Ote yandan katilimcilarin
biiyiikk bir ¢gogunlugunun hayvan hayatinin insan hayati karsisinda feda edilebilir oldugu yoniinde tercih yaptigi
goriilmiistiir. Ayrica katilimcilarin ¢ogunlugunun, kadin kurbanlarin hayatlarini erkek olanlara tercih ettigi de
goriilmektedir. Ancak ifade etmek gerekir ki, tercihler cinsiyet gozetilmeksizin yapilsa dahi anketin sonucunda
katilimcinin kadinlari 6nceledigi seklinde bir sonug ¢ikmaktadir. Katilimeinin tercihlerinin faktérler arasindaki ve diger
kullanicilarin  cevaplart karsisindaki konumunun bir ¢izgi tlizerinde gosterildigi bu verilere test sonunda
ulasilabilmektedir.

500 2016 yilinda erisime agilip 2021 itibariyla halen aktif durumda olan Moral Machine platformu, kullanilmaya
baslandig1 giinden beri ¢ok biiyiik 6lgekli bir veri havuzunun olugsmasimi saglamis; toplanan bu verilerin analiz
edilmesiyle hazirlanan bir ¢alismada katilimcilarin etik tercihleri 6zetlenmis, demografik 6zelliklerin bireysel tercihlere
etkileri ele alinmus, kiiltiirler arasi etik farkliliklar1 raporlanarak {i¢ ana iilke kiimesi ortaya konulmus, bu farklilarin
modern kurumlar ve derin kiiltiirel 6zelliklerle iligkili oldugu agiklanmis ve Moral Machine kapsaminda toplanan
tercihlerin makine etigi igin kiiresel olarak kabul edilebilir ilkelerin gelistirilmesine nasil katkida bulunabilecegi
tartigilmustir. Ayrica etik tercihlerin tilke veya bolgelere gore kiimeleme analizinde kullanilabilmesi amaciyla gerekli
izinler alinarak katilimcilarin konum bilgilerine iliskin veriler de toplanmaktadir. Ayrintili bilgi i¢in bkz. Awad ve
digerleri, s. 59.
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edilemeyeceginden bu kapsamda ortaya c¢ikan verilerin politika yapicilar tarafindan

toplumsal tercihlere dair bir son séz olarak degerlendirilmemesi gerektigi de agiktir®®,

b. Otonom Siiriiste Etik Cercevenin Belirlenmesine Iliskin Kilavuzlar
(1). Etik Komisyon Raporu (Almanya)

Almanya gerek otomotiv endiistrisindeki dncii konumu gerekse otonom araglarin
standardizasyonuna verdigi dnem itibariyla otonom araglarla ilgili gelismeler agisindan
onemli bir odak noktasi teskil etmektedir. Bu 6ncii kimligin bir sonucu olarak BMVI
catis1 altinda i¢lerinde hukuk, etik ve teknik disiplinler alaninda uzman isimlerin yani sira
otomotiv enddistrisi ile tiiketici dernekleri temsilcilerinin, bir Katolik piskoposun ve eski
bir bagsavcinin bulundugu toplam on dort tiyeden olusan ve baskanligini Alman Federal
Anayasa Mahkemesi eski hakimlerinden bir ismin yiiriittigii bir etik komisyonu

’

kurulmus; “kaginilmaz kaza durumlari”, “veri giivenligi ve veri ekonomisi”, “insan-
makine arayiizii”, “yazilim ve altyapr sorumlulugu” ile “trafigin otesinde etik baglam”
konularini tartisan bes farkli ¢alisma grubunun hazirladigi 6n raporlar dogrultusunda
ortaya koydugu nihai bir raporla®®? komisyon, 2017 yilinda otonom araglarin iiretim ve

kullanim siireclerini kapsayan 20 etik kural {izerinde mutabik kalmigtir®®,

Raporun c¢alisma konusu agisindan en onemli sonug¢larindan biri §7°de ortaya
konulmus olup buna gore kagmilmaz kazalarda insan hayatinin korunmasimin hukuki
degerlerin mukayesesinde en yiiksek oncelige sahip oldugu ve bu nedenle otomasyon

sistemlerinin malvarligi haklar1 ve hayvanlar karsisinda insan hayatini dnceleyecek

501 Zira her ne kadar Moral Machine deneyinde, deneyi analize elverisli halde tutmak i¢in senaryolarin ve karakterlerin
ylizde yiiz kesinlikle ortaya ¢iktig1 varsayilmis olsa da ikilem durumlarin1 meydana getiren 6zelliklerin bircogu gercek
hayatta belirsizdir. Bkz. Awad ve digerleri, s. 63.

502 Raporda otomatiklestirilmis ulagim sistemlerinin temel gayesinin, karayolu trafiginin genel giivenligini ve
hareketliligini artirmak oldugu (§1); en iistin amacinin bireylerin korunmasi oldugu ve tamamen Onlenene dek
zararlarin azaltilmasinin amaglanmasi gerektigi (§2); idarenin otonom araglarin giivenligini garanti etmekten sorumlu
oldugu, ancak otonom araglarin vadettigi risk dengesi pozitif oldugu miiddetge kaginilmaz risklerin otonom siiriise
engel teskil etmeyecegi (§3); teknoloji legalize edilirken bireylerin 6zgiirliigii ile glivenligi arasinda bir denge kurulmast
gerektigi (§4); otomasyon teknolojilerinin miimkiin oldugunca kazalar1 6nleyecek sekilde tasarlanmasi gerektigi, kabili
kiyas olmayan iki menfi neticeden birinin tercih edilmesini gerektiren ikilem durumlari agisindan ise tiim teknolojik
imkanlar seferber edilerek yol giivenligi optimizasyonunun saglanmasi ve araglarin en az riski saglayabilecek sekilde
programlanmas1 gerektigi (§5); sahip oldugu c¢arpisma 6nleme segenegi goz Oniinde bulunduruldugunda yiiksek
otomasyona sahip araglarin etik ve sosyal agidan zorunlu olabilecegi, ancak tam otonom araglarin etik agidan
sorgulanabilir oldugu (§6) ortaya konulmustur. Raporun tam metni igin bkz. dn. 172.

503 Kyrallari ihtiva ettigi konulara gére on kiimeye ayirarak inceleyen ayrmtili bir katki igin bkz. Christoph Luetge, The
German Ethics Code for Automated and Connected Driving, Philosophy & Technology, Vol. 30: 547-558, 2017.
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sekilde programlanmasi gerektigi ifade edilmistir. ifade etmek gerekir ki bu kural, insan
hayatinin diger hukuki degerlerle catisti1 ikilem durumlar1 agisindan oldukca acgik bir

gereklilik sunmaktadir.

§8’de ise birden fazla insan hayatinin tehlike altinda oldugu ve taraflardan birine
zarar verilmesinin kagiilmaz oldugu gercek ikilem durumlarinda verilecek kararlarin,
etkilenen taraflarin ongoriilmesi miimkiin olmayan davraniglarini igeren somut olaylara
bagl oldugu ve bu nedenle programcilar tarafindan bu durumlarin etik olarak acik bir

sekilde standartlagtirilmamasi gerektigi dile getirilmistir.

Ayrica §9°da, kaginilmaz kaza durumlarinda yas, cinsiyet, fiziksel veya zihinsel
yapt gibi kigisel Ozelliklere dayanan herhangi bir ayrim yapilmasi ve magdurlarin
birbirileriyle kiyaslanmasi kesinlikle yasaklanmistir. Bu kuralin bir diger énemli yan1 da
zarar gorecek kisi sayisint azaltmaya yonelik genel programlamalarin hakh
goriilebilecegi ifade edilmek suretiyle hayatlarin nicel bir kiyaslamaya tabi olabilirligi
konusunda ucu agik bir ifadenin tercih edilmis olmasidir. Kuralda, tehlikenin olusumunda
yer alan taraflarin masum tgiincii kisileri feda etmemesi gerektigi de belirtilmistir.
Raporun geri kalaninda da otonom siiriisten kaynaklanan etik problemlere iliskin 6nemli

tavsiyelere yer verilmistir-®*.

504 Raporun devaminda daha dnceden siiriiciiye ait olan hesap verebilirligin otomatik siiriis sistemleri s6z konusu
oldugunda iireticilere, operatorlere ve sorumlu idari organlara kaydigi ve bu gecisin yasal sorumluluk rejimlerine
yeterince yansitilmasi gerektigi (§10); otomatik siiriis sistemlerinin sebep oldugu zararlardan dogan sorumlulugun {iriin
sorumluluguna tabi oldugu, iireticilerin veya operatdrlerin sistemlerini siirekli olarak gozlemlemek ve optimize etmekle
ylkiimligii oldugu (§11); otonom araglarin programlanmasi gibi konulara iligkin ilkelerin miimkiin oldugunca seffaf
bir bicimde uygulanmasi ve bu uygulamalarin bagimsiz kuruluslarca denetlenmesi gerektigi (§12); tiim motorlu
araglarin bir merkeze bagli oldugu dijital bir ulagim altyapist saglanmasinin karayolundaki siijelerin toplu olarak
gozetlenebilmesi ve araglarin manipiile edilebilmesi ihtimallerinin agisindan etik olarak sorgulanabilecegi (§13);
otonom araglarin siber giivenlik zafiyetlerinin kamuoyunun karayolu tasimaciligina olan giivenini kalici olarak sarsacak
tiirden bir zarara yol agmadig: siirece otonom siiriige izin verilebilecegi (§14) ve otonom siiriis esnasinda olusturulan
arag verilerinin akibetine arag kullanicilarinin karar verecegi (§15) belirtilmistir. Raporda ayrica aragta siiriiciiye ihtiyag
duymayan bir sistemin kullanilip kullanilmadigini veya siirlicliniin sistemi devre dis1 birakma segenegi olup
olmadiginin ayirt edilebilmesi, insan-makine arayiizii prosediirlerinin agik ve kolay olmasi, kontroliin kimde oldugunun
acikca anlagilabilmesi ve buna iliskin verilerin uluslararas: standartlar ¢ergevesinde kaydedilip saklanmasi gerektigi
(§16); yiiksek otomasyona sahip araglarin siiriiciilerin aniden kontrolii devralma ihtiyaci duyacagi durumlari neredeyse
ortadan kaldiracak sekilde tasarlanmasi gerektigi (§17); giivenlik gereksinimlerini karsiladigi ve diger kurallarda
belirlenenlere zarar vermedigi siirece makine 6grenmesi sistemlerinin devreye aliabilecegi, fakat buna iligkin uygun
evrensel standartlarin gelistirilmesi gerektigi (§18); acil durumlarda aracin kendiliginden giivenli duruma girmesinin
saglanmasi (§19) ve otonom araglarin dogru kullanimimin siiriis egitimleri ve testleriyle uygun bir sekilde 6gretilmesi
ve insanlarin genel dijital egitiminin bir pargasi olmasit gerektigi (§20) hususlar1 da ifade edilmistir.
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(2). Baglantih ve Otomatik Araclarin Etigi (Avrupa Birligi)

Koordine, Baglantili ve Otomatiklestirilmis Mobilite (CCAM) stratejisi ile
Avrupa’y1 otonom araglarin yayginlastirilmasinda diinya lideri yapmay1 amaclayan
Avrupa Komisyonu, bu araglarin biitiin avantajlarindan yararlanabilmenin ancak
toplumsal, teknik, hukuki, ekonomik, ¢evresel ve etik sorunlarin asilmasiyla miimkiin
olabilecegi diisiincesi dogrultusunda 18 Eyliil 2020 tarihinde baglantili ve otonom
araclarin etigine dair bagimsiz uzman arastirmacilar tarafindan hazirlanan ayrintili bir

rapor yayrmlamistir>®®

. Otonom arag endiistrisinin gelisimi ve otonom ara¢ kullaniminin
yayginlagmasi silireclerinde ortaya ¢ikmasi beklenen etik problemlerin belirlenmesini ve
bu problemlerle hangi taraflarin hangi sekilde ilgilenmesi gerektigine iligkin bir ¢erceve
¢izilmesini amaglayan bu rapor; karayolu giivenligi, risk ve ikilemler; veri ve algoritma
etigi ile sorumluluk olmak tizere {i¢ temel sorun alanina iliskin 20 farkli tavsiye

icermektedir>%,

(3). Karayolu Trafik Giivenligi Strateji Belgesi (2021-2030)

Tiirkiye’de karayolu giivenliginin artirilmasi1 amaciyla, 2 Subat 2021 tarihinde
Karayolu Trafik Giivenligi Strateji Belgesi (2021-2030) yayimlanmis ve belgede
ongoriilen amacglardan biri de “insamin hata yapabilecegi gergeginden hareketle,
insanlart hata yapmayacak hale getirmenin yam sira, trafikteki olasi hatalari telafi
edecek bir sistem gelistirilmesi ve sistemi olusturan tiim unsurlarin gerekli sorumluluklar:

)

viiklenerek sistemin tamaminmin giiglendirilmesi” olarak sayilmigtir. Ayrica otonom

stirtige iligkin etik problemlerin ¢oziilebilmesi amaciyla uluslararasi ortak etik degerlerin

505 Horizon 2020 Commission Expert Group, “Ethics of Connected and Automated Vehicles: Recommendations
on Road Safety, Privacy, Fairness, Explainability and Responsibility”, Independent Expert Report, Luxembourg:
Publication Office of the European Union, 2020. <https://op.europa.eu/en/publication-detail/-/publication/89624e2c-
f98c-11ea-b44f-0laa75ed71al/language-en> (Erigim Tarihi: 17.07.2021).

506 Metinde Ozetle; otonom araglarin genel zarar azalttigindan emin olunmasi, giivensiz kullanimlarin énlenmesi,
testler i¢in net standartlarin tanimlanmasi, giincellenmesi gereken trafik kurallarinin belirlenmesi ve otonom araglarin
bu kurallarla bagdagmayan istisnai durumlarin arastirtlmasi, savunmasiz siijelerin karayolu trafigindeki esitsizligin
giderilmesi, ikilem durumlarinin risk dengeleri ve etik ilkeler ile asilmasi, veri gizliliginin ve agik riza ilkesinin
korunmasi, kullanicilart ve yayalari verilerin korunmasi konusunda bilgilendirmek icin seffaflik stratejilerinin
gelistirilmesi, ayrimciliklarin 6nlenmesi, otonom araglarda yer alan algoritmalarin siirek olarak denetlenmesi, biiyiik
Olgekli veri kiimelerinin kamuoyunun erisime acilmasi, algoritmik kararlarda seffafligin artirilmasi, taraflarin
yiiktimliiliklerinin belirlenmesi ve bir sorumluluk rejiminin ortaya konulmasinin tesvik edilmesi, otonom araglarin
hareketleri agisindan ilgililerin hesap verebilirliginin saglanmasi, otonom araglarin hareketlerine etik ve hukuki kusur
yoneltilebilmesi ve magdurlarin zararinin tazmini i¢in etkili mekanizmalarin olugturulmasi gerektigi 6nerilmistir.
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gelistirilmesi ve siiriicii destek sistemlerinin, akilli ulagim sistemlerinin ve otonom

araglarin insan hayatini koruma 6nceligi ile liretilmesi gerektigi ifade edilmistir™®’.

c. Otonom Siiriis Ikilemi Tartismalarina Genel Bir Bakis

Kaza optimizasyon algoritmalarinin gelistirilmesine iliskin literatiirdeki
tartismalar; olas1 kazalarda otonom ara¢ kullanicilarinin 6ncelenebilirligi508, her

kullanicinin kendi etik ayarlarmi kullanabilecegi ¢oziimlerin 6lgiilii olup olmadig®®,

yasam hakkinimn hukuk sistemince kesin olarak korunan en temel hak olmasi nedeniyle®*

insan hayatinin diger hukuki degerler karsisinda korunmasiin gerekliligi®*!, daha az aci

2

verici halin tercih edilebilirligi®'?, tehlikenin tiim taraflarinda insan hayati olan

durumlarda nitel veya nicel farkliliklarin tercih edilebilirlige etkisi®®®, kurallara uygun

507 Karayolu Trafik Giivenligi Strateji Belgesi (2021-2030), s. 257.

508 Literatiirde bir goriis, otonom araclarda yer alan acil durum algoritmalarmin her kosulda aracin iginde bulunan
yolcularin giivenligini dncelemesi gerektigini one siirmektedir. Bkz. Nick Belay, Robot Ethics and Self-Driving Cars:
How Ethical Determinations in Software Will Require a New Legal Framework™, Journal of the Legal Profession,
40(1): 119-130, 2015, s. 129; Ote yandan etik egoizm ile iliskilendirilen bu goriis karsisinda; her ne kadar arag
sahiplerinin bireysel giivenliginin azami diizeyde tutulmasini miimkiin kilan tek bir etik kriterin belirlenmesi teknik
olarak miimkiin olsa da bdyle bir genellemenin oldukga biiyiik celigkiler yaratacagi ve normatif anlamda bir ¢6ziim
olmayacag1 da ifade edilmekte olup aragtaki yolcularin hayatiin diger kisilerin hayatina daha agir basamayacagi
dayanagiyla, acil durum algoritmalarinin esit hukuki degerlerin tehlike altinda oldugu durumlarda arag yolcularini
korumak amaciyla masum {igiinci kisileri feda etmek {izere programlanmasinin uygun olmayacagi ifade edilmektedir.
Bkz. Coca-Vila, s. 68.

509 Bu konuda bir gériis, otonom araglarin etik kararlarin verilmesi gorevinde kullanicilarin vekili gibi goriilebilecegini
ve kullanicilarin kendi etik tercihlerinden sorumlu olmasi gerektigi belirtilmektedir belirtmektedir. Bkz. Jason Millar,
Technology as Moral Proxy: Autonomy and Paternalism by Design. 2014 IEEE International Symposium on Ethics in
Science, Technology and Engineering, Chicago, 2014, ss. 1-7; Bir diger goriis otonom araglarin, kullanicinin farkli etik
yaklagimlara karsilik gelen farkli ayarlar arasindan se¢im yaparak araci 6zellestirmesine olanak taniyan bir etik diigme
ile donatilabilecegini savunmaktadir. Bkz. Giuseppe Contissa/Francesca Lagioia/Giovanni Sartor, The Ethical Knob:
Ethically-customisable Automated Vehicles and the Law, Artificial Intelligence and Law, 25(3): 365-378, 2017.

510 Ozbek/Dogan/Bacaksiz/Tepe, s. 386, dn. 528.

511 Hilgendorf, “Otomatiklesmis Siiriis ve Hukuku — Genel Bir Bakis”, s. 449; Ancak bu ihtimalde de hafif
yaralanmalarin yiiksek degerde mali kayiplara agir basip basmadigma iliskin bir tartisma ortaya ¢ikmaktadir. Bkz.
Fledle, s. 198; Coca-Vila, s. 66.

512 Hilgendorf, “Otomatiklesmis Siiriis ve Hukuku — Genel Bir Bakis”, s. 449 vd.; krs. Coca-Vila, s. 78.

513 Konuya iligkin ayrmtili bilgi i¢in bkz. Hilgendorf, “Otomatiklesmis Siiriis ve Hukuku — Genel Bir Bakis”, s. 448
vd.; Heinrich, s. 33 vd.; Lin, s. 70. ifade etmek gerekir ki hayatlar arasinda nitel bir ayrimciliga gidilmesi makul
olmamakla birlikte 6gretide de buna iliskin tutarli bir argiimana rastlanmamustir. Ancak tehlike altindaki hayatlar
arasinda nitel bir mukayesenin kabul edilemeyecegi diisiincesinin aksine, otonom siiriig ikilemine konu olan hayatlarin
nicelik bazinda mukayese edilmesi fikrinin ise tartigmaya agik bir yerde konumlandigi goriilmektedir. bkz. Hilgendorf,
“Automated Driving and the Law”, s. 189-190; Lin, s. 77; Bir goriis, nicel mukayeselere iligkin mevcut tabularin
yikilmasinin ve bir kisinin hayati pahasina bir¢ok insanin hayatinin kurtarilmasina hukuken izin verilmesinin ikilem
durumlarinin ¢éziimlenebilmesi agisindan zorunlu oldugunu ifade etmektedir. Bkz. Heinrich, s. 34.
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davrananlarin  ncelenebilirligi®'* ve simetrik tehlike durumlarinda rastgele karar

:515

jeneratorlerinin kullanilabilirligi®®® etrafinda siirdiiriilmektedir®.

Karayolu trafiginde yalnizca otonom araglarin kullanildig1 bir varsayim halinde
dahi yiiksek hizlarda seyreden bu agir araglarin her kosulda asgari risk durumunu
saglayamayacagini ve araglar piyasaya siiriilmeden once ne kadar test edilirse edilsin
trafik akisinda bolgesel Ozelliklerden kaynaklanan atipik durumlarin her zaman var

olacagini soylemek miimkiindiir®*’

. Meydana gelen kazalar kimi zaman farkli hukuki
degerlerin farkl sartlar altinda birbiriyle catistig1 ikilemlere sebebiyet verebilecek olup
otomasyon teknolojilerinin bulundugu konumda bu g¢esit etik degerlendirmelerin
bilgisayar algoritmalar1 tarafindan yapilmasi imkan dahilinde gdziikmemektedir®!8, Bu
nedenle otonom araclarin karisacagi olasi kagmilmaz kazalarda araclarin ¢arpisma
optimizasyonunu saglamasi i¢in iki menfi netice arasinda zorunlu bir tercih yapilmasi
gerekecektir®®®, ikilem durumlarmin kaza optimizasyon algoritmalari gelistirilmek
suretiyle ¢Oziilmesi amaciyla aracin programcilari tarafindan bir dizi etik kod araglara
dercedilecek oldugunda ise hukuki degerlerin nasil degerlendirilmesi gerektigi

konusunda bir fikre ihtiya¢ duyulacak®®® ve araglarda bulunan kaza optimizasyon

algoritmalar1 dizayn edilirken referans alinan deger yargilari, ceza sorumlulugu agisindan

514 Tehlike altindaki iki esit hukuki deger arasmda bir tercih yapilmasimnin zorunluluk arz ettigi durumlarda kurallara
aykir1 davranan kiginin bu ihmalkar davranisi ile agir ve muhakkak bir tehlikeye sebebiyet verdigi géz oniinde
bulunduruldugunda, bu kisinin kendi ihmalinden dogacak olan zarara katlanmas1 gerekebilecektir. Ayrmtili bilgi i¢in
bkz. Coca-Vila, s. 69 vd. Ancak boyle bir yorum yapilabilmesi igin, icrai veya ihmali olarak gerceklestirilen aykirt
davranisin somut bir sekilde tespit edilebilir olmasi1 gerekir. Gelecekte karayolu siijelerinin karayolu trafiginde
sergileyecekleri olasi fiillerin 6nceden tespit edilerek aracin buna gore hareketini belirlemesini saglayan tahmine dayali
algoritmalar kullanilmaya baslansa dahi, kisilerin kurallara aykir1 davranma meylinde olduklarinin tespit edildiginden
bahisle zararin yoniiniin onlara gevrilmesi gereginden s6z edilmesi makul olmayacaktir.

515 Ogretide “tesadiif jeneratorii” (Heinrich, s. 34) veya “piyango” (Coca-Vila, s. 76) olarak adlandirilan bir sistemi
iceren bu yontemi, higbir karar verme parametresi igermeyen ve karar vermeme alternatifinin de bulunmadig ikilem
durumlarin1 ¢ozerken tehlike altindaki hukuki degerlerin hangisinin kurtarilacagimin objektif bir karar jeneratorii
yordamuiyla rastgele belirlenmesi ve aracin bu dogrultuda hareket etmesinin saglanmasi olarak tanimlamak miimkiindiir.
Coca-Vila; objektif karar sistemlerinin esitlik ilkesine dayali bir karar verme prosediirii igermesi sayesinde cinsiyetgi,
ket vb. kararlarla karsilasilma riskini sifira indirecegini, aracin rastgele bir karar verip otomatik olarak ona gore
hareket etmesi gerceginin gerek se¢im gerek uygulama esnasinda ortaya ¢tkmast muhtemel bir manipiilasyon riskini
de ortadan kaldiracagini belirterek otonom araglarin simetrik tehlike durumlarinda tamamen rastgele bir karar verecek
sekilde programlanmasinin en iyi ¢6ziim olabilecegini ifade etmistir. Ayrintili bilgi i¢in bkz. Coca-Vila, s. 76-77;
Ayrica bkz. Till Zimmermann, Justification or Excuse? The Collision of Positive Duties in German Criminal Law, The
Journal of Criminal Law, 78(3):263-276, 2014, s. 275.

516 Heniiz etik alanmda tartisma konusu olan bu durumlara iliskin herhangi bir yasal diizenleme bulunmamakta olup
tez konusu yalnizca cezai sorumluluk problematigiyle sinirlandirilmis oldugundan tartigmalarin detaylarina bu
calismada girilmemistir.

517 Sven Nyholm, “The Ethics of Crashes with Self-driving Cars: A Roadmap, 17, Philosophy Compass, 2018;
13:e12507, s. 2; Yetim, s. 166; Lin, s. 71; Coca-Vila, s. 60.

518 Kelep Pekmez, s. 184, dn. 40.

519 Lin, s. 71.

520 Fledle, s. 197.
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farkl1 sonuglarin dogmasina sebebiyet verecektir®?!. Bu baglamda ikilem durumlarmdan
kaynaklanan oliimciil neticelerin mesruiyeti pesinen kabul edilerek bu tiir ikilemlere
objektif ¢oziim tiretmekten kaginilmasi yerine bu durumlar1 genel olarak kapsama altina
alabilen agikca tanimlanmis Kurallarin olusturulmas: elzemdir®??, Her ne kadar hukuki
degerlerin kiyaslanmasini zorunlu kilan ikilem durumlarinin ¢ok nadir goriilebilecegi ve
otonom araglarin dogu zamanda dogru frenleme yapabilme potansiyeli sayesinde

carpismadan kaginma agisindan ¢ok iyi performans gosterecegi ifade edilmekteyse de®?3,

kazalarin yasanmaya devam edecegi gerceginin kabul edilmesi®?* ve bir kez dahi olsa
meydana gelme ihtimalleri mevcut oldugu miiddetge bu kaza senaryolarinin etik ve

hukuki boyutlariyla ele alinmas1 gerekmektedir®?®,
C. Baglantih Otonom Ara¢ Dolasimindan Dogan Iki Temel Risk Alami
1. Otonom Araglar ve Karayolu Trafiginin Siber Giivenligi

Otonom araglarin yayginlasmasi, tiim faydalarinin yaninda birtakim riskleri de
ihtiva etmekte olup bu risklerden biri de otonom ara¢ dolagiminin 6nemli 6lciide arttig
miistakbel bir dijital karayolu trafiginin siber giivenligine iliskindir. Siirlis esnasinda
kablosuz internet araciligiyla kendi aralarinda ve baska cihazlarla iletisim halinde olan®%
otonom araglarin kendi siiriis gorevlerine iligskin verileri cevrelerine iletebilmesi ve
cevrelerinden benzer nitelikte veriler alabilmesi i¢in bu iletisimin olduk¢a hizli ve
kesintisiz bir sekilde saglanmasi gerekmektedir®?’. Bu nedenle otonom araglar yaygin bir
sekilde “baglantili araglar” olarak da anilmakta ve yakin gelecekte karayolu trafiginin

528

nesnelerin internetinin bir pargasi haline gelecegi ongorillmektedir’~°. Otonom araglarin

nesnelerin internetine bagli olmasinin ise bu araglarin kullanildigi karayollarinda bilisim

521 Yetim, s. 166.

522 Coca-Vila, s. 61.

523 Luetge, s. 551 vd.

524 in, s. 71; Coca-Vila, s. 60; Fledle, s. 195.

525 Otonom araglarin kaza senaryolartyla nasil basa gikabilecegine iliskin araglarin programlanmasina gerek olmadigini
diisiinmenin Titanic’in batmasinin imkansiz olarak goriilmesiyle esdeger bir hata olacag ifade edilmektedir. Bkz.
Nyholm, s. 2.

526 Gless, s. 459.

527 Yetim, s. 168.

528 Hilgendorf, “Automated Driving and the Law”, s. 173.
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530

suclarina®® bir kapi aralayabilecegi®®® ve araclara yapilacak olasi siber saldirilar

araciligiyla trafik isleyisinin sabote edilmesi riskini Onemli Olgiide artiracagi

diistiniilmektedir®®.

Iletisim teknolojilerinin bulundugu nokta itibariyla internet baglantisinda yasanan
kesintilerin veya internet kullanicilarin hedef alindigi c¢esitli manipiilasyonlarla
karsilagilmasinin ve bu yollarla insanlarin can veya mal giivenliklerinin zarara ugratilmasi
riskinin her zaman mevcut oldugunu sdylemek miimkiindiir®®. Siber suglarla miicadele
kapsaminda otonom araglara ve karayolu trafiginin dijital altyapisina yeterli bir koruma
saglanmadig1 takdirde otonom araglarin en biiyiik vaadi olan kazalarin azaltilmasi
hedefinin aksine, kazalarin sayisinin ve ciddiyetinin arttig1 cok daha olumsuz bir tabloyla

karsilagilmas1 uzak bir ihtimal degildir®®.

Bu nedenle giivenli karayollarina
ulagilabilmesi icin gerekli dijital altyapinin olusturulmasi ve siber giivenligin saglanmasi
oncelenmek zorundadir. Nitekim Anayasa Mahkemesi de bir kararinda “Bireylerin giiven
icinde yagsamalarimin saglanmasinda devlete yiiklenen odevier arasinda siiphesiz siber
giivenligin saglanmasi da yer almaktadir. Dolayisiyla siber giivenligin saglanmasinin
kamu giivenliginin korunmasi yonelik oldugu anlasiimaktadwr.” ifadelerine yer vermek
suretiyle bu hususu vurgulamaktadir®®*. Sayilan nedenlerle otonom arag teknolojilerinde

de kullanilan bilgi sistemlerinin giivenliginin saglanmas1 olduk¢a 6nemlidir>®°.

Yakin gelecekte otonom araglarin yayginlagmasiyla birlikte kullanicilara internet

erisim hizmeti sunan erisim saglayicilarin®%®

ve otonom araglarin siber giivenliginden
sorumlu kisi veya kuruluslarin karayolu trafigindeki roliiniin 6nemli o6lciide artmasi

kuvvetle muhtemeldir. Nesnelerin interneti biiyiidiik¢e siber saldir1 riski dogru orantida

529 Tiirk ceza hukukunda bilisim suglart TCK ’nin {igiincii kistm ve onuncu béliimiinde ihdas edilmis olup bu kapsamda
bilisim sistemine girme sugu (TCK m. 243), sistemi engelleme, bozma, verileri yok etme veya degistirme sugu (TCK
m. 244), banka veya kredi kartlarinin koétiiye kullanilmasi sugu (TCK m. 245) ve yasak cihaz veya programlar sugu
(TCK m. 245/A) yaptirima baglanmistir.

530 Jeffrey K. Gurney, “Driving into the Unknown: Examining the Crossroads of Criminal Law and Autonomous
Vehicles”, Wake Froest Journal of Law & Policy, 5(2): 393 — 442, 2015, s. 434.

531 Hilgendorf, “Automated Driving and the Law”, s. 182.

532 in, s. 79-80.

533 Hilgendorf, “Automated Driving and the Law”, s. 186; Lin, s. 80.

534 Anayasa Mahkemesi 2017/16 E. 2019/64 K., T. 24.07.2019.

535 Council of Europe, Legal Aspects of “Autonomous” Vehicles, s. 10.

5% Erigim saglayici, hukukumuzda 5651 sayili Internet Ortaminda Yapilan Yaymlarin Diizenlenmesi ve Bu Yayinlar
Yoluyla Islenen Suglarla Miicadele Edilmesi Hakkinda Kanun’un 2’nci maddesinin (e) bendinde “kullanicilarina
internet ortamina erigim olanagi saglayan her tiirlii gercek veya tiizel kigiler” olarak tanimlanmustir.
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yiikseleceginden; internet baglantisinda yasanan kesilmeler veya internet agindaki olasi
giivenlik zafiyetleri, erisim saglayicilarin ve aracin giivenlik sistemlerini tasarlayan ve
yoneten kisi veya kuruluslarin otonom araglar iizerinde ¢alisirken hesaba katmasi gereken
gercekei senaryolar olarak ortaya cikacaktir. Boyle durumlarda 6rnegin otonom aracin
bilisim sistemine harici taraflarin girmesinden kaynaklanan neticelerin araci ele gegirilen
ve bunda kusuru bulunmayan siiriiciilere yiiklenmesi dogru olmayacaktir®®’. Ancak
araclara yapilacak siber saldirilardan kaynaklanan bir kaza meydana geldiginde cezai
sorumluluk yalnizca saldirganlar agisindan degil, aracin giivenlik sistemini tasarlayanlar
ve bu sistemin sorunsuz bir sekilde ¢aligmasini denetlemekle yiikiimlii olanlar agisindan
da giindeme gelebilecek ve uygun bir glivenlik sisteminin bulunmamasi, kazay1 meydana
getiren bir sebep olarak yorumlanabilecektir®®®. Bu nedenle yakin gelecekte baglantili
otonom araglarin karistigi kazalarda erisim saglayicilarint da kapsayan bir kusur
arastirmasina gidilebilecek ve internete bagli araglarin karistig trafik kazalarinda internet
hizmetini sunan erigim saglayicilar, tabi olduklar1 standartlara uygun bir sekilde erigim

hizmeti sagladiklarini ispat etme kiilfetiyle karsi karsiya kalabilecektir>®®.

2. Otonom Araglar ve Kisisel Verilerin Korunmasi

Karayolu trafiginde akillica yol alabilmek i¢in olduk¢a fazla veriye ihtiya¢ duyan
otonom aragclar, bu ihtiyaglar1 dogrultusunda aragtan araca ve aragtan altyapiya iletisim,
sensOr sistemi, bilgisayar sistemi, haritalar ve kameralar araciligiyla ¢evredeki veri
kaynaklarindan yogun bir sekilde veri toplamakta ve bu veriler yardimiyla siiriis gorevini
yerine getirmektedir®*. Otonom araglarm topladig1 verilerin bazilar1 ¢evreye, hava ve yol
kosullarina iliskin olmakla beraber siiriis faaliyeti sirasinda araglar tarafindan birgok
kisisel veri de toplanmakta olup kisisel veri kavrami, 6698 sayili KVKK m. 3-d bendinde

“kimligi belirli veya belirlenebilir bir gercek kisiyle alakali her tirlii bilgi” olarak

tanimlanmistir. Sahip olduklar1 kamera ve sensor sistemleri sayesinde direksiyon

587 Gurney, “Driving into the Unknown: Examining the Crossroads of Criminal Law and Autonomous Vehicles”,
S. 434.

53 Hilgendorf, “Automated Driving and the Law”, s. 182-183.

539 Ogretide siber suglarla miicadelede devamlilig1 siirdiirmek amactyla erigsim saglayicilarin sorumluluk rejiminin
degistirilebilecegi, yeni riskleri goz ardi1 eden erisim saglayicilarin ceza sorumlulugundan tamamen muaf tutulmalarimnin
miistakbel riskler karsisinda makul olmadig1 ifade edilmektedir. Bkz. Hilgendorf, “Automated Driving and the Law”,
s. 182 vd.

540 Council of Europe, Legal Aspects of “Autonomous” Vehicles, s. 9.
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basindaki bir insan tarafindan saglanmasi miimkiin olmayan ve trafikteki yaya, arac,
trafik isaretleri gibi diger unsurlar1 basariyla algilayabilen 360 derecelik bir goriis acisina

sahip olan®*

otonom araglarin sliriis gorevini yiiriitirken hangi kisisel verileri
toplayabilecegini tahdidi bigimde Ongdrmek giictiir. Ancak araglardan toplanan
performans verileri, ¢cevreye iliskin veriler, siiriiciiniin yiizii ve sesi, anlik konum bilgisi,
gidilen adresler, ziyaret edilen kisi ve kuruluslar, tercih edilen giizergah ve saatler, sik
yapilan aktiviteler ve aligkanliklar gibi kisinin aile, is ve sosyal hayatina iligkin verilerin,
otonom araglar tarafindan toplanabilecek baslica kisisel veriler olarak sayilmasi
miimkiindiirr*?. Bu baglamda “mobil veri toplama araclar1” olarak goriilebilecek olan
otonom araglarin yayginlagsmasiyla karayolu trafiginde veri koruma hukukuna iliskin

birgok yeni problemin giindeme gelecegi ifade edilmektedir®®,

Bu noktada Avrupa Konseyi biinyesinde 2019°da yayimlanan Yapay Zekd ve Veri
Korumasi Uzerine Kilavuz Ilkeler kapsaminda bir gizlilik yaklasimi olarak gercek veriler
yerine onlar1 temsilen bir veya daha fazla topluluk modelinden iiretilmis sentetik verilerin
kullanilmasimin yapay zekd uygulamalar tarafindan islenen kisisel veri miktarini

%44 Otonom araclarm

minimize etmek yolunda olas1 bir ¢6ziim olabilecegi belirtilmistir
hareketi icin karayolu g¢evresindeki kisi ve nesnelerin temsili bir goriintiilerinin arag
tarafindan taninmas yeterli olacagindan ayrica kisilerin 6zel nitelikteki kisisel verilerinin
islenmesine gerek olmayacaktir. Bu nedenle otonom araclarin veri isleme siireglerinde de
gercek veriler yerine, sentetik simgeler iceren veri kiimelerinin kullanimi, siiriis

otomasyon teknolojilerinin gelisimini aksatmadan veri giivenligi noktasindaki endiseleri

asgari diizeye indirmekte faydali olabilecek bir yontemdir.

%41 Bernard Maar, “Key Milestones of Waymo — Google’s Self-Driving Cars”, Forbes, 21 Eyliil 2018,
<https://www.forbes.com/sites/bernardmarr/2018/09/21/key-milestones-of-waymo-googles-self-driving-
cars/?sh=798d10ed5369> (Erisim Tarihi: 17.07.2021); Gurney, “Sue My Car Not Me: Products Liability and
Accidents Involving Autonomous Vehicles”, s.254; Ann Craig, “Work on Autonomous Control of Driverless
Vehicles Through Intersections Receives Recognition”, Virginia Tech Daliy, 4 Aralik 2012.
<http://www.vtnews.vt.edu/articles/2012/12/120412-vtti-zohdyrakhabestpaper.html> (Erisim Tarihi: 17.07.2021);
Steve Johnson, “Silicon Valley Technology Could Be Key to Safer Driving”, Mercury News, 9 Kasim 2012.
<https://www.mercurynews.com/2012/11/02/silicon-valley-technology-could-be-key-to-connect-cars-for-safer-
driving/> (Erisim Tarihi: 17.07.2021).

542 Nazim Kemal Ure, Otonom Araclar I¢in Yapay Zeka Teknolojilerinde Kisisel Verilerin Korunmasi ve Veri
Mahremiyeti, KVKK Carsamba Seminerleri, 14.07.2021. <https://www.youtube.com/watch?v=0c3Zimcfx-w> (Erigim
Tarihi: 17.07.2021).

543 Lin, s. 80; Hilgendorf, “Automated Driving and the Law”, s. 184 vd; Ure, a.g.e.

54 Council of Europe, Guidelines on Artificial Intelligence and Data Protection, 11/4, s. 2.
<https://rm.coe.int/guidelines-on-artificial-intelligence-and-data-protection/168091f9d8> (Erisim Tarihi: 17.07.2021).
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6698 sayil1 Kisisel Verilerin Korunmasi Kanunu, kisisel verileri islenen gergek
kisiler ile bu verileri tamamen veya kismen otomatik olan ya da herhangi bir veri kayit
sisteminin pargasi olmak kaydiyla otomatik olmayan yollarla isleyen gercek ve tiizel
kisileri kapsamaktadir. 6698 sayili KVKK m. 3 hiikmiinde “veri sorumlusu” ve “veri
isleyen” kavramlari da tanimlanmigtir. Buna gore veri sorumlusu, “kisisel verilerin
isleme amaclarint ve vasitalarint belirleyen, veri kayit sisteminin kurulmasindan ve
yonetilmesinden sorumlu olan gercek veya tiizel kigiyi”, veri isleyen ise “veri
sorumlusunun verdigi yetkiye dayanarak onun adina kisisel verileri igleyen gercek veya

tiizel kigiyi” ifade etmektedir.

KVKK kapsaminda kisisel verilere iliskin suglara ve kabahatlere de yer verilmis
olup Kanunun 17°nci maddesinde kisisel verilere iliskin suglar bakimindan TCK’nin 135
ila 140’1nc1 maddelerinde yer alan hiikiimlerin uygulanacagi, 18’inci maddesinde ise veri
sorumlusu olan gercek kisiler ile 6zel hukuk tiizel kisilerinin yiikiimliiliiklerini yerine
getirmemeleri hélinde idari para cezasi ile cezalandirilacagi 6ngorillmistiir. Ayrica veri
sorumlular ile veri isleyenler, KVKK ve diger kanunlarda sayil1 yiikiimliiliiklerini ihlal
etmeleri veya sug teskil edecek fiiller icra etmeleri halinde bu fiillerinden cezai olarak

sorumludur.

Otonom araclarin sahip oldugu veri toplama potansiyelinin biyiikliigi, bu
verilerin sahipleri olan ilgili kisiler ile veri sorumlular1 arasindaki ytikiimliiliik iliskisi
tizerinde de dogrudan etkilidir ve bu araglarin yayginlagsmasiyla birlikte veri sorumlulari
ve veri isleyenlerin de karayolu trafiginin 6nemli 6zneleri arasina girmesi kuvvetle
muhtemel goériinmektedir. Bu nedenle otonom araglarin kullanilmaya baslanmasiyla
birlikte kisisel veri egemenliginin sinirlarinin gézden gegirilmesi ve bu araglarin topladigi
verilerin nasil islenecegi, hangi sartlar altinda saklanacagi, hangi sartlarla ve kimlerle
paylasilabilecegi, araclarin satilmasi durumunda satistan onceki verilerin akibetinin ne
olacagi gibi meselelerin, yenilesimi tesvik ederken bireylerin mahremiyetini korumaya

devam eden 6lciilii araclarla ¢dziilmesi gerekecektir®®,

545 Hilgendorf, “Automated Driving and the Law”, s. 192; Council of Europe, Legal Aspects of “Autonomous”
Vehicles, s. 10.
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SONUC

Bu calismada ulasilan ilk ve en genel sonug, ¢agdas ceza hukukunun yapay
zekanin beraberinde getirdigi problemleri artik g6z ardi edemeyecegi gercegidir. Tez
konusunu teskil eden otonom araglarin kullanilmasindan dogan cezai sorumluluk
problematigi ise gelecekte kaginilmasi gii¢ olacak bu problemlerden yalnizca biridir.
Avantajlar1 ve dezavantajlar1 genel bir mukayeseye tabi tutuldugunda otonom araglarin
topluma orta ve uzun vadede bir¢ok fayda saglayabilecegi ve yakin gelecekte
yaralamal/6limli  trafik kazalarinin asgari diizeye indirilmesinde biiyiik rol
oynayabilecegi ongoriilmektedir. Ancak bu araglara iligkin yasal diizenlemeler trafik
mevzuatinda heniiz ¢ok smirl bir sekilde yer edinebilmis olup gerek ulusal hukuk
sistemleri gerekse karayolu trafiginin diizenlenmesine iliskin uluslararasi antlagsmalar
otonom araglarin kullanilabilirligini 6nemli 6lgiide kisitlamaktadir. Bu nedenle karayolu
giivenligini Oncelikli bir hedef olarak belirleyen kanun koyucu, bir yandan mevcut
normlar1 yeni teknolojilere adapte ederken 6te yandan 6lciilii bir sekilde bu teknolojilerin
toplumu maruz biraktigi risklerin 6niine gegmek amaciyla erken girisimlerde bulunmak
zorundadir. Nitekim bir¢ok iilke ve bolgesel orgiit, otonom araglara iligkin en yogun
cabalarini bu araglarin giivenli bir sekilde karayolu trafigine entegre edilmesi i¢in gerekli
yasal zeminin hazirlanmasina yoneltmistir. Bu noktada gerek Ulusal Akilli Ulasim
Sistemleri Strateji Belgesi ve 2020-2023 Eylem Plan:i, gerekse Karayolu Trafik Giivenligi
Strateji Belgesi (2021-2030) ile birlikte otonom araglarin Tiirkiye’nin karayolu trafigi

ajandasina girmesini olumlu bir gelisme olarak gérmekteyiz.

Karayolu Trafik Giivenligi Strateji Belgesi’nde de ifade edildigi lizere otonom
araglarin yayginlasmasiyla ile birlikte ilgili mevzuatta degisikliklerin yapilmasi
gerekecektir. Bu gerekliligin ceza sorumlulugu kismiyla sinirlanan bu ¢aligmada; evvela
yapay zekad, makine Ogrenmesi, nesnelerin interneti ve otonom araglara iliskin
disiplinleraras1 bir kaynak taramasi yapilarak ilgili kavramlar ve konuyla baglantili
hukuki gelismeler saptanmis, ardindan otonom araglarin kullanilmasindan dogan cezai
sorumluluga iliskin problemler tanimlanmaya ve bu problemlere iliskin olas1 ¢6ziim
onerileri Tirk ceza hukukunun ilgili hiikiimleri ile literatiirdeki tartismalar baglaminda

degerlendirilmeye ¢alisilmistir.
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Calismanin esasini teskil eden ikinci boliimde, otonom araglarin dogrudan
sorumlulugu ele alinmistir. Yapilan degerlendirme sonucunda otonom aracglarin yapay
zeka tasnifleri arasinda bir dar yapay zeka 6rnegi olmasi dayanagiyla 6zgiir iradeden
yoksun olduklar1 varsayilmis ve otomasyon teknolojilerinde gelinen seviye itibartyla bu
araglarin ceza hukuku agisindan bir sorumluluk 6znesi olamayacagi, sorumlulugun bu
araclarin hareketlerini yonlendiren 6zgiir iradenin kaynagina tahmil edilmesi gerektigi
kanaatine varilmistir. Akabinde sorumlulugun yoneltilebilecegi taraflarin siiriiciiler,
kullanicilar ve programcilar oldugu saptanmis ve sorumlulukla ilgili sorunlar da bu
Ozneler o6zelinde ele alimmistir. Siriicii ve kullanicilar, karayolu trafiginde otonom
araglarin kullanilmasi esnasinda icrai veya ihmali olarak ger¢eklestirdikleri fiilleri sug
teskil ettigi takdirde bu fiillerinden cezai olarak sorumlu olacaktir. Ote yandan otonom
araclarin kullanilmasiyla karayolu trafiginde bir sorumluluk 6znesi olarak yer almasi
kaginilmaz olan programcilar da siirlis otomasyon sistemlerinin programlanmasiyla
alakali kasti veya taksirli eylemlerinden otiirii tipki siiriicii ve kullanicilar gibi ceza

hukuku agisindan sorumlu olabilecektir.

Literatiirde sik¢a tartisilan iiretici tlizel kisilere sorumluluk yoneltilmesi ise Tiirk
ceza hukuku acisindan kusur ilkesinden, onun dogal bir sonucu olarak ceza
sorumlulugunun sahsiliginden ve ceza hukukunun son c¢are olmasi prensibinden
ayrilmadik¢a miimkiin olmayacaktir. Zira TCK’nin 20°nci maddesinde tiizel kisiler
hakkinda ceza yaptirimi uygulanamayacagi agik¢a hitkkme baglanmis olup organlarindan
bagimsiz bir hareket ve kusur yetene§ine sahip olmayan tiizel kisilerin Tirk ceza
hukukunda ceza sorumluluklari bulunmamaktadir. Bununla birlikte bu kisiler hakkinda
giivenlik tedbirlerinin uygulanmas1 miimkiin olup TCK m. 60 hiikiimlerine gore izne
dayali olarak faaliyette bulunan 6zel hukuk tiizel kisilerinin organ veya temsilcilerinin
istirakiyle ve bu iznin verdigi yetkinin kotiiye kullanilmasi suretiyle tiizel kisi yararina
islenen kasith suclardan mahk{imiyet halinde iznin iptaline karar verilecegi ve miisadere
hiikiimlerinin uygulanacagi diizenlenmistir. Ne var ki tlizel kisilere bu gilivenlik
tedbirlerinin uygulanabilmesi kastin varligina bagh tutulmus olup otonom araglarin bir
kaza biciminde karigmasi olas1 olan suglarin neredeyse tamami taksirle islenen suglar
olacagindan, Tirk ceza hukukunda otonom araclarin kullanilmasindan dogan cezai

sorumluluk da iiretici tiizel kisilere yoneltilemeyecektir.

129



Tipikligin siibjektif unsuruna gore yapilan inceleme sonucunda; kasttan dogan
ceza sorumlulugu anlaminda geleneksel araglarla otonom araglar arasinda kayda deger
bir fark bulunmadig1 kanaatine ulasilmistir. Buna gére otonom araglarin karistigi kasten
islenen suglarda Oncelikle sorumlulugun yoneltilebilecegi taraflar belirlendikten sonra
kastin niteligine iliskin bir aragtirma yapilmak suretiyle kasttan dogan ceza
sorumlulugunun klasik usuller ¢ergevesinde ¢oziimlenmesi miimkiin goriinmektedir.
Ancak karayolu trafiginde karsilasilan sug tiplerinin biiyiik bir cogunlugu taksirle islenen
suclardir ve otonom araglarin kullanilmasindan dogan ceza sorumlulugu problemlerinin
birgogu da bu odakta toplanmaktadir. Ozellikle taksirle yaralama, taksirle ldiirme ve
trafik giivenliginin taksirle tehlikeye atilmasi seklinde ortaya c¢ikabilen bu suglarin
otonom araglar vasitasiyla islenmesi hélinde taraflarin hak ve yiikiimliiliikklerinin bagh
olacagi Olgiitlerin belirlenmesi ve siiriiciilerle kullanicilara hangi durumlarda kusur
atfedilebileceginin ac¢ikliga kavusturulmasi, hukuki birer gereklilik olarak ortaya
¢ikmaktadir. Bu nedenle otonom araglarin kullanilmasindan dogan ana mesele de

kanaatimizce taraflarin objektif 6zen yiikiimliiliigiiniin sinirlar1 ile alakalidir.

Seviye iki ve daha diisiik diizeyde otomasyon igeren ve siiriis ortaminin insan
sliricti tarafindan izlendigi araglarda taraflarin objektif 6zen yikiimliliigi, geleneksel
araglardan farkl bir 6zellik arz etmemektedir. Otomatik siiriis sistemi olarak tanimlanan
seviye tlig, seviye dort ve seviye bes diizeyinde siirlis otomasyonuna sahip olan araglar
acisindan ise siiriicii ve kullanicinin siirlis gorevinin ve karayolu trafiginin giivenli bir
sekilde isleyebilmesi adina hangi davraniglarda bulunmasi veya hangi davraniglardan
kacinmasi gerektigi, ancak objektif 6zen yiikiimliiliigliniin kaynag1 olan kanunlardan ve
genel davranis normlarindan ¢ikarilabilecektir. Hentliz olduk¢a sinirli sartlar altinda ve
cogunlukla test amaciyla karayolu trafiginde kullanilabilen otonom araglarin iiretilmesine
ve kullanilmasina iliskin 6zen yilikiimliiliigl, yiikiimliiliiglin 6znesine ve konusuna gore
cesitli farkli sekillerde ortaya ¢ikabilmekte olup bu konuda heniiz gerek kiiresel gerekse
ulusal capta iizerinde uzlasi saglanmig bir kurallar dizisinden s6z edilemeyecegi i¢in bu
calismada ancak konuya iligkin genel bir cergeve cizilebilmesi miimkiin olmustur.
Nitekim gelecekteki olas1 bir diizenlemeye iliskin temel 6nerimiz de genel bir ¢erceve

cizilmesiyle yetinilmesidir.
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Tiirk hukuku ag¢isindan heniiz otonom araglarin {iretilmesine, programlanmasina
ve kullanilmasina iliskin hukuki bir ¢ergeve mevcut degildir. Bu nedenle otonom araglar
Tirkiye’de test edilmeye ve kullanilmaya baslamadan once araglarda bulunacak olan
otomasyon sistemlerinin tasarlanmasi ve bu sistemlerde ortaya cikabilecek yazilim
hatalarinin giderilmesi agamasinda programcilarin; aracin kullanilmasi asamasinda ise
stirticii ve kullanicilarin hak ve yikiimliiliiklerine iliskin KTK kapsaminda hukuki bir
diizenlemeye ihtiya¢ bulunmaktadir. Heniiz gelisim asamasinda olan otonom araglarin
stirticii ve kullanicilarina ait yiikiimliiliiklerin gergek sinirlar ise teknolojik gelismeler,
sosyal beklentiler ve toplumda bu araglara karsi olusan giiven seviyesi kistas alinmak
suretiyle belirlenecektir. Kanaatimizce bu dogrultuda ihdas edilecek olan diizenlemelerde
kat1 ve detayl hiikiimlere yer verilmesi yerine miimkiin oldugunca genel nitelikte bir
gerceve ¢izilmesi, detayli incelemelerin ise uygulamada karsilasilacak somut olaylar
Ozelinde mahkemelere birakilmasi yerinde olacaktir. Bu itibarla ceza hukuku, teknolojik
gelismeleri ihdas edip yonlendiren bir miitesebbis degil, toplumu bu gelismelerin sebep

oldugu olas1 menfi neticelerden koruyan bir garantér konumunda olmalidir.

Dogru tanimlamalar hukuki problemlerin giderilmesinde tek basina yeterli olmasa
dahi otonom araglarin kullanimindan dogan cezai sorumlulugun tayininde ¢Oziimiin
baslangi¢c noktasi, bu aracglarin nasil tanimlandigi ve kullanicilarinin hangi hak ve
yiiklimliiliiklere sahip oldugu sorulart olacak ve nihai ¢ozlimler bu sorulara verilen
cevaplar cercevesinde sekillenecektir. Her ne kadar bu g¢alismada otonom siiriigiin
taraflarinin objektif 6zen yiikiimliiliikkleri genel bir perspektiften ele alinmigsa da bu
yukiimliliiklerin somut olarak tespit edilebilmesi i¢in dncelikle otonom araglarin ilgili
normlarda tanimlanmasi ve siniflandirilmas1 gerekmektedir. Zira SAE tarafindan ortaya
konulan ve diinya genelinde genis kabul goriip bu c¢alismada da esas alinan
seviyelendirme, normatif olmaktan ziyade teknik acidan tamimlayict bir kilavuz
niteligindedir. Otonom araglar, her sartta bu seviyelerin somut sinirlar1 dahilinde hareket
etmemekte, i¢inde bulunulan sartlara gore devreye giren siiriis otomasyonu 6zelliklerine
bagl olarak farkli seviyelerde galisabilmektedir. Bu nedenle otonom araglarin karayolu
trafigindeki seyri sirasinda taraflarin yiikiimliiliiklerini agikliga kavusturmak i¢in KTK
basta olmak {iizere ilgili mevzuatta gerekli diizenlemelerin yapilmasi, mevzuatin siiriis

otomasyon teknolojilerine uyarlanmasi agisindan oldukga 6nemlidir.
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Siirticii ve kullanicilarin objektif 6zen yiikiimliiligli bahsinde seviye ii¢ ve seviye
dort diizeyinde otomasyon igeren araglarin kullanimini regiile eden Alman Karayollari
Trafik Kanunu’nun Degistirilmesine Iliskin 16 Haziran 2017 Tarihli Sekizinci Kanun,
mukayeseli hukuktan 6nemli fakat elestiriye acik bir 6rnek olarak ele alinmaya miisait bir
diizenlemedir. Bu diizenlemenin 6nemi, otonom arag siiriiciilerine agik bir sekilde
“algilamaya hazir bulunma” yikimliligi yiikleyen diinya c¢apindaki ilk ulusal
diizenleme olmasinda; elestirisi ise ilgili yiikiimliiliigiin otonom araglarin karakteristik
vaatlerini imkansiz kilmasinda yatmaktadir. Kanaatimizce siiriiciiniin aragtan gelecek
uyarilar1 devamli olarak algilamaya miisait sekilde bulunma yiikiimliiligi, stiriiciilerin
dikkatini trafik akisindan alip aracin hareketine aynen transfer etmekten baska bir sonug
getirmeyecektir. Bu yiikiimliiliik, asgari risk durumunun saglanmasi i¢in siirlicliye uyari
verilen ve uyariyla birlikte siiriiciiniin kontrolii devralmasini gerektiren seviye ii¢
diizeyindeki otomasyon sistemleri agisindan anlagilabilir olsa dahi insan miidahalesine
ihtiyag duyulmaksizin sistemin bilfiil asgari risk kosulunu saglayabildigi seviye dort
diizeyindeki otomasyon sistemleri agisindan siiriis otomasyon teknolojilerinin temel

amaci ile tutarli degildir.

Taksir sorumlulugu agisindan bir diger 6nemli husus Ongoriilebilirliktir. Bu
calismada, seviyeleri fark etmeksizin otomatik siiriis sistemine sahip araglarda kural
olarak tehlikeli neticelerin objektif olarak Ongoriilebilir oldugu kanaatine varilmistir.
Ancak sucun faile isnat edilebilmesi i¢in neticenin Ongoriilebilirliginin ve netice
ongoriilebilir nitelikte ise failin bunu 6ngdriip 6ngérmediginin her somut olayin kendine
ozgii dzellikleri kistas almmak suretiyle arastirilmasi gerekecektir. Ote yandan otonom
araglarin tasarim ve kullanim siireglerinde ¢ok sayida kisinin yer aliyor olusu, olasi
kazalarda sorumlulugun paylastirilmasimni da giindeme getirmektedir. Taksirli suglarda
yarisan kusurlarin varligi hélinde taraflarin davranmislarinin kusurlu olup olmadigi,
davraniglar kusurlu ise bu kusurun kime ait oldugu ancak aracin teknik 6zelliklerinin
belirlenmesi ve ancak aracglarin donaniminda yer alan olay veri kaydedicilerinin
incelenmesi yoluyla tespit edilebilecek ve sorumlulugun nasil taksim edilecegi hususu bu
sekilde elde edilen bulgulardan yola cikilarak taksir dogmatiginin mevcut ilkeleri

dogrultusunda ¢6ziimlenecektir.
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Calismada ele alinan bir diger olas1 ceza hukuku problemi ise otonom araglarin
kullaniminin nedensellik iliskisine etkisine iliskindir. Makine 6grenmesi siirecindeki
bilissel karmasikligin, otonom araglarin kullanilmasindan dogan kazalarda nedensellik
baglantisinin ve objektif isnadiyetin tespitinde Onemli gli¢liiklere sebep olmasi
muhtemeldir. Bu baglamda tez sonucu olarak otonom siiriise iliskin kurallar ihdas
edilirken otonom araglarin iiretilmesinin ve kullanilmasinin bir izin verilen risk olarak
kabul edilip edilmeyecegi hususunun 6nem arz ettigi tespit edilmistir. Soylemek gerekir
Ki tiretici ve programcilarin salt otonom araglari iiretmekle veya siiriicti ve kullanicilarin
salt bu araglar1 kullanmakla hukuken onemli derecede risk yarattiklarinin kabul
edilmesinin ve olasi ceza sorumlulugunun bu 6n kabule baglanmasinin yegane sonucu,
bireylerin otonom araglari kullanmaktan, ireticilerin ise otonom araclara yonelik
yatirimlarindan vazge¢mesi olacaktir. Yine benzer bir gerekceyle otonom araglari
kullanmanin dogrudan 6zensiz bir davranis bi¢cimi olarak yorumlanmasit da hukuk

diizeninin menfaat dengesine aykirilik teskil edecektir.

Ancak her haliikkarda, akici bir trafigin bireylerin mal ve can emniyetlerine tercih
edilmesi kabul edilebilir olmayacaktir. Kaldi ki, otonom araglar 06zelinde
yaralamali/6liimli kazalarin yaninda siber glivenlige ve kisisel verilerin korunmasina
iliskin birgok alana yayilmasi da muhtemel goéziikmektedir. Bu noktada yapilmasi
gereken, gelisen teknolojiler araciligiyla karayolu trafik giivenliginin artirilmasi ve
otonom araglar kullanima sunulmadan 6nce olasi risklerin en aza indirilmesidir. Risklerin
dengeli bir alan yaratilmak suretiyle azaltilmasi; Ureticilerin yatirimlarini bu alanda
tutmalar1 i¢in bir garanti, otonom araglara yeni yatirimlarin saglanmasi i¢in bir tesvik ve
toplumun kendini giivende hissederek bu araglar1 kullanabilmesi i¢in bir motivasyon araci
olacaktir. Sonug olarak, yakin gelecekte otonom araglarin izin verilen risk kapsamina
alinmas1 miimkiin goriinmese de bu araclarin gerekli giiveni saglamasi ve karayollar
altyapisinin bu araglarin kullanimina elverisli hale gelmesiyle birlikte bu engelin ortadan

kalkmas1 miimkiin ve gerekli olacaktir.

Calismada ele alinan bir diger gii¢lii bir problem ise birden fazla hukuki degere
yonelen bir tehlikenin kagimilmaz oldugu ve araci idare edenin bu tehlikeyi savusturmak

adina bir hukuki degeri digerine feda etme konusunda bir karara varmasini gerektiren
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ikilem durumlaridir. Detaylica ele alinan gerekgelerle Tiirk hukukunda mesru savunma
ve hukuka uygunluk sebebi olan zorunluluk halinin ikilem durumlarina uygulanmaya
elverisli olmadigi, stiriicli ve kullanicilarin TCK m. 25/2°de diizenlenen sartlar saglandigi
takdirde kusurlulugu kaldiran bir mazeret sebebi olan zorunluluk hali kapsaminda
degerlendirilebilecegi, programcilarin ise her ne kadar {i¢iincii kisi lehine zorunluluk hali
kapsaminda degerlendirilebilecek olsalar da programlama asamasinda muhakkak bir
tehlikenin yarattigi psikolojik buhran iginde bulunmadiklar1 igin programlama
asamasinda sogukkanlilikla verecekleri kararlarin zararl neticelere yol agmasi halinde
TCK m. 25/2 geregi mazur goriilmelerinin miimkiin olmadigi saptanmisgtir. Zorunluluk
hali hiikiimlerinin programcilara uygulanamaz olusu, aracin hareketlerine iligskin 6nceden
bir karar vermek veya bu karar1 olusturacak olan algoritmalari tasarlamak zorunda kalan
programcilarin nasil bir karar vermeleri veya kaza optimizasyon algoritmalarini nasil
dizayn etmeleri gerektigine iliskin etik g¢er¢evenin belirlenmesinin 6nemini ortaya
koymaktadir. Bu baglamda 6zellikle kaza optimizasyon algoritmalarinin programlanma
stirecinde agiklanabilirligin saglanmasi, miistakbel hukuki sorunlar agisindan 6ncelikli bir

mesele olarak ele alinmalidir.

Ikilem igeren olay kurgulari, literatiirde etik baglamda birgok tartismanin
odaginda olmakla birlikte iilkesel ve bolgesel kuruluslar da bu konuda kilavuz ilkeler
izerinde ¢alismaktadir. Bu noktada calismada ele alinan belgelerin otonom siiriisten
dogan etik problemlerin ve olast ¢oziimlerin belirlenmesinde aydinlatict kilavuzlar
oldugu kanaatindeyiz. Ancak bu raporlar halihazirda baglayiciligi bulunan normlardan
ziyade tavsiye ilkeleri igermekte olup otonom araglarin tasarlanmasindaki etik standartlar
hakkinda heniiz uluslararasi uzlas1 saglanmamis oldugundan ceza sorumlulugunu konu
edinen bu ¢aligmada etik tartigmalara yalnizca deginilmekle yetinilmis ve miistakbel
caligmalar i¢in bir gerceve ortaya konulmaya calisilmistir. Bu calismada ele alinan
kilavuz ilkeler, her ne olursa olsun otonom siiriiste insan hayatinin dncelenmesi ve
ayrimciligin 6nlenmesi gerekleri etrafinda toplanmakta olup Tiirkiye 6zelinde de bu
husus, otonom araglarin insan hayatini koruma onceligi ile tiretilmesi gereginin ifade
edildigi Karayolu Trafik Giivenligi Strateji Belgesi (2021-2030) ile isabetli olarak

vurgulanmustir.
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Calismanin sonunda, baglantili otonom araglarin yaygin olarak kullanilmasiyla
birlikte dogmasi beklenen iki temel risk alani ele alinmis; araclarin siber glivenligi
saglanmayip gerekli veri koruma onlemleri alinmadik¢a otonom araglarla hedeflenen
giivenli karayollarina ulasilmasinin kolay olmayacagi ifade edilmistir. Bu baglamda
otonom araglarin yayginlagmasiyla birlikte veri sorumlusu ve veri isleyenlerin karayolu
trafiginin 6nemli O6zneleri arasina girecegi kesin olarak 6ngoriilebilir niteliktedir. Ayrica
karayollarinda siber gilivenligin saglanabilmesi amaciyla, araglara ag baglantis1 hizmeti
sunan erisim saglayicilarin sorumluluga paydas edilmesi fikrini de, tiizel kisilerin ceza

sorumluluguna bagl olarak, tartismaya deger bulmaktayiz.

Calismada, heniiz yasal gergevesi olusmamis olan bir mesele, cesitli teoriler ve
ornek olaylar etrafinda sistemli bir sekilde agiklanmaya ve mevzuattaki olasi eksiklikler
tespit edilmeye calisilmistir. Teoriler, yalnizca yaklasik olarak regiilasyonu sekillendiren
araglardir. Bu calismada gelecekte yasanmasi olast goriilen somut olaylar1 yiizde yiiz
kapsayacak diizeyde bir cevap verilemedigi gibi boyle bir cevabin gelecekte verilmesi de
miimkiin olmayacaktir. Cevaplar1 belirleyen; teknolojiyi hem iireten hem de kullanan
taraf olan, trafik kazalarinda hem zarar géren hem de zarar veren olan toplumun kendisi
olacaktir. Bu itibarla toplumun teknolojik adaptasyonu gelistikge normlar da ayni
dogrultuda gelismelidir. Nihayetinde tez konusunu ihtiva eden otonom araglarin
kullamimindan dogan cezai sorumluluk meselesi de temelinde bireylerin temel hak ve
hiirriyetleri ile toplumun yiiksek menfaatleri arasindaki kadim ikilemin dijital bir

tezahiiriinden bagka bir sey olmayacaktir.
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