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OZET
KISMI EN KUCUK KARELER YONTEMININ SIMULASYON VERILERI
ILE DIiGER YONTEMLERLE KARSILASTIRILMASI

Ismail BAGCI

Yiiksek Lisans Tezi
Fen Bilimleri Enstitiisii
Istatistik Anabilim Dali
Danisman: Dog¢.Dr. Atila GOKTAS
Agustos 2017, 59 sayfa

Coklu baglant1 mevcut oldugunda tahmin edilen dogrusal regresyon modelinin anlamli
bagimsiz degiskenlere iliskin katsayilarin testinde kullanilan t istatistikleri anlamsiz
olmaktadir. Bu sorunun giderilmesinde kullanilan ¢ok sayida tahmin ydntemi
bulunmaktadir. Caligmamizda, bagimsiz degiskenler arasinda ¢oklu baglantiya sahip
cok degiskenli normal dagilimdan {iretilen verilere uygulanan “Kismi En Kii¢iik
Kareler Tahmin Yoéntemi (KEKK)”, “Ridge Regresyon (RR)” ve “Temel Bilesenler
Regresyonu (TBR)” yontemleri karsilastirilmistir. Simiilasyon ¢alismasinda veriler,
farkl iligki diizeylerinde ( 0.0, 0.3, 0.5, 0.7, 0.9), 6rneklem biiyiikliikleri 30, 50, 100,
200 ve 500 birimlik 6rneklemler igin farkli degisken sayilarda ¢alisma 5000 kere
tekrarlanmistir. Elde edilen bu veriler kullanilarak {i¢ farkli yontem ile tahmin edilen
regresyon modeli i¢in Hata Kareler Ortalamalari (HKO) hesaplanmis, diisiik olan
HKO degerleri dikkate alinarak, hangi yontemin hangi durumda daha verimli ve daha
1yi sonuglar verdigi arastirilmistir.

Simiilasyon verileriyle elde edilen bulgulara gore drneklem biiyiikliigiiniin azalmasi
veya artmast, tahmin yontemleri izerinde 6nemli bir etki yaratmaktadir. Her 6rneklem
biiyiikliigii veya her degisken sayisinda anlamli iistiinliik saglayan bir tahmin yontemi
yoktur. Her tahmin yontemi 6rneklem biiyiikliigii, bagimsiz degisken sayisi veya ¢coklu
baglantinin derecesinden etkilenmektedir. Ancak siiper ¢oklu baglanti sorununda,
bagimsiz degisken sayist ne olursa olsun literatiiriin aksine (n<=200 i¢in) TBR
yonteminin diger iki tahmin yontemine gore daha iyi sonuglar verdigi gézlenmistir.

Anahtar Kelimeler: Kismi En Kiiciik Kareler, Ridge Regresyon, Temel Bilesenler
Regresyon, Coklu Baglanti



ABSTRACT

COMPARISON OF PARTIAL LEAST SQUARES PREDICTION AND
OTHER PREDICTION METHODS WITH SIMULATED DATA

Ismail BAGCI

Master of Science (M.Sc.)
Graduate School of Natural and Applied Sciences
Department of Statistical
Supervisor: Assoc. Prof. Dr. Atila GOKTAS
August 2017, 59 pages

When there is multicollinearity, using t test statistics for testing the coefficients related
to meaningful independent variable of predicted linear regression is meaningless. To
eliminate this problem there are great number of prediction methods used. In our study
Partial Least Squares Prediction method (PLS), Ridge Regression (RR) and Principal
Components Regression (PCR), which are applied to generated data with
multicollinearity among independent variables existing in multiple independent
variables from standard normal distribution, are compared. The study was repeated
5000 times in simulation for data in different degree of multicollinearity levels (0.0,
0.3,0.5,0.7, 0.9) and for different sample sizes 30, 50, 100, 200 and 500 unit samples.
Three prediction regression methods were applied by the help of the gathered data and
Error Mean Squares (EMS) of regression parameters were calculated. The lowest EMS
was taken into consideration to determine which method was the most fructiferous and
had the best results under different circumstances.

According to findings gathered through the Simulated data, increase and decrease in
the sample size creates important effect on the predicting methods. There is not a
prediction method that has a meaningful superiority to the others in every sample size
or every variable number. Each prediction method is affected by the size of the sample,
number of independent variables or the degree of the multicollinearity. However in
super multi connection problem, whatever the number of dependent variable is, in
contrast to literature (for n<=200), it is observed that PCR method had better results
compared to the other two prediction methods.

Key Words: Least Squares, Ridge Regression, Principal Components Regression,
Multicollinearity
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1. GIRIS

Dogrusal regresyonda, bir veya birka¢ bagimsiz degiskenin arasinda ortaya g¢ikan

anlamli iligki, coklu baglanti olarak adlandirilmaktadir.

Regresyon analizi, bagimli bir degisken (Yi) ile bir veya birden fazla bagimsiz
degisken (Xi) arasindaki nicel iligkiyi tahmin etmek amaciyla kullanilan en yaygin
istatistiksel uygulamadir. Bagimsiz degisken sayisi 1 (bir) tane ise bu duruma basit
regresyon, birden daha fazla degisken var ise ¢oklu regresyon olarak adlandirilir.

Regresyon analizinin genel kullanim amaglart:

a) Onceden olgiilebilen degerlerden yararlanarak, daha sonra olgiilecek lgiim

degerlerini,

b) Kolay olgiimii yapilabilen veri setinden yararlanarak, 6l¢iimii zor olan bir

ozelligin degerlerini

C) Diisiik maliyete sahip olg¢iim degerlerinden, yiiksek maliyetli 6l¢tim

degerlerini tahmin etmek seklinde siralanabilir (Huber ve Dutter, 1974).

Regresyon analizinin yapilmasinda gerekli bir takim varsayimlart saglamasi
kosuluyla en yaygin kullanilan yontem, En Kiiciik Kareler (EKK) yontemidir. Bu
yontem ile denklemin verdigi (teorik) Y degerleri ile 6lgiimlerden elde edilen (gergek)
X degerleri arasindaki farklarin karelerinin toplamimi  kiiciiltme fikrine
dayanmaktadir. Elde edilen bu modelin giivenirliligi EKK ydnteminin
varsayimlarinin saglanmasinabaglidir. incelenen bagimsiz degiskenler arasindacoklu
baglanti olmasi, EKK ile tahmin edilen regresyon parametrelerine ait katsayilar,

sonuglarin yanlis yorumlanmasina neden olabilir.

Ridge regresyon, regresyon analizinde ¢oklu baglanti olmas: durumunda parametre
tahminleri iizerinde olusacak olan olumsuz etkinin ortadan kaldirilmasini saglamak

amaciyla gelistirilen yanli bir regresyon yontemidir.

Temel Bilesenler Regresyon ise aralarinda korelasyon bulunan orijinal
degiskenlerinden daha az sayida ve bu degiskenlere ait dogrusal bilesenleri olan yeni

degiskenler yardimi ile agiklayan bir regresyon yontemidir.



Tarim, sosyo-ekonomi, tip ve biyoloji gibi alanlarda elde edilen sonuglarin gerekli
varsayimlar dikkate alinmadan EKK yontemi ile tahmin edilmesi yanlis sonuglar
ortaya ¢ikarabilmektedir. Bu durumda EKK yontemi ile elde edilmis gegerliliklerden
stiphe edilmelidir (Alpar, 1997). Bu nedenle yapilan ¢alismalarda istatistik alaninda
onemli bir dlgilit olan ¢oklu baglanti varligi ve ¢oziim tekniklerine gereken dnem

verilmemistir.

Bu ¢alismada dogrusal regresyon modelinde yer alan agiklayici degiskenler arasinda
coklu baglant1 varliginda yanli tahmin yontemlerinden “Kismi En Kiiciik Kareler”
yonteminin diger yanli tahmin yontemler ile karsilagtirilmasi amaglanmaktadir.
Karsilagtirma analitik olarak yapilamadigindan s6z konusu karsilagtirma simiilasyon
verileri ile gergeklestirilmistir. Sonug olarak bagimsiz degisken sayisinin ¢oklugunda
yanli tahmin yontemleri arasinda en iyi tahmin yonteminin “Kismi En Kiigiik Kareler

Yontemi” olacagi beklenmektedir.



2. LITERATUR CALISMALARI

En Kiiciik Kareler Yontemi, ¢esitli alanlarda herhangi bir uygulama ile elde edilmis
verileri modelleyen bir fonksiyon bulmaya c¢aligir. Genellikle bu kullanilan veri
tablosuna tam anlamiyla uyan bir fonksiyon bulmak pek miimkiin olmadigi i¢in; veri
tablosuna en uygun olabilecek fonksiyon belirlenmeye ¢alisilir. Bir veri tablosuna en

uygun fonksiyonu bulma siirecine regresyon analizi denir.

Dogrusal regresyon analizinde bagimsiz degiskenler sabit, bagimli degisken
tesadiifidir. Degiskenler hatasiz 6l¢iilmekte, bagimsiz ve bagimli degiskenler arasinda
var olan iliski dogrusal oldugu varsayilmaktadir. Ancak bu dogrusallik kriteri, modele
ait parametreler igin gereklidir. Bagimsiz degiskenler arasinda giiglii iliskilerin var
olmasina baglant1 (collinearity) veya ¢oklu dogrusal baglanti (multicolinearity) olarak
ifade edilmektedir. Bu, regresyon analizinde istenmeyen bir durumdur (Orhunbilge,
2000: 240-251).

Regresyon analizlerinde ¢oklu dogrusal baglantinin olmasi, gesitli problemlere neden
olmaktadir (Orhunbilge, 2000:240-251). Coklu dogrusal baglanti problemi, ¢oklu
regresyon analizindeki her bir gozlem igin, bagimsiz degiskenlerden biri ya da birkag1
arasinda, tam veya tama yakin dogrusal bir iliski olmasi durumudur. Ancak
uygulamalarin hemen hemen tamaminda bagimsiz degiskenler arasinda iligki
olmamasi ¢ok sik rastlanan bir durum degildir. Genellikle bagimsiz degiskenler
arasinda oldukca diisiik diizeyde bir iliski vardir. Eger iliski dogrusal bir iliski ise,

coklu dogrusal baglant1 vardir.

Kidwell ve Brown (1982), ¢oklu baglanti {izerine bir ¢alisma yapmistir. Bu ¢aligmada
RR yontemine yonelik yapay veriler kullanmistir. Elde edilen sonuglar dogrultusunda,
tahminleyicilerin ortogonal olmadigi durumda RR modelinin, en kiigiik kareler

yontemine gore daha farkli sonuglar verdigi sonucuna varmistir.

Kurtulus (2001) yapmis oldugu yiiksek lisans tez ¢alismasinda, bagimsiz degiskenler
arasinda ¢oklu baglanti sorunun var olmasi durumunda, sorunun ortadan
kaldirilmasina yonelik kullanilan RR yontemi {izerinde ¢alisma yapmistir. Bu yontemi

ile en kii¢iik kareler yontemini karsilastirmistir. RR metodunda k parametresinin elde



edilmesini saglayan birkag yontemi tanitmustir.

Ortabas (2001) yaptig1r yiiksek lisans tez c¢alismasinda ¢oklu dogrusal baglanti
sorununu ortadan kaldirmaya yonelik olarak kullanilan temel bilesenler ve RR
yontemlerini ele almistir. Coklu baglanti sorununu ortadan kaldirmaya yonelik
kullanilan yontemlerden yanl regresyon yontemleri ile hem ¢oklu dogrusal baglanti
yapisinin agiklanabildigini, hem de standart hatasi daha kii¢iik hata kareler ortalamali

tahminlerinin bulunabildigini ifade etmistir.

Topgubast ve Billor (2003), yaptiklari ¢alismada, agiklayici degiskenlerin dogrusal
bagimli olmalar1 durumunda, en kii¢iik kareler tahmin edicisine alternatif olabilecek
cesitli yanli tahmin modellerin bulundugunu ve bu yanli tahmin modellerinin ¢ogunu
(genellestirilmis ridge, ridge, ana bilesenler, ondalikli rank ve Stein kestiricisi)
barindiran bir sinif tanimlandigini ifade etmislerdir. Calismalarinda yanli kestiricilerin
bir kismini igeren bu simif igerisine Liu ve genellestirilmis Liu Kestiricileri de

katmislardir.

Graham (2003) yapmis oldugu calismada ekolojik verilere uyguladig: ¢oklu regresyon
analizlerinde, ¢oklu baglanti sorunu ile karsilasildigini belirtmistir. Caligmasinda
gercek ekolojik veriler kullanarak ¢oklu baglanti sorununa karsilik farkli istatistiksel
tekniklerin kullanimini gostermistir. Bunun sonucu olarak, ekolojik verilerin ¢oklu
regresyon modellerinde ¢oklu baglantili durumlarin acgiklanmasimmi ve farkl

yontemlerin kullanilmasiyla modelin gegerliliginin artirilabilecegini ifade etmistir.

Ergiines (2004) yiiksek lisans tez calismasinda en kii¢iik kareler yontemi ile RR
yontemlerini karsilastirarak ¢oklu baglanti problemini anlatmis ve problemin ortadan
kaldirilmasina yonelik Ridge Regresyon (RR) yonteminin kullanimimi ele almustir.
Coklu baglant1 sorunu bulunan bir 6érnege En Kii¢lik Kareler ve RR ydntemlerini
uygulayarak, daha gecerli parametre tahmini yapmasindan dolayi, RR ydnteminin

EKK yo6nteminin yerine kullanilmasini 6nermistir.

Albayrak (2005), yaptigi calismada beden agirliginin tahmin edilmesinde RR ve
Temel Bilesenler Regresyonun, En Kiiciik kareler yontemine kars1 etkin olup olmadigi
arastirilmistir.  Aralarinda  yiiksek ¢oklu dogrusal baglanti bulunan bagimsiz
degiskenlere RR, TBR ve EKK yontemleri uygulanmistir. RR ve TBR yontemlerinin
EKK yontemine gore daha diisiik standart hatali, duragan ve kurumsal beklentileri

karsilayabilecek uygun tahminler saglayacagi gézlenmistir.



Karadavut ve ark. (2005) yaptiklar1 ¢alismada nohut bitkisinin verimini etkileyen bazi
karakterleri, ridge regresyon, en kiigiik kareler ve robust regresyon yontemlerinden biri
olan M-regresyon yontemleri ile elde etmis olduklar1 parametre tahminlerini
karsilastirmiglardir. Nohut bitkisinde tane agirligini etkileyen degiskenlere etki eden
regresyon modelinde, ilk 6nce EKK yontemini kullanarak parametreleri tahmin
edilmis, bagimsiz degiskenler arasindaki ¢oklu baglanti tespit edilerek RR yontemi ile
parametre tahminlerini elde etmislerdir. Yine ayni veri grubuna M- regresyon
yontemini de uygulayarak, elde edilen parametre tahminleri ve analiz sonuglari
karsilastirilmistir. Sonug olarak, M regresyon yonteminin diger yontemlere gore daha

uygun bir tahmin edici oldugu ve tercih edilebilecegi ifade edilmistir.

Yolacan ve ark. (2005) yaptiklar1 c¢alismalarinda ¢oklu baglantt probleminin
bulundugu ekonomik verilere RR ve yapay sinir aglari algoritmalarini uygulamus,

sonuglarini karsilagtirmigtr.

Cankaya ve ark. (2006) yapmis olduklari caligmada, ¢oklu lineer regresyon modelinde
parametre tahmin yontemlerini karsilastirmistir. Parametre tahminlerinde aykir1 deger
ortaya ciktiginda, en kii¢iik medyan kareler yonteminin diger yontemlere gore en
yiiksek belirtme katsayisina sahip oldugunu ifade etmistir. Aykir1 degerlerin ve yiiksek

u¢ degerlerin etkilerinin arastirilmasi gerektigini ifade etmislerdir.

Aktas (2007) yaptig1 calismada, coklu regresyon analizinde karsilasilan sorunlardan
olan coklu baglantiy1 belirleme tekniklerini ele almis ve enflasyon modeli i¢in Liu
kestiricisi ile bir uygulama yapmistir. Liu kestiricisi ile ¢oklu baglanti sorunun
kaldirildigr modele gore, bahsedilen donemde enflasyon iizerinde en fazla USD ve

para arz1 degiskenlerinin etkili oldugu belirtilmistir.

Karakas (2008) yiiksek lisans tez ¢aligmasinda ¢oklu dogrusal baglantinin nedenleri,
teshis yontemleri ve istatistiksel Sonuglara varilmasi siireci iizerindeki etkileri
incelemistir. Ozellikle Ridge ve Liu regresyon metodlar1 basta olmak iizere, yanlh
regresyon tahmincilerinin ¢oklu dogrusal baglanti sorununu diizeltme yontemi olarak
degerlendirilmekte ve istatistiksel Ozellikleri incelenmektedir. Ridge ve Liu tip
regresyon kullanilarak bir istthdam modelinin tahminini elde etmeye yonelik bir
uygulama yapilmistir. Istatistikte, yanli regresyon tahmincilerine ait standart hatalarin
hesaplanabilmesi i¢in bir formiiliin bulunmadigini belirtmistir. Isaretlerin uygunlugu
ve parametrelerin anlamliligi bakimindan, Liu tip tahmincinin diger iki tahminciden

daha tistiin oldugunu ifade etmistir.



Cankaya ve arkadaslar1 (2009) yaptiklari ¢alismalarinda, Karayaka kuzularina ait bazi
viicut olgiilerinden hesaplamig faktor analiz skorlarini, ¢oklu regresyon modelinde
kullanarak, canli agirhigi tahmin etmek ve incelenen viicut olgiileri arasindaki ¢oklu
baglantiy1 ortadan kaldirmaya calismislardir. Ondokuz Mayis Universitesi Arastirma
ve Uygulama Ciftliginde yetistirilen siitten kesime doneminde olan 101 adet Karayaka
kuzusunun viicut dlgiileri (cidago ve sagr yiiksekligi, viicut uzunlugu, gégiis ¢evresi
ve derinligi, orta ve arka sagr1 genisligi, kiirekler aras1 genislik) ile canli agirlik
Olctlilerinden faydalanmiglardir. Tahmin esitliginde kullanilan cidago ve sagrn
yiikseklik degerlerinde ¢oklu baglanti oldugu belirlenmistir. Faktor analiziyle elde
edilen faktor skorlarini kullanip, ¢oklu baglanti problemini ortadan kaldirdiklarini

belirtmislerdir.

Pamukcu (2010) yaptig1 yiiksek lisans tez ¢alismasinda, sistolik kan basinci degerini
tahmin etmede RR ile En kiiglik kareler yontemleri karsilastirilmistir. Buna yonelik
olarak, sistolik kan basinci ile bagimsiz degiskenler arasindaki dogrusal iliskinin
tahmininde En kiiglik Kareler regresyonu ve RR tekniklerinin goreceli tahmin
gecerlilikleri karsilastirilmistir. Yapilan aragtirmada, aralarinda yiiksek ¢oklu dogrusal
baglant1 bulunan bagimsiz degiskenler kullanilarak yapilan ¢alismada, RR tekniginin
en kiiciik kareler regresyonuna gore daha uygun tahminler ortaya koydugu

belirlenmistir.

Topal ve arkadaslar1 (2010) arastirmalarinda, farkli yaslarda 91 adet sazan baligina ait
gesitli viicut Olgiilerini kullanarak Kkarkas agirliklarini tahminleyen bir model
gelistirmeyi amaglamislardir. Elde edilen viicut Glgiileri arasinda ortaya ¢ikan ¢oklu
baglant1 sorununu ortadan kaldirmak igin en kii¢iik kareler regresyonu, RR ve temel
bilesenler regresyon analiz yontemleri kullanilmistir. Elde edilen sonuglara gore, coklu
dogrusal baglant1 sorununu ortadan kaldirmak igin, en kii¢iik kareler metodu yerine
Ridge ve temel bilesenler regresyon yontemlerinin kullanilmasinin daha dogru

olabilecegi belirtilmistir.

Biiyiikuysal (2010) yaptig1 yiiksek lisans tez ¢calismasinda, ¢oklu dogrusal regresyon
analizinde, bagimsiz degiskenler arasindaki ¢coklu dogrusal baginti durumunda ortaya
cikan yanliligr ortadan kaldirmak i¢in en kiigiik kareler yontemine alternatif olarak
onerilen RR yontemi tizerinde ¢alisilmistir. En kiiglik kareler ve RR analizinden elde
edilen sonuglar karsilastirmustir. Istanbul Tip Fakiiltesi Hastanesine sismanlik sikayeti

ile bagvurmus olan hastalardan rasgele segilen 20 kisinin beden agirligi (kg), deri alan1
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(cm?), uyluk kemiginin ¢evresinin uzunlugu (cm) ve belden yukar1 dlgiilen kaslarin
gevrelerinin uzunlugu (cm) degerleri elde edilerek, bu degerler ile hastalarin viicut
agirhigiyla olan iliskileri incelenmistir. Analizler sonucunda, RR analiziyle elde edilen
regresyon Kkatsayilarinin, en kiigiik kareler yontemiyle elde edilen regresyon
katsayilarina gore daha iyi sonuglar verdigi gézlenmistir. Elde edilen sonuglar dikkate
aliarak, ¢oklu dogrusal bagint1 halinde, RR analizinin en kiigiik kareler yontemine
gore daha dogru sonuglar verdigi goriilmistiir. Coklu dogrusal bagint1 varliginda, RR

analizinin kullanilmasini 6nermistir.

Rathert ve arkadaslar1 (2011) yaptiklari ¢alismada, Japon bildircinlarinda yumurta ig
kalite 6zelliklerinin tahmin edilmesine yonelik olarak, en kiiciik kareler yontemi ile
temel bilesenler regresyon yontemini karsilasgtirmislardir. Calisma kapsaminda 20-24
haftalik yaslarda olan Japon bildircinlarindan toplanan yumurtalart kullanmisladir.
Sonug olarak, temel bilesenler regresyon yontemi ile ¢oklu problemin ortadan

kaldirildig1 ifade edilmistir.

Eker (2011) yaptig1 yiiksek lisans tez caligmasinda, ¢oklu regresyon analizinde
bagimsiz degiskenler arasinda ¢coklu baglanti sorununun var olmasi durumunda, ¢okca
tercth edilen En Kiigiik Kareler (EKK) metodunun varsayimlarimin savunulamaz
olmasindan dolayi, EKK yontemi ile Ridge Regresyon (RR) ve Temel Bilesenler
Regresyonu (TBR) yontemlerini karsilagtirarak incelemistir. Calismasinda, Ondokuz
Mayis Universitesi Arastirma ve Uygulama Ciftliginde yetistirilen 85 Karkaya
kuzusunun bazi viicut dlgiileri ile canli agirlik dlgiilerini kullanmistir. Bu 3 yontemi
degerlendirirken hata kareler ortalamas1 (HKO) ve parametrelerin 6nemliligini (R?)
kullanmistir. Arastirmanin sonucunda, en diisik HKO degerinin ve en biiyiik R?
degerlerinin RR modeli ile elde edilmis olmasina ragmen, parametrelerin dnem
testlerine gore Temel Bilesenler Regresyon yonteminin daha tutarli oldugunu ifade

etmistir.

Mahesh ve arkadaslar1 (2014) yaptiklar1 calismalarinda, farkli yerlerden ve ekin
zamanlarinda elde edilen Kanada bugdayinin protein igerikleri ve sertlik degerleri ile
ilgili tahminleri karsilastirmislardir. Bu karsilastirma islemleri i¢in EKK ve TBR
modelleme yontemleri kullanilmistir. Calismanin sonucunda EKK modelleri, protein
igerikleri ve bugday sertligini 6ngormek i¢in kullanilan TBR modellerinden daha iyi

tahmin performans sergiledigi sonucuna varilmistir.

Firinguetti ve arkadaglar1 (2016) yapmis olduklari ¢alismada, ¢ok parcali dogrusallik
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problemine yonelik kullanilan Kismi En Kiigiik Kareler (KEKK) ile Ridge Regresyon
(RR) yontemlerini ele almislardir. Performanslarint karsilastirmak iizere yapilan
simiilasyon c¢aligmasi sonucunda, hata varyansinin yiiksek oldugu durumlarda Ridge
Regresyon (RR) ‘un daha iyi performans sergiledigi ve modelin daha fazla degisken
icerdigi durumlarda Kismi En Kiigiik Kareler (KEKK) tahmincisinin en iyi sonuglara

ulastigini ifade etmislerdir.



3. GENEL BILGILER

Regresyon uygulamalarinin pek c¢ogunda, bagimsiz degiskenler arasinda iligki
mevcuttur. Bazen bagimsiz degiskenler arasindaki dogrusal iliski ¢ok kuvvetli olmakta
ve bu tir durumlarda, regresyon modeli yardimiyla yapilacak yorumlar yanlis
olabilmektedir. Aslinda c¢oklu regresyon denklemi yorumlanirken, bagimsiz
degiskenler arasinda kuvvetli bir iliski olmamasi durumuna baghdir. Bu durumun
bozulmasi, bir diger ifade ile bagimsiz degiskenler arasinda bir ya da daha fazla
dogrusal bagintinin var olmast ¢oklu baglanti (multicollinearity) sorununu ortaya

¢ikarmaktadir (Alpar 2003).

Coklu baglanti, baz1 bagimsiz degiskenler arasinda yiiksek oranda korelasyon olmasi
durumudur. Birden ¢ok bagimsiz degisken bulunduran regresyon modellerinin pek
¢ogunda var olan bir durumdur. Coklu baglant1 var oldugunda, tahminler yansiz olsa
bile, bagimsiz degiskenlerin kuvvetli iliskisinin degerlendirilmesi ve birlikte etkilerine
ait sonuglara giivenilemez. Temel olarak, eger bagimsiz degiskenler arasindaki

korelasyon degeri 0.70’in tistiinde ise, bir ¢oklu baglanti sorununun oldugu belirtilir.

Tam ¢oklu baglantinin varligi, belirlenemeyen katsayilar1 ve tanimlanamayan standart
hata ortaya ¢ikarmakla beraber, yiiksek ¢oklu baglantida daha ¢ok yiiksek varyans ve
kovaryanslar, genis giiven aralifi ve gergekte Onemsiz oldugu halde, yer aldigi

denklemin énemli bulundugu katsayilara neden olmaktadir.

Regresyon modellerinde de bagimsiz degiskenler arasindaki giiglii korelasyondan
dolay1, coklu baglanti gorilir. Coklu baglantinin var olmasi, parametrelerin
tahminlerinde varyans degerini biiyiitmektedir. Ozellikle kiigiik ve orta biiyiikliikteki
ornek genisligine sahip modeller, giiclii bir sekilde istatistiksel olarak 6nemli
bulunurken bagimsiz degiskenlerin bireysel olarak onemini azaltir. Coklu baglanti,
bagimli ve bagimsiz degiskenler arasindaki iliski hakkinda da yanlis sonuglarin ortaya

¢ikmasina neden olabilir.



3.1.  Coklu Baglantinin Nedenleri

Coklu baglanti sorunun ortaya ¢ikmasi, ¢cok farkli nedenlerden dolay1 olabilir. Bu
nedeni belirlemek, bize ¢oziim i¢in bazi ipuglar1 verebilir. Coklu baglant1 sorunu,

asagida verilen bir veya birkac sebepten dolay1 olabilir.

3.1.1. Ornekleme yontemi

Verilerin elde edilis sekli; arastirmaci isteyerek ya da istemeyerek bagimsiz
degiskenler uzayindan bir alt uzay1 6rnekleme almasi durumunda ¢oklu dogrusalliga
sebep olur. Elde edilen modelin kendisinde ¢oklu dogrusal baglanti var olmasa bile,
bagimsiz degiskenler icerisinden eksik ya da yetersiz bir alt kiimenin segilmesi

nedeniyle bir ¢oklu baglant1 s6z konusu olabilir.

3.1.2. Asir1 tanimlanmis modeller

Eger bagimsiz degisken sayisi, gozlem sayisindan biiyiik ise modellerde g¢oklu
dogrusal baglant1 ortaya ¢ikmaktadir. Genelde bu tiir durumlarda ¢oklu baglantinin
ortadan kalkmasi i¢in, bazi degiskenleri modelden ¢ikarmak ya da gbzlem sayisinin

artirtlmasi gerekmektedir.

3.1.3. Model ve anakiitle iizerindeki fiziksel kisitlar

Model ya da anakiitle tizerinde kisitlamalar yapmak, ¢oklu dogrusal baglantiya neden
olabilir. Ornegin elektrik tiiketimi ile ilgili olarak, yasanilan evin biiyiikliigii ve hane
gelirinin elektrik tiiketimi tizerindeki etkisinin arastirildigi bir ¢alisma diistinelim.
Bagimsiz degisken olan evin biiyilikligii ile hane geliri arasinda ¢oklu dogrusal
baglanti oldugu goriiliir. Coklu dogrusal baglantinin nedeni, hane geliri yiiksek
ailelerin daha genis evlerde oturuyor oldugu gercegidir. Bundan dolay1 ¢oklu dogrusal

baglantinin kaynag, anakiitlede var olan gercek iligkinin 6rneklemde de var olmasidir.
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3.2.  Coklu Dogrusal Baglant1 Probleminin Sonuclari

Bagimsiz degiskenler arasinda var olan giiglii iligskiler olmasi baglant1 (collinearity) ya
da ¢oklu dogrusal baglanti (multicolinearity) olarak adlandirilir. Bu, regresyon
analizlerinde istenmeyen bir durumdur (Orhunbilge, 2000:240-251).

Regresyon analizinde ¢oklu dogrusal baglant1 agsagida belirtilen problemlere neden

olur (Gujarati, 1995:319-399; Orhunbilge, 2000:240-251):

1. Tam ¢oklu dogrusal baglantinin var olmasi, hem regresyon katsayilarinin belirsiz,

hem de bu katsayilarin standart hatalarinin sonsuz olmasini saglayabilir.

2. Coklu dogrusal baglanti durumunda regresyon katsayilarinin varyans ve

kovaryanslar artig gostermektedir.

3. Modelin R? degeri yiiksek ¢ikmasina ragmen, bagimsiz degiskenlerden higbiri veya

cok azi t testine gore anlaml1 ¢ikmaktadir.

4. Bagimsiz degiskenler ile bagimli degiskenin iligkilerinin yonii kuramsal ve deneysel

beklentilerle farklilik gosterebilir.

Bagimsiz degiskenler arasinda baginti var ise, bazilarinin modelden ¢ikarilmasi
gerekebilir. Ama modelden yanhs degiskenin c¢ikarilmasi, modelin yanlig
tanimlanmasina neden olabilir. Modele bagimsiz degiskenleri dahil edip ¢ikarmak gibi

kullanabilecegimiz kurallar bulunmamaktadir.
3.3.  Coklu Dogrusal Baglanti Probleminin Coziimii

Coklu baglant1 sorunun ortadan kaldirilmasi, ¢coklu baglantinin nedenine, derecesine
ve regresyon modelinin kullanim amacina bagli olarak degisebilir. Bu sorunun ortadan
kaldirilmasi i¢in Onerilen bir¢ok yontem vardir. Ancak gdzlem sayisini arttirmak,
modeli yeniden belirlemek ve kiigiik kareler yonteminden bagka yanli kestirim
yontemlerini kullanmak en genel yaklagimlardandir. Coklu baglantiy1 ortadan
kaldirmak i¢in izlenen diger bir yol, degisken secimidir. Ancak bu yontemle, bagiml
degiskeni iyi aciklayan degiskenlerin ¢ikarilmasi durumunda, degisken secimi iyi bir
yol olmayabilmektedir. Bir diger yontem ise, birbiriyle iliskili olan iki degiskenin

yerine, bu iki degiskenin toplaminin tek bir degisken olarak modele alinmasidir.

Coklu dogrusal baglant1 problemlerinin ¢dziim yollar1 asagida verilmektedir.
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1. Bir yada daha fazla bagimsiz degisken modelden ¢ikartilabilir. Ancak bu yontem,

modeli yanlis tanimlattirabilir.

2. Gozlemler arasi farklar alinarak degiskenler doniistiiriilebilir. Boyle bir yontem

sadece zaman serilerine uygulanabilirken, kesit verilerine uygulanamamaktadir.

3. Bazi durumlarda yeni gozlem degerlerinin elde edilmesi, ¢oklu dogrusal baglanti
probleminin ortadan kalkmasina neden olabilir. Ancak, 6rnegi biiyiitmek her zaman

miimkiin olmayabilir.

4. Birbirleri ile iliskili olan iki degisken yerine, bu iki degiskenin dogrusal birlesimi

alinarak tek bir degisken alinabilir.

5. Birbirinden bagimsiz sekilde bilesenler tiireten “Temel Bilesenler Regresyon
Analizi” ya da “En Kiicliik Kareler” tekniginin diizeltilmis sekli olan ve yanlh
standartlastirilmis regresyon katsayilarini tahmin eden “Ridge Regresyon” teknikleri

kullanilabilir.

6. Temel bilesenler analizindeki gibi ¢oklu baglant1 iliskisindeki bagimsiz degiskenler
yerine yeni bilesenler elde ederek kullanilmasina olanak veren KEKK yontemi de
kullanilmaktadir. TBR’den farki bagimli degiskeni de dikkate alarak bu bilesenler elde

edilmektedir.

3.4. Coklu Baglantiy1 Belirleme Yontemleri

Daha 6nce yapilmis olan uygulamalarda, ¢oklu baglantinin ortaya ¢ikmasi yoniinde
bilgiler veren bazi durumlar saptanabilir. Modele bir bagimsiz degisken eklenmesi
veya cikartilmasi, bir gézlemin degistirilmesi durumlarinda, regresyon katsayilar
tahminlerinde onemli degismeler bulunuyorsa c¢oklu dogrusal baglantidan kusku
duyulur. Isaretine ve biiyiikliige gore regresyon katsayilarmin beklenenden farkli
olmasi, regresyon katsayilarinin istatistiksel olarak Onemsiz c¢ikmasi, regresyon
katsayilar1 tahminlerine ait giiven araliklarinin genis olmasi, ¢oklu baglanti sorununun
belirtilerindendir. Coklu baglantiy1  belirlemeye yonelik bircok  ydntem

kullanilmaktadir. Bu yontemler sunlardir:
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3.4.1. Bagimsiz degiskenler arasindaki belirleme katsayilarinin belirlenmesi

Coklu baglanti, bagimsiz degiskenler arasindaki iliskiden dolay1 ortaya ¢ikmaktadir.
Iliskinin derecesi, baglantinin derecesi hakkinda karar verilebilir. Her bagimsiz
degiskenin, diger bagimsiz degiskenlerle arasindaki korelasyon katsayilarinin karesi
yani belirleme katsayis1 degeri 1’e yakin ¢iktikca, yiiksek derecede ¢oklu baglanti
oldugu ifade edilir.

3.4.2. Korelasyon matrisi ile belirlenmesi

Bu yontem, ¢oklu baglantinin ortaya ¢ikarilmasinda kullanilan en yaygin ve basit
yontemdir. ki bagimsiz degisken arasindaki korelasyon katsayisinin mutlak degerinin
I’e yakin olmasi, iki bagimsiz degiskenin yakin dogrusal baglantili oldugunu ifade
eder. Eger ikiden fazla bagimsiz degisken arasinda bagimlilik varsa, bu durum

korelasyon katsayilarina yansiyamayabilir.

3.4.3. Varyans sisirme faktoriiniin kullanilmasi(variance inflation factor-vif)

Bagimsiz degiskenlere ait korelasyon matrisinin tersinin kosegen degerlerine Varyans

Sisirme Degerleri denmektedir.

Coklu dogrusal baglantinin ortaya ¢ikarilmasinda kullanilan en yaygin ve kullanigh

yontemlerden birisi de varyans sisirme faktorii (VIF) degerlerinin yorumlanmasidir.

1
VIF= — (3.1)

Denklemde Rjzdegerinin sifira esit olmas1 durumunda VIFj degeri de 1 olacaktir. Rjz

degeri 1’e yaklasgtiginda ise VIFj degeri sonsuza yaklasir. Bu durum, tam g¢oklu
baglantinin gosterisidir. VIF degeri 10°dan biiylik olursa, giiclii coklu baglant1 oldugu
ifade edilir.

3.4.4. Ozdeger ve 6zvektorlerin incelenmesi

Oz vektér, degiskenlerin dogrusal bilesenleri olarak tanimlanir. p adet degisken icin p

adet 6z vektor vardir. Oz deger kavramu ise 6z vektorlerce agiklanan varyans olarak
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bilinmektedir. (X’X) matrisinin 6z degerleri gbz Oniine alinarak c¢oklu baglantinin

derecesi konusunda bilgi sahibi olunur.

Sifirdan farkli 6z degerlerin sayisi (X’'X) matrisinin rankina esit olmaktadir. (X'X)
matrisinin 6zdegerlerinden bir tanesi sifira esit oldugunda, matris tekil matris olarak
ifade edilir. (X"X) matrisinin 6zdegerlerden birinin sifira esit ya da ¢ok kiigiik (4; <
0.001) oOzdegerlere sahip olmasi, veride dogrusal bagimlilik s6z konusu oldugu

anlami tasir.

3.4.5. Modele yeni bagimsiz degisken eklenmesi

Modele yeni bagimsiz degisken eklendikten sonra, R? degerinde onemli bir gelisme

saglanmazsa, ¢oklu dogrusal baglanti probleminin ortaya ¢iktigi sdylenebilir.

3.5. Kismi En Kiiciik Kareler Yontemi (KEKK)

Kismi En Kiiciik Kareler yontemi, 1960°lhi yillarda Helman Wold tarafindan
gelistirilen ve 6zellikle bagimsiz degisken sayisinin fazla ve 6rnek sayisinin az oldugu
durumlarda oldukg¢a kullanish olan bir yontemdir. KEKK regresyonu ile bagimsiz

degiskenler ile bagimli degiskenler arasindaki dogrusal iligki tanimlanmaktadir.

KEKK yontemiyle veri kiimesinde yer alan bagimli ve agiklayict degiskenler
arasindaki kovaryansi en coklayan bilesen sayisini bulmak amaglanmaktadir. Bu
yontemde, analiz islemleri yapilmadan once biitiin degiskenlerin birbirleri ile ayni
Onem sirasinda olmalari i¢in merkezilestirme, sonrasinda ise Ol¢eklendirme islemi
yapilmaktadir. Merkezilestirme islemi i¢in, bagimli ve aciklayici tim degiskenlerden
ortalama degerlerinin ¢ikartilmasi islemi yapilir. Aciklayici degiskenlerin boyutunun
indirgenmesi ile elde edilen gizli degiskenler, aciklayici degiskenlerin dogrusal
birlesimidirler. Gizli degiskenler sayesinde bagimli degiskenleri aciklayici degiskenler
ile dondiirme miimkiin olmaktadir. Bunun disinda gizli degiskenler yeni aciklayici

degiskenler olarak regresyon analizi i¢in de kullanilmaktadirlar.
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3.5.1. Kismi en kiiciik kareler

KEKK varsayimi, Ridge ve TBR varsayimlarindaki gibi degiskenlerin
6l¢eklendirilmesi yontemi gibidir. Yorumlamanin daha kolay olabilmesi ve sayisal
kararliga varabilmek i¢in, analiz yapmadan once verinin merkezilestirilmesi Onerilir.
Olgeklendirmeden dnce ya da sonra, X ve Y’deki tiim degiskenlerden ortalamalarinin
farki alinir. Bu sayede her bir degiskene ayni agirlik, analizde ayni 6ncelikli dnem

verilmis olunur.

KEKK yontemi ile Y degiskenlerini X, ...,.X,, bagimsiz degiskenleriyle dondiirmek
icin , X degiskenleriyle benzer role sahip olan ve genellikle gizli degiskenler olarak
tanimlanan yeni bilesenler elde edilir. Bagimsiz degiskenler matrisinin bir kiime
indirgenmis dogrusal birlesimleriyle yer degistirmesi yoniinden ele alindiginda KEKK
ile TBR yontemleri benzerlik tasirlar. KEKK ve TBR yontemlerinde, Y
degiskenleriyle dondiiriilebilecek bazi bilesenler bulmak adma, X degiskenlerinin
sayisindan daha az sayida bilesen kullanilarak, regresyon probleminin boyutlulugu
azaltilmaktadir. Her bir bilesen, X, ..., X, 'min dogrusal bir birlesimi demektir. KEKK
ile TBR arasindaki temel fark, KEKK’ de temel bilesenler belirlenirken gézlenen
bagimli degiskenler 6nemli bir role sahip iken, TBR yonteminde ise temel bilesenler,

bagimli degiskenleri referans olarak kullanmaz.

KEKK yontemi, Temel Bilesenler Analizine benzer bir yol izleyerek X’in dogrusal
ayrigimlarini verir (3.2). Burada X, seklinde yazilan t; ‘ler, X’in dogrusal birlesimidir.
p x 1 boyutlu olan p;’ler, yiikler olarak tamimlamirlar. KEKK tahmin edicilerini
bulabilmek i¢in NIPALS ve SIMPLS adinda algoritmalar kullanilir. Geleneksel olan
NIPALS algoritmasinda #’ler E; artik matrislerinin dogrusal birlesimleri elde edilir

(3.3).
X=tpy+ topy+. Hpp =X | tjp;=TP' (3.2)

tj: E'_]W' ) Ej:X- J1=1 tlpy

i - EOZX (33)

Buradaki w; ‘ler birimdiktir. w;ve 7j, j =1,...,h agirlik kiimeleri ayn1 uzayda
bulunmaktadir.Tek degiskenli ve ayn1 zamanda c¢ok degiskenli KEKK i¢in bir¢cok
agoritmada ilk once t;’nin dogrusal birlesimini hesaplayabilmek i¢in w; veya rj’yi ,

i=1,..., h elde etmektir.Sonra ise X matrisini t; iizerinde dondiirerek, pjbulunur. h adet
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boyut elde edilip asagidaki iliskiler yazilabilmektedir (Phatak ve De Jong, 1997,
Yeniay ve Goktas, 2002).

Th=XRp (3.4)
' A _1

Pp=XTu(T1Tn) (3.5)
S

Ry=Wp(P,Wy) (3.6)

Buradaki h alt kiimesi, matrisin ilgili vektdrlerin ilk h dizisinden olusmaktadir. ki

agirlik vektori kiimesinin bir dogrusal doniisiime baglandig: 3.6. da gosterilmistir. 3.4

ve 3.5 esitsizliklerine gore PyRh = I oldugu goriilmektedir.

Yine, Ri,Py ifadesinin I, “a esit oldugu goriilmektedir:

Al 1 ! A -1 1 ' '1
RpP =Ry X Ty(TyTy) =Ty Tp(TyTn) =I, (3.7)

h adet boyut elde edildikten sonra KEKK ile elde edilen uygun degerler vektorii, 3.7
esitsizliginde gosterildigi gibi gézlenen bagimli degiskenlerin ilk h KEKK dogrusal

birlesimleri olan Th iizerindeki yansimasidr.

~ 1 -1 1
I ek =Tn(ThTh) Thy (3.8)

Esitsizliginde T" yerine XRy, y yerine XBxgx konuldugunda;

~ Al ' '1 1 Al ~
Ve =XR(RRX XRp,) Ry X XBy (3.9)

elde edilir.3.9 ‘dan yola ¢ikarak;

’\h ' J —1 ' ' ~
BKEKK:Rh(RhX XRh) RhX XBKEK (3 10)

elde edilir.

Cok degiskenlide ¥ipyy vektorii yerineYipyx matrisi kullanilir. 3.9 ve 3.10 daki
esitsizliklerinde bulunan Ry, Ry ‘in tekil olmayan bir doniisiimii sayesinde, sonucu

degistirmeden degisebilir. Mesela, Wj,, Ry, yerine kullanilabilir.

BR ki ‘i daha basit haline ulasmak icin su yol izlenebilir: 3.5 teki Ty, ifadeleri yerine

3.4 teki karsilig1 yazildiginda;
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P, =X XRK(R, X XRp,)" (3.11)

elde edilir. Buradan 3.10 daki esitsizlik ile;

Ah [N 1 -1 A
BKEKK:RhPhBKEK:Wh(PhWh) PhBKEK (312)

elde edilir. Cok degiskenli durum igin ise;

/\h 1~ ' —1 1~
Bxexkk=RyPhBxkexk=Wn(PhnWh) PpBkek (3.13)

seklindedir.

Wy, (PiW;,) ™! matrisi bir izdiisiim matrisidir. Fakat bu matris simetrik olmadigindan,
egik projektor olarak ifade edilir.3.12 de gosterilen h bileseni i¢in Kismi En Kiigiik
Kareler Regresyonu tahmin edicisi, P, ‘a dik olan P,uzay1 boyunca Pggx ‘nin Wy,
tizerine egik izdisimidir. Kismi En Kiiclik Kareler Regresyonunda yanin
derecesi, Bxgk dik izdiisiimiiniin alindig1 uzaymn boyutu ile kontrol edilir. Boyut ne

kadar kiiciik olursa, yan da o kadar biiyiik olur.

3.6. Ridge Regression (RR)

RR yontemi, 1970 yilinda Hoerl ve Kennard tarafindan ¢oklu dogrusal baglanti

sorununu ortadan kaldirmak i¢in gelistirilmis bir yontemdir.

Ridge regresyon, XX korelasyon matrisinin kdsegen elemanlarina pozitif ve kiigiik k
degerleri ekleyerek kosul sayisini kiigiiltmeyi hedeflemektedir. RR yontemi

kullanilarak elde edilen tanminler, EKK yontemine gore daha giivenilirdir.
RR yontemi; asagida belirtilen durumlar igin 6nerilmektedir;

a) Coklu dogrusal regresyon modellerinde bagimsiz degiskenlerin birbirleriyle iliskili
olmast durumlarda EKK tahminine gore daha kiiciik varyansli tahminlerin

bulunmasinda,

b) Kuvvetli bir c¢oklu baglantinin olmasi durumunda, Kkatsayilarda olusan

kararsizliklarin grafiksel olarak gosterilmesinde,

¢) Regresyondaki yanlilik karesi ile varyansi degistirerek Hata Kareler Ortalamasini

(HKO) azaltmak;

17



d) Bagimsiz degiskenlerde olusan ¢oklu baglantiy1 ortadan kaldirmaktir.

Ridge regresyonun ¢6ziim teknigi, basit en kiicliik kareler yontemine benzer bir
sekildedir. RR yonteminde, regresyon katsayr tahminlerini hesaplamadan Once
standart formda yer alan degiskenlerden meydana gelen (X’X) matrisinin kosegen
elemanlarina kiiclik ve pozitif bir sabitin eklenmesiyle gerceklestirilir. Buna goére RR

¢Ozimii,
B=(X'X + kD! XY (3.14)

seklindedir. Burada k degeri, kiigiik pozitif sayisal bir degerdir. Bu degerin se¢imi
konusunda ¢ok fazla ¢alisma yapilmaktadir. Optimum k degeri {izerinde heniiz kesin

bir ¢6zlim yoktur.

En kiiciik kareler kestiricisi,

B=xXx)' XY (3.15)
olarak belirlenmistir. Buradan

XXp=XxY (3.16)
olarak yazilabilir. Ridge kestiricisi,

Br= (XX +kI)tXY (3.17)
olarak verilmisti. XY yerine esiti yazildiginda buradan

L= (XX +KDTXX B (3.18)

elde edilir.

X’X matrisinin tersinin tersi kendi oldugundan,
Br=(XX+K)T[(XX)Lp (3.19)

yazilabilir. Her iki matris tekil olmadiklarindan,
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Bl (oxe k1 (3.20)
yazilabilir. Buradan da,

Br= ! Xx+ k)] (3:21)
yazilabilir. Gerekli igslemlerden sonra,

Br=T1+k (XXt B (3.22)
olur.

Z=[I1+kXX)1? (3.23)
olarak tanimlarsak,

B=2p (3.24)

olarak yazilir. Bu esitlik ridge kestiricisinin en kiigiik kareler kestiricinin bir doniistimii

oldugunu gosterir.

Ayn1 zamanda $* boyu k # 0 i¢in § ‘dan daha kisadir ve asagidaki sekilde gosterilir:

~

BB<B B (3.25)
3.6.2. Z ve W matrislerinin 6zellikleri
Ridge kestiricisi £* = (X'X + kI)"* XY olarak verilmisti. W matrisini,

W= (XX +kl)"! (3.26)
seklinde tanimlaninca,

B =wxy (3.27)
olur. Z matrisini,

Z=r1+kexxy” (3.28)

seklinde tanimlanmisti. Buradan,
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W matrisinin 6zdegerleri,

. 1
Ti(w) = Tk

dir.
Z matrisinin 6zdegerleri ise soyledir:
i(7) = i
T (Z) - Ai+k
Z matrisi ayn1 zamanda su esitligi de verir:
Z=1- k(X' X+kD' = kW

E@ )=ElZP)
= E [(I-kW) p)]
= E [(I-kX'X +kD)™) B)]

=E [B-k(X'X +kD)™ ]

(3.29)

(3.30)

(3.31)

(3.32)
(3.33)
(3.34)

(3.35)

vi matrisin 6zdegerine karsilik gelen 6zvektérler olmak iizere §* beklenen degeri;

E(B" )= B - KEL, (2; + k)™ vi vi'B (3.36)
olarak ifade edilir.
3.6.4. Ridge tahmin edicinin baz1 6zellikleri
1. B(K), yarigapt S(K)’m uzunlugu olan orjin merkezli kiire iizerindeki rezidii

kareler toplamini minimum yapar.

2. Rezidii kareler toplam1 K’ 1n artan bir fonksiyonudur.

3. LK) BK)< B’ B ve k—o B(K) B(K) —0 dir.
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4, M= 2A,, X' X 0zdegerleri olmak iizere X'X+kKI en biiyiik 6zdegerinin en
kiiglik 6zdegere oran1 (1, + k)/ (A, + I) olup k azalan bir fonksiyonudur. Bu oranin
karekokiine X kosul sayis1 denmektedir (Judge ve ark,1985).

5. Ridge tahmin edici k= 0 i¢cin EKK tahmin edicisini verir. Ayrica Ridge tahmin

edici EKK tahmin edicinin bir lineer doniisiimii olarak da yazilabilir:
B = (X' X +kI)7X'y.

6. Hoerl ve Kennard (1970) Ridge tahmin edicinin toplam varyansinin & 'in siirekli
monoton azalan bir fonksiyonu ve yanliligin karesinin K’in siirekli monoton artan bir
fonksiyonu oldugunu gostermistir. Bu nedenle varyanstaki azalma, yanliligin

karesindeki artigtan fazla oldugu miiddet¢e Ridge tahmin edicinin iyi bir teknik oldugu
soylenir. S,= (X' X + kI) olsun. Bu durumda:

E(B(K) =S X'Xp (3.37)
BIAS (B(K)B )= -kS; 1 (3.38)
Var (B(K))= o S{ XX S} (3.39)

oldugundan Ridge tahmin edicinin matris hata kareler ortalamasi
5 ' -1
MMSE (B(k) f)= Si (X X +k2ﬂﬂQSk (3.40)

olur. 4;>...24,, X'X ‘in 6zdegerleri olmak iizere skaler hata kareler ortalamasi

SMSE (4(k) B)= trMMSE (B (k) 5) (3.41)
= ﬁll(;ii)z + k2B X + kD728 (3.42)
elde edilir.
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EKK

RR Yanlhilhigin karesi

Varyans

Sekil 3. 1. B(k) ve B SMSE’in k’ya Bagh Grafigi(Hoerl ve Kennard,1970)

7. Sabit k i¢in Blﬁim MMSE (B (k) B ) =« oldugundan B (k ) sinrsiz riske sahip
—300

olmamaktadir(Ozkale,2007).

3.6.5. K’min nokta tahmini yontemi

RR modeline ait olan k parametresinin belirlenmesi 6zdegerlere dayalidir. RR
isleminin hangi noktada duraganlastifin1 ya da 6zdeger 1’e en yakin oldugu noktay1
tespit etmek i¢in, Ridge iz grafigi dikkate alinarak ya da k parametresinin degerinin
bulunmasi ile tespit edilir. Cogu arastirici k degerinin bulunmasi icin farkli formiiller
onermistir. Bunlar icerisinde 6zdegere bagli olarak k sabitinin belirlenmesinde kosul

indeksinden faydalanarak,

e < Amax=1004
= 99

R kA0 (3.43)
denklemi elde edilmistir. Bu esitlikten k parametresinin VBF degerini 1’e yakin
yaptig1 nokta belirlenebilir. Albayrak (2005)’in Anderson (1998)’dan bildirdigine
gore, optimum k degerinin elde edilmesine yonelik kullanilan diger kriterler arasinda
katsayilarin kuramsal beklentilere uygunlugunu, duraganlhigini, kabul edilebilir
biiyiikliigiinii, makul hata kareleri toplamini ve minimum VBF ‘leri saglayan k sabiti

yaklagimlart sayilabilir.
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Ridge regresyon (RR) modelinde X'X matrisi korelasyon formunda olmak tizere X'X

matrisinin kdsegen degerlerine kiiciik k degerlerinin (0 <k < 1) eklenmesiyle RR elde

edilmektedir (Hoerl ve Kennard 1970).
LK) = (XX +kD™X'y, k=0 (3.44)

Ridge tahmin edici, Hoerl ve Kennard (1970) tarafindan asagida gibi elde edilmistir.

£ rastgele bir tanmin edici iken, £ nin kareler toplam1, 8 nmn optimallik 6zelligine gore
S(B) = (y-XB)'(y-XB)'
=(y-XB ) (y-XB)+ (B-B) X' X(B-B) (3.45)
=S(B)+@(B)

olarak yazilabilir.

Burada, (B-8)X'X(B-B), B yerine B 'mn olmasindan kaynaklanan yanliligin
karesidir. X' X kotii kosullu iken, , f ile p arasindaki mesafe artmaktadir. Bu yiizden
f'B tahmin edicisinin mesafesinin toplamimin verilen belli bir seviyesi i¢in uzakligin

karesini minimum yapmamiz gerekir.

@ > ( hata kareler toplami i¢in verilen bir sabit iken;
S(B)+d(R) kosulunu saglayan tahmin edicilerin bir kiimesi vardir{ 8 }.

Bu kiimede her zaman en kiigiik uzunluklu £ tahmini elde edilmek istenir. Diger bir

deyisle 1/k Lagrange carpani olmak {izere;
Min {B'B ++ [(B = B) X' X(B - B) — ¥} (3.46)
ifadesinin § ve 1/k ya gére tiirevleri
B xrX) (B~ =0 (3.47)
ve
®o=(8 — B)' X' X(B-B) (3.48)

normal denklemlerini verir.
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3.7.  Temel Bilesenler Regresyonu (TBR)

Coklu dogrusal baglantiyt gidermeye yonelik olarak kullanilan yanli tahmin
edicilerden birisi de Temel Bilesenler tahmin edicisidir. Temel Bilesenler Analizi, ilk

kez Hotelling (1933) tarafindan kullanilmistir.

Temel Bilesenler Regresyonunda; aralarinda yiiksek korelasyon bulunan agiklayici
degiskenlere Temel Bilesenler Analizi uygulanir. Bu analiz, bir boyut indirgeme
yontemi olmakla beraber, bu analiz sonucunda orijinal degiskenler aras1 varyansi en
yiiksek derecede verebilen ve birbirinden bagimsiz daha az sayida yeni degiskenler
elde edilir. Bu yeni degiskenler, bilesen olarak adlandirilir. Bu bilesenlere ait skor
degerleri, sonu¢ degiskenini agiklamak iizere kurulan regresyon modelinde kullanilir.
Boyut indirgeme islemi i¢in bazen Temel Bilesenler Analizi yerine Faktor Analizi de
yapilmaktadir. Faktor Analizi sonucunda elde edilen faktor skorlari regresyon

analizinde kullanilir.

Temel Bilesenler Analizinde, n (gézlem sayisi) ve p (degisken sayis1) dan meydana
gelen veri matrisi X’in p boyutlu uzaydaki durumuna goére, veri matrisi ¢ok sayida
noktadan meydana gelen bir topluluk olarak ifade edilebilir. Bu matriste ham veri
kullaniliyorsa, varyans-kovaryans matrisinden yararlanilir. Fakat standartlastirilmig
veri kullaniliyorsa korelasyon matrisinden yararlanilir. Farkli sonuglar doguran bu 2
yoldan hangisinin segilecegi ise verilerin 61¢ii birimlerine baglidir. Eger degiskenlerin
Olcti birimleri ayni ise varyans-kovaryans matrisi, ayni degilse korelasyon matrisi

kullanilmalidir.

Temel Bilesenler Analizi, bir degiskenler setinin varyans-kovaryans yapisini, yine bu
degiskenlere ait dogrusal birlesimleri ile agiklaylp, boyut indirmesini ve

yorumlanmasini saglayan ¢ok degiskenli bir istatistik yontemidir.

XXX o Xype Xy
X: . ‘. .

Xn1Xn2Xn3 XnJ'" an

p adet tesadiifi degiskeni;
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seklinde gosterilmektedir. Matematiksel anlamda temel bilesenler X1, Xo, ....Xp
degiskenlerinin dogrusal kombinasyonlaridir. Geometrik olarak bu dogrusal bilesenler
birbiriyle iliskili koordinat eksenleri X1, X, ....Xp olan orijinal sistemleri dondiirerek
birbirinden bagimsiz yeni koordinat sisteminin olusturulmasini amaglamaktadir. Elde
edilen yeni eksenler, maksimum degiskenligi igeren yonleri gostermesiyle beraber,
ayni zamanda degisim yapisinin daha basit ve daha az sayida degisken ile
aciklanmasina imkan vermektedir. X gbézlem matrisinin birinci temel bilesenine ait

olan denklem su sekildedir;

le tll Xl aF t21 X2 o ot +tp1 Xp (349)
Y=t olur.
Buradan;

6= (t1, 810 stp1) V& X =(X1,Xa,... X)) (3.50)
X
X

OX = (b Uy e to)| (3.51)
Xp

=t,, X, +t,, X, +...+tplXp (3.52)

seklinde yazilabilir. X matrisinde bulunan p degiskenine ait dogrusal bilesenlerini
bulmak i¢in varyans-kovaryans matrisinin 6zdegerleri ve Ozvektorleri kullanilir
(Alpar, 1997; Ludwig ve Reynolds, 1988). Bahsedilen Varyans- kovaryans matrisini
olusturmaya yonelik olarak gerekli olan ortalamalar, varyans ve kovaryanslar agagida

verilen denklemler yardimiyla hesaplanmaktadir (Shanmugan ve Johonson, 2007).
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_ ZT; X )
= Tty i=12,..p (353)
B i (Xij'xj)(xij"i'j')

Sjj= , J=12,..,pi=12..p (3.54)

n-1

Yukaridaki sekliyle hesaplanmis degerler ile olusturulan varyans-kovaryans matrisi
pxp boyutunda olmakta ve su sekilde verilmistir.

/511 S12 S13... )1;)

S721 S22 S723... S2p

\531 S32 S33... S3p

Boylelikle temel bilesenlerin dogrusal denklemlerini olusturmak igin Y1 =1, X,
+ 1y X+ Xp esitliginde verilen birinci temel bilesenin varyansi verildigi gibi
hesaplanmaktadir.

E{(t{X)(t{X) }: E(t]XXt,) =t!St, (3.55)

Yine ¢,¢,=1 kisitlamasi altinda (¢,¢,-1)=0 olmaktadir. Lagrange fonksiyonu,

(0(1'1, 11) = t1'5t1 - /ll(tl,iﬁ -1), (3-56)
bulunur.
Buradan;

(S-21 Dt1=0 (3.57)

elde edilmektedir. Buradaki A; degeri, S matrisinin birinci bilesenine ait 6zdeger; t1

ise S matrisinin birinci 6zdegerinden elde edilmis 6zvektordiir. S6z konusu esitligin
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solundaki ikinci terim i¢in t;t; = 1 kisitlama olmasi nedeniyle t = 0 bagka ¢6ziim

olmasi, sadece birinci terimin determinantinin sifir olmasi ile miimkiin olabilmektedir.
(S-11 D=0 (3.58)

esitligini p 6zdegeri igin genellestirir ve 11 yerine 1 koyuldugunda,

(S- A D=0 (3.55) (3.59)

elde edilir. Bu esitlik ¢oziimlendiginde A "1 p dereceden bir polinomu bulunur. Yine
bu polinomun A, > 4, > ... > 4, > 0 olacak sekilde toplam p adet kokii, diger bir ifadeyle

O0zdegeri vardir. Bilesenlerin varyans degeri 6zdegerlere esit oldugundan ve
Ozdegerleri de biiyiikten kiigiige dogru siralanmasi durumunda, birinci bilesenin
varyansi en yiiksek olmaktadir. Bu yiizden birinci bilesenin varyans degeri, toplam

varyasyondaki en yiiksek paya sahiptir. Hesaplanan p adet 6zdeger igin, yine p adet

6zvektor hesaplanmaktadir. Ozvektorleri hesaplamadan 6nce, ®o=(8 — )’ X' X(B-B)
esitliginden hesaplanan her 6zdegeri tek tek ayni esitlige koyarak matrisin eslenigi

bulunursa;
Es(S-11)
Eslenik matris kofaktér matrisine esit olmaktadir.
K=Es(S-11) (3.60)

K, kofaktor matrisin boyutu p x p boyutta olup, stitunlarin birbirinin aynisi veya farkli
olmasinin yaninda en 6nemli 6zelligi birbirine orantili olmasidir. Bu 6zellikten dolayz,
her siitunun standartlastirilmis 6zvektorlerin degerleri birbirine esit olmaktadir. Bunun
sonucu olarak, 6zvektorlerin standartlastirilmasi islemi yapilir. Birinci 6zvektoriin

standartlastirilmasi ile ilgili denklem asagida sekildedir.

f = i=1,23,..,p (3.61)
5 )?
Esitlikteki ki, ifadesi K matrisinin i. satir elemanidir. Elde edilen p adet

standartlastirilmis 6zvektor esitlikte koyulursa;
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X

Yl = t'1X= tll X1+t21X2 +... +tp1 P

Y2 = t'2X: t12 Xl+ t22X2 +...+ tp2Xp

Y, = t;JX= t1p Xit tpXot... T X,

bilesenleri elde edilir. Standardize hale getirilmis 6zvektorlerin kareleri toplami
1°dir.

P (k) =1, i=1,2,......p (3.62)

Bu sekilde, toplam varyasyondaki en biiyiik katkiy1 saglayan bilesen icin bulunan

standardize hale getirilmis 6zvektor degerinin,
tijz, i:1,2,.....,p

seklinde karesini alarak, birinci bilesende yeralan her degiskenin toplam varyasyona

olan katkis1 bulunur ve degisken sayisi,
P 612 <0.95, i=1,2,....,p

esitligi ile bulunur. Ayni islem diger bilesenler yani 6zdegerler i¢in de yapilir. Y1sonra

bagimsiz dogrusal bilesenler arasinda en biiyiik varyansa ikinci bilesen sahiptir.

Ayrica, Y1 ile Y2 ‘in bagimsizhigi (t1 t,) = 0,
E(Y; Y2) =E [(t; X) (t, X)']
=E (t; XX’ty)
=1, St,

= )\,] tyl tz

seklinde ispat edilir. Bu Y; ve Y, istatistiksel anlamda hem bagimsiz hem de dik olarak

gorundr.
Temel bilesenler regresyonunda kullanilacak olan bilesenler, standardize hale
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getirilmis degiskenlerden ( Z;;) ve temel bilesenlerde degiskenlerin agirliklarindan
(ti; ) yararlanilarak bulunur.

Esitlikte yer alan Sy ; ifadesi, k-mnc1 temel bilesendeki j-inci gézlem degeri igin skor
degerlerini ifade etmektedir. Bu skorlarin kullanilmasi ile temel bilesenler regresyon

yontemine dayali model tahmini su sekildedir:
\?Za+b1 S +b2 Sy

Buradaki a ifadesi, regresyon sabitini, b;i (i=1,2) ifadesi ise i-inci temel bilesen

skorlarinin regresyon katsayisini ifade etmektedir.

3.7.1. Temel bilesen sayisimin belirlenmesi

Temel bilesenler analizinde bilesenler elde edildikten sonra, bilesen sayisinin kag
olacagina karar vermek Onemlidir. Buna yonelik olarak ¢ok fazla yontem
gelistirilmistir ve fakat en basit ve en ¢ok kullanilan yontem, toplam varyasyonun
2/3’int geginceye kadar A degerleri toplanarak bilesen sayisina karar verme
yontemidir. Rencher, (2002) ise agiklanan toplam varyasyon oranini % 80 olarak ifade
etmistir. Eger bulunacak olan yeni bilesen sayis1 k olarak ifade edilirse, bunun sayisi

ve toplam varyasyondaki pay1 asagidaki denklem yardimiyla bulunur.

Tk _2
ISP

Bagka bir yontem ise, ¢oklu lineer regresyon analizi igin temel bilesenler analizi
sonucunda segilecek olan temel bilesen sayisi 1’den biiyiik 6zdegerlerin sayisidir. Bir
diger yontem; temel bilesenlere ait ¢izilen grafige bakarak, grafigin monotonlagsmaya

basladig1 noktay1 temel bilesenlerin sayis1 olarak belirmektir.
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4. UYGULAMA

4.1. Ornek Uygulama

Orneklem biiyiikliigii n=30, degisken sayis1 x=7 ve iliski diizeyi p = 0.9 olarak

belirlenmis sekilde tiiretilmis deneme sonucunda elde edilen veriler asagida

verilmistir.
Cizelge 4. 1. n=30, x=7 ve p=0.9 iken elde edilen simiilasyon sonug¢lar1
Y X1 X2 X3 Xa Xs Xe X7
1 |-10.6599 | -1.7004 | -1.36334 | -1.25266 | -1.55361 | -0.95063 | -1.98978 | -1.84709
2 6.8852 | 0.53564 | 1.26376 | 1.00403 | 0.57264 | 0.45586 | 0.89183 | 1.10429
3 1.3776 | 0.31484 | -0.43723 | -0.71063 | 0.08681 | -0.27339 | -0.02124 | -0.11721
4 -9.9437 | -1.30236 | -1.02924 | -1.59775 | -0.93113 | -1.1617 | -0.54371 | -2.30794
5 -0.3138 | -0.74986 | -0.92202 | -0.2169 | -0.39981 | 0.29124 | 0.18182 | -0.1533
6 -5.0700 | -0.65366 | -0.28755 | -0.79842 | -0.98458 | -0.42364 | -0.3635 | -0.75852
7 9.2272 | 1.05997 | 1.44330 | 1.20458 | 0.88500 | 0.89783 | 0.75137 | 1.32055
8 3.9213 | 0.11613 | -0.5156 | -0.39962 | 0.51550 | -0.28823 | 0.95717 | -0.00126
9 0.5928 | 0.06176 | 0.19200 | -0.28336 | -0.74934 | 0.81040 | 0.70119 | 0.00096
10 4.3151 | 0.12243 | 0.41320 | 0.55354 | 0.38153 | 0.63010 | 0.08886 | 0.81078
1 3.2708 | 0.29706 | 0.83681 | 0.11983 | -0.06607 | 0.13988 | 0.78917 | 0.16158
12 0.9139 | 0.39620 | -0.18565 | 0.08462 | -0.38977 | -0.1779 | 0.28823 | -0.02114
13 | 12.2480 | 1.17196 | 1.50687 | 1.55514 | 1.30308 | 0.73669 | 1.88902 | 2.56991
14 9.9170 | 1.02835 | 1.53527 | 1.09699 | 1.42754 | 0.25912 | 1.22168 | 1.34462
15| -2.5537 | -0.24405 | -1.22008 | -0.3577 | -1.60832 | 0.72385 | -0.5496 | -0.87961
16 | -5.6884 | -0.65175 | -1.33859 | -0.73308 | -0.31816 | -0.84728 | -0.5682 | -1.05105
17 3.0740 | -0.00466 | 0.22568 | 0.55109 | 0.14358 | -0.03187 | 0.41968 | 0.54932
18 8.0769 | 0.91446 1.7282 | 1.34058 | 1.42237 | 0.80692 | 1.28485 | 1.49444
19 | -6.1496 | -0.75357 | -1.16452 | -1.04021 | -0.90178 | -0.77447 | -0.53934 | -0.70147
20 | 227757 | 2.69416 | 2.60693 | 3.58822 | 3.25159 | 2.76456 | 2.81879 | 4.48173
21 42781 | 0.51768 | 0.31862 | 0.64645 | 0.12951 | -0.78084 | 1.24012 | 0.88277
22 | -1.2111| -0.3663 | -0.68935 | -0.32175 | -0.67339 | -0.37253 | 0.03112 | -0.77221
23 45969 | 0.86943 | -0.13051 | 0.04046 | 1.02638 | 0.40562 | 0.26393 | 0.56452
24 2.5851 | 0.14742 | -0.67631 | 0.32616 | 0.67150 | 0.16087 | 0.28521 | 0.44968
25| -7.0684 | -1.01972 | -1.31506 | -0.68085 | -0.68039 | -1.85439 | -0.31205 | -2.09113
26 7.8680 | 0.78790 | 1.23622 | 1.37808 0.7683 | 0.63056 | 1.66394 | 1.67637
27 | -1.2904 | -0.42021 | -0.64057 | -0.41749 | -0.71642 | -0.03515 | 0.29127 | -0.22439
28 | -2.6621 | -1.24602 | -0.55181 | -0.16821 | 0.30807 | -1.60857 | -1.45214 | -1.28372
29 | 16.7458 | 1.37414 | 2.33942 | 1.15150 | 2.18070 25958 | 2.15190 | 2.72120
30 | 10.8699 | 1.02324 | 1.52117 | 1.12785 | 1.08413 | 1.47739 | 0.85442 | 157515
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Tahmin edilen regresyon denklemi

Yexk = 1.119 + 1.533 X+ 0.567 X, + 0.736 X5 + 1.738 X, +

HKOgkx =

0.924 X5 +0.643 X, + 1.080 X;

(1-1.533)%+(1-0.567)%+---+(1-1.080)?

=0.175078

7

Cizelge 4. 2. En Kiiciik Kareler Yontemine Gore Regresyon Analiz Sonuclari

Degiskenler | Katsayilar Star;i:rt T-Degeri | P-Degeri VIF
Sabit 1.119 0.276 4.06 0.001
X1 1.533 0.832 1.84 0.079 12.13
X2 0.567 0.503 1.13 0.272 6.89
X3 0.736 0.708 1.04 0.31 11.2
X4 1.738 0.504 3.45 0.002 5.99
X5 0.924 0.479 1.93 0.067 4.85
X6 0.643 0.574 1.12 0.275 6.78
X7 1.08 0.807 1.34 0.194 28.3

Cizelge 4. 3. EKK Sonucu Elde Edilen Coklu Regresyon Varyans Analiz Sonug¢lari

Serbestlik Kareler Kareler o .
Kaynak Derecesi Toplamm Ortalamasi F-Degeri P-Degeri
Regresyon 7 1653.13 236.162 160.10 0.000
X1 1 5.00 5.004 3.39 0.079
X2 1 1.87 1.869 1.27 0.272
X3 1 1.59 1.593 1.08 0.310
X4 1 17.55 17.552 11.90 0.002
X5 1 5.49 5.494 3.72 0.067
X6 1 1.85 1.849 1.25 0.275
X7 1 2.64 2.642 1.79 0.194
Hata 22 32.45 1.475
Toplam 29 1685.58 Diizeltilmis R Kare = 0.9746

Cizelge 4.1. ‘deki veriler kullanildiginda KEKK' yontemi ile elde edilen model ve

HKO °‘s1 asagidaki gibi elde edilmistir.

Yrexk=1.08972+ 1.37404X,+ 0.709557X,+ 1.05466X5+ 1.71159X 4+

0.826148Xs+ 0.755764X¢+ 0.855327X+e
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(1-1.37404)>+(1-0.709557)>+--+(1-0.855327)2
HKOgpxx= - =0.120631

Cizelge 4.1. ‘deki veriler kullanildiginda TBR yontemi ile elde edilen model ve HKO
‘s1 asagidaki gibi elde edilmistir.

Vrer=1.03187+ 0.839032X,+ 1.05727X,+ 1.01401X5+ 1.07609X .+

0.639942X+ 0.950688X ¢+ 1.37355X;+e

(1-0.839032)2+(1-1.05727)2+-+-+(1-1.37355)?
HKO1pr = - =0.043827

Cizelge 4.1. ‘deki veriler kullanildiginda RR yontemi ile elde edilen model ve HKO
‘s1 asagidaki gibi elde edilmistir.

Vrr= 1.06385+ 1.30472X,+ 0.612636X,+ 0.770036X5+ 1.63457X 4+

0.892892X s+ 0.727120X4+ 1.18392X,+e

(1-1.30472)2+(1-0.612636)%+--+(1-1.18392)?
HKORrr= 7 =0.11689

4.2. Simiilasyon Sonuclari

Bu calismada Minitab 16.0 programu ile ayr1 ayr1 4, 7 ve 10 degiskenli, normal
dagilima uygun, farkl iligki diizeylerinde ve orneklem biiytikliiklerinde dogrusal
regresyon modelleri olusturulmustur.  Olusturulan bu modellerin her birinin
parametreye iliskin HKO (Hata Kareler Ortalamalar1) hesaplanmis ve ortalamalari
alinmistir. Elde edilen bu hata kareler ortalama degerleri dikkate alinarak Kismi En
kiiciik Kareler Yontemi, Ridge Regresyon ve Temel Bilesenler Regresyonu
yontemlerinden hangisinin daha tercih edilebilir oldugu saptanmaya calisilmistir.

Tiiretilen verilerle elden edilen HKO degerleri Cizelge 4.2°de sunulmustur.

Aciklayict degiskenler (x) ;

32



1/2
x;;=(1-p?) Tuytp uy,

ile tiretilmistir.
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Cizelge 4. 4. Degisken sayisi: 4-7-10, Orneklem Biiyiikliigii:30-40-100-200-500, iliski Diizeyi:0, 0.3, 0.5, 0.7, 0.9 iken 5000 denemede elde edilen ortalama HKO

degerleri

n=30

n=50

n=100

n=200

n=500

x=4

KEKK

TBR

RR

KEKK

TBR

RR

KEKK

TBR

RR

KEKK

TBR

RR

KEKK

TBR

RR

0.0423

0.4303

0.0349

0.0222

0.4283

0.0227

0.0121

0.3952

0.0109

0.00516

0.39876

0.00508

o

0.00178

0.39566

0.00184

0.3

0.0380

0.1824

0.0378

0.3

0.0211

0.1386

0.0216

0.3

0.0108

0.1328

0.0104

0.3

0.00464

0.12587

0.00483

0.3

0.00232

0.1278

0.00202

0.5

0.0440

0.127

0.047

0.5

0.0238

0.1022

0.0264

0.5

0.0116

0.0967

0.0129

0.5

0.00492

0.08982

0.0054

0.5

0.00219

0.08896

0.00238

0.7

0.0538

0.0748

0.0591

0.7

0.0365

0.0746

0.0385

0.7

0.0206

0.0622

0.021

0.7

0.01167

0.05867

0.00942

0.7

0.00598

0.05653

0.00359

0.9

0.1745

0.0662

0.1695

0.9

0.0786

0.0432

0.0843

0.9

0.0500

0.034

0.0491

0.9

0.02614

0.02884

0.0237

0.9

0.0136

0.02409

0.01109

X=7

0.0673

0.6716

0.0477

0.0326

0.5923

0.0256

0.0125

0.5995

0.0113

0.00564

0.61701

0.00503

0.00209

0.58347

0.00199

0.3

0.0431

0.2655

0.0421

0.3

0.0276

0.2055

0.0261

0.3

0.0137

0.1840

0.0107

0.3

0.00928

0.17067

0.00541

0.3

0.00415

0.15777

0.00207

0.5

0.0407

0.1454

0.0556

0.5

0.0224

0.1225

0.0301

0.5

0.0127

0.1128

0.0157

0.5

0.0059

0.10184

0.00619

0.5

0.00284

0.10083

0.00285

0.7

0.0534

0.0806

0.0835

0.7

0.0297

0.0693

0.0460

0.7

0.0187

0.0610

0.0233

0.7

0.00907

0.05818

0.01012

0.7

0.00417

0.0558

0.00406

0.9

0.1237

0.0404

0.1767

0.9

0.0791

0.0339

0.1166

0.9

0.0426

0.0263

0.0543

0.9

0.02343

0.02195

0.0288

0.9

0.01193

0.01997

0.01156

x=10

0.0957

0.7329

0.0543

0.0432

0.7429

0.0247

0.0169

0.7265

0.012

0.00627

0.71927

0.00527

0.00214

0.72321

0.00196

0.3

0.0567

0.2868

0.0538

0.3

0.0342

0.2396

0.0250

0.3

0.0195

0.1974

0.0123

0.3

0.01203

0.17592

0.00601

0.3

0.00689

0.1668

0.00222

0.5

0.03%4

0.1451

0.0659

0.5

0.0254

0.1252

0.0347

0.5

0.0129

0.1093

0.0148

0.5

0.0074

0.10191

0.00727

0.5

0.00371

0.09617

0.00267

0.7

0.043

0.076

0.0991

0.7

0.03

0.0651

0.0504

0.7

0.0153

0.0561

0.0223

0.7

0.00894

0.05304

0.01105

0.7

0.00379

0.05143

0.0044

0.9

0.1089

0.0304

0.2185

0.9

0.0783

0.0267

0.1132

0.9

0.0409

0.0204

0.0602

0.9

0.02385

0.01825

0.03536

0.9

0.01091

0.01656

0.01306
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Cizelgedeki sonuglar incelendiginde 6rneklem biiylikliigli ne olursa olsun iligki diizeyi

artikca TBR ile elde edilen HKO degeri hep diismektedir.

n degisken sayis1 artikca kullanilan yontem ne olursa olsun, elde edilen modellerin

HKO degerleri diismektedir.

Degisken sayisi artik¢a 6rneklem biiyiikliigli ne olursa olsun yiiksek iliski diizeyi hari¢

tiim HKO degerlerinde artig gozlemlenmistir.

Literatiirde KEKK yonteminin TBR yontemine goére daha iyi oldugu ifade
edilmektedir. Ancak yapilan ¢caligmada ve elde ettigimiz bulgulara gore, her 6rneklem

ve her iligki diizeyi i¢in bunun dogru olmadig: belirlenmistir.
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Sekil 4. 1. Orneklem Biiyiikliigii:30 iken elde edilen HKO degerleri
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Orneklem biiyiikliigii n=30 ve 4 degiskenli regresyon modelinde (Sekil 4.1.A)
bagimsiz degiskenler arasinda iliski yokken, RR digerlerine gore daha iyi sonuglar
vermistir. Ancak KEKK yontemi de RR modelinden ¢okta kotii sonuglar vermemistir.
Iliski diizeyi 0.3 oldugunda, TBR ‘nin HKO degeri diismeye baslamistir. Fakat yine
de TBR yontemi digerlerine gore daha kétii sonug vermistir. iliski diizeyi biraz daha
artirtldiginda (0.5), TBR nin HKO degeri anlaml1 bir sekilde diismesine ragmen, yine
de digerlerine gore daha kotii sonuglar vermektedir. Iliski diizeyinin artmasiyla KEKK
ile RR arasinda bir denge olmaktadur. Iliski degeri 0.7 gibi bir iliskide TBR digerlerine
yakin sonuglar vermektedir. Fakat bagimsiz degiskenler arasinda ¢ok yiiksek bir
iligkinin olmasi durumunda TBR digerlerine gére HKO bakimindan daha anlaml
modeller tahmin etmektedir. Yine benzer sekilde 6rneklem biiyiikliigii n=30 i¢in hem
7 degiskenli regresyon modelinde (Sekil 4.1.B), hem de 10 degiskenli regresyon

modelinde (Sekil 4.1.C) ayn1 durumlar s6z konusudur.
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Sekil 4. 2. Orneklem Biiyiikliigii:50 iken elde edilen HKO degerleri
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Orneklem biiyiikliigii n=50 iken farkli degisken sayilarina ait regresyon modellerine
ait elde edilen HKO degerleri Sekil 4.2. ‘de verilmistir.

Orneklem biiyiikliigii n=50 ve 4 degiskenli regresyon modelinde (Sekil 4.2.A)
bagimsiz degiskenler arasinda iligki yokken, KEKK digerlerine gore daha iyi sonuglar
vermistir. Ancak RR yontemi de KEKK modelinden ¢okta kotii sonuglar vermemistir.
Mliski diizeyi 0.3 oldugunda, TBR ‘nin HKO degeri diismeye baslamustir. Fakat yine
de TBR yontemi digerlerine gdre daha kotii sonug vermistir. iliski diizeyi biraz daha
artirtldiginda (0.5), TBR ‘nin HKO degeri anlaml1 bir sekilde diismesine ragmen, yine
de digerlerine gore daha kotii sonuglar vermektedir. iliski degeri 0.7 gibi bir iliskide
TBR diger yontemlere yakin sonuglar vermektedir. Fakat bagimsiz degiskenler
arasinda ¢ok yliksek bir iligkinin olmasi durumunda TBR digerlerine gore HKO

bakimindan daha anlamli modeller tahmin etmektedir.

Orneklem biiyiikliigii n=50 ve 7 degiskenli regresyon modelinde (Sekil 4.2.B)
bagimsiz degiskenler arasinda iliski yokken, RR digerlerine gore daha iyi sonuglar
vermistir. iliski diizeyi 0.3 iken RR yine daha sonuglar verirken, KEKK yontemi de
yakin sonuglar vermistir. iliski diizeyi 0.5 ve 0.7 oldugunda ise KEKK ydntemi daha
iyi sonuglar vermektedir. Iliski diizeyi arttikga TBR ile elde edilen HKO degerleri
anlamli bir sekilde diismektedir. Fakat iliski diizeyi 0.9 oldugunda TBR yontemi diger

2 yonteme gore daha iyi sonuglar vermektedir.

Orneklem biiyiikliigii n=50 ve 10 degiskenli regresyon modelinde (Sekil 4.2.C)
bagimsiz degiskenler arasinda iligki yokken, RR digerlerine gore daha iyi sonuglar
vermistir. Iliski diizeyi 0.3 iken RR yine daha sonuglar verirken, KEKK yontemi de
yakin sonuglar vermistir. Iliski diizeyi 0.5 ve 0.7 oldugunda ise KEKK ydntemi daha
iyi sonuglar vermektedir. iliski diizeyi arttikca TBR ile elde edilen HKO degerleri
anlamli bir sekilde diigsmektedir. Fakat iligki diizeyi 0.9 oldugunda TBR yontemi diger

2 yonteme gore daha iyi sonuglar vermistir.
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Sekil 4. 3. Orneklem Biiyiikliigii: 100 iken elde edilen HKO degerleri
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Orneklem biiyiikliigii n=100 iken farkl1 degisken sayilarina ait regresyon modellerine

ait elde edilen HKO degerleri Sekil 4.3. ‘te verilmistir.

Orneklem biiyiikliigii n=100 ve 4 degiskenli regresyon modelinde (Sekil 4.3.A)
bagimsiz degiskenler arasinda iliski yokken, RR digerlerine gore daha iyi sonuglar
vermistir. Ancak KEKK yéntemi de iyi sonuglar vermistir. iliski diizeyi 0,3
oldugunda, TBR ‘nin HKO degeri diismeye baslamistir. Fakat yine de TBR yontemi
digerlerine gore daha kétii sonug vermistir. iliski diizeyi biraz daha artirildiginda (0.5),
TBR nin HKO degeri anlaml1 bir sekilde diismesine ragmen, yine de digerlerine gore
daha kétii sonuglar vermektedir. Bu iligki diizeyinde KEKK yontemi daha iyi sonuglar
vermistir. iliski degeri 0.7 oldugunda KEKK ve RR yéntemleri daha iyi sonugclar
vermistir. Fakat bagimsiz degiskenler arasinda cok yiiksek bir iligkinin olmasi
durumunda TBR digerlerine géore HKO bakimindan daha anlamli modeller tahmin

etmektedir.

Orneklem biiyiikliigii n=100 ve 7 degiskenli regresyon modeline (Sekil 4.3.B) ait
bagimsiz degiskenlere ait iliski diizeylerine ait verilere bakildiginda, elde edilen
sonuglar 4 degiskenliye ait sonuglarla benzerlik gdstermektedir. Iliski diizeyi 0 ve 0.3
diizeyinde iken RR yontemi, 0.5 ve 0.7 diizeyinde iken KEKK, 0.9 diizeyinde ise TBR

yonteminin daha 1yi oldugu goriilmektedir.

Orneklem biiyiikliigii n=100 ve 10 degiskenli regresyon modeline (Sekil 4.3.C) ait
bagimsiz degiskenlere ait iligki diizeylerine ait verilere bakildiginda, elde edilen
sonuglar 4 degiskenliye ait sonuclarla benzerlik gostermektedir. Iliski diizeyi 0 ve 0.3
diizeyinde iken RR yontemi, 0.5 ve 0.7 diizeyinde iken KEKK, 0.9 diizeyinde ise TBR

yonteminin daha iyi oldugu goriilmektedir.
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Orneklem biiyiikliigii n=200 iken farkl1 degisken sayilarina ait regresyon modellerine
ait elde edilen HKO degerleri Sekil 4.4. ‘te verilmistir.

Orneklem biiyiikliigii n=200 ve 4 degiskenli regresyon modelinde (Sekil 4.4.A)
bagimsiz degiskenler arasinda iliski yokken, RR digerlerine gore daha iyi sonuglar
vermistir. Ancak KEKK yéntemi de iyi sonuglar vermistir. iliski diizeyi 0.3
oldugunda, KEKK yo6ntemi daha tercih edilebilir olmus, TBR yonteminin de HKO
degerinin diismeye basladigir gozlenmistir. Fakat yine de TBR yontemi digerlerine
gore daha kotii sonug vermistir. Iliski diizeyi biraz daha artirildiginda (0.5), KEKK
yontemi digerlerine gore daha iyi sonuglar vermistir. Iliski degeri hem 0.7 iken, hem
de 0.9 iken RR yontemi digerlerine gére HKO bakimindan daha anlamli modeller

tahmin etmektedir.

Orneklem biiyiikliigii n=200 ve 7 degiskenli regresyon modelinde (Sekil 4.4.B)
bagimsiz degiskenler arasinda iliski diizeyi 0.0 ve 0.3 iken RR ydntemi daha iyi
sonuglar vermistir. Iliski diizeyi 0.5 ve 0.7 iken KEKK daha iyi sonuglar vermistir.
Fakat yliksek diizeyli iliski durumunda (0.9) ise TBR daha iyi bir yontem olarak

gOriilmiistiir.

Orneklem biiyiikliigii n=200 ve 10 degiskenli regresyon modelinde (Sekil 4.4.C)
bagimsiz degiskenler arasinda iliski diizeyir 0.0 ve 0.3 iken RR yontemi daha iyi
sonuclar vermistir. Iliski diizeyi 0.5 ve 0.7 iken KEKK daha iyi sonuglar vermistir.
Fakat yliksek diizeyli iliski durumunda (0.9) ise TBR daha iyi bir yontem olarak

gorilmiistiir.
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Orneklem biiyiikliigii n=500 iken farkl1 degisken sayilarina ait regresyon modellerine
ait elde edilen HKO degerleri Sekil 4.5. ‘te verilmistir.

Orneklem biiyiikliigii n=500 ve 4 degiskenli regresyon modelinde (Sekil 4.5.A)
bagimsiz degiskenler arasinda iliski yokken, KEKK yontemi digerlerine gore daha iyi
sonuglar vermistir. Ancak RR yontemi de iyi sonuglar vermistir. Iliski diizeyi 0,3
oldugunda, TBR ‘nin HKO degeri diismeye baslamistir. Fakat yine de TBR yontemi
digerlerine gore daha kotii sonug vermistir.0,3 iliski diizeyinde en iyi sonuglar RR ile
elde edilmistir. iliski diizeyi biraz daha artirildiginda (0,5), KEKK ydntemi digerlerine
gore daha iyi sonuglar vermistir. Iliski degeri hem 0,7 iken hem KEKK hem de RR
metotlar1 ile edilen HKO degerleri 0,5 iligki diizeyine gore artmistir. Yine de 0,7
diizeyde en iyi sonuglar RR ile elde edilmistir. Bagimsiz degiskenler arasinda ¢ok
yiiksek diizeyde iliski olmasi durumunda yine RR yontemi digerlerine goére HKO

bakimindan daha anlamli modeller tahmin etmektedir.

Ormeklem biiyiikliigii n=500 ve 7 degiskenli regresyon modelinde (Sekil 4.5.B) tiim
iligki diizeylerinde RR yontemi diger 2 yonteme gore ¢cok daha iyi sonuglar vermistir.

Fakat KEKK yontemi de oldukca yakin sonuglar vermistir.

Orneklem biiyiikliigii n=500 ve 10 degiskenli regresyon modelinde (Sekil 4.5.C) iliski
yokken ve iligski diizeyleri diisiik iken (0.3 ve 0.5) RR yontemi daha iyi sonuglar
vermistir. iliski diizeyleri yiiksek iken (0.7 ve 0.9) KEKK yontemiyle daha iyi sonuglar

bulunmustur.

4 degiskene sahip bir modelde 6rneklem biiyiikliigii n<=200 oldugu durumlarda iliski
diizeyi ¢ok az iken KEKK ve RR metodlar1 TBR ye gore daha iyi sonuglar
vermektedir. Sadece iliski diizeyi ¢ok yliksek(0.9) oldugunda TBR yontemi diger 2
yonteme gore daha iyi sonuglar vermistir. Orneklem biiyiikliigii n>200 oldugunda yine
diistik diizeyli iliskilerde KEKK ve RR yontemi, TBR ye gore ¢ok iyi daha sonuglar
verirken, ¢ok yiiksek iliski diizeyindeki durumlarda RR daha iyi sonuglar verdigi

gorilmiistiir.

7 degiskene sahip regresyon modellerinde tiim orneklem biiyiikliiklerinde iligki
diizeyleri diisiik iken (0.0 ve 0.3) RR ydntemi daha iyi sonuclar vermistir. Iliski diizeyi
0.5 ve 0.7 iken n<=200 i¢in KEKK yontemi, n=500 iken RR ydntemi tercih edilebilir
goriilmiistiir. iliski diizeyi 0.9 icin ise n<=200 i¢in TBR, n=500 i¢in ise RR daha

verimli sonuglar vermistir.
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10 degiskene sahip regresyon modellerinde iligski diizeyleri 0.0 ve 0.3 iken tiim
orneklem biiytikleri i¢in RR yontemi daha iyi sonuglar vermistir. 0.5 iliski diizeyine
gore, n<=200 iken KEKK, n=500 i¢in ise RR metodu daha saglikli sonuglar vermistir.
0.7 iligki diizeyinde tiim 6rneklem biiyiikliikleri i¢in KEKK yontemi daha iyi sonuglar
vermistir. Cok yiiksek iliski diizeyinde (0.9) ise, n<=200 i¢in TBR, n=500 i¢in ise

KEKK daha verimli sonuglar vermistir.
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5. SONUCLAR VE TARTISMA

Yapilan ¢alismada, ¢ok degiskenli dogrusal regresyon (¢oklu regresyon) modellerinde
ortaya ¢ikan ¢oklu baglanti sorununu ¢ézmek igin kullanilan yontemlerden temel
diizeyde KEKK, RR ve TBR yontemleri karsilastirilmistir. Simiilasyon ile elde edilen
veri seti i¢in, degisken sayilari, drneklem biiyiikliikleri ve iliski diizeylerine gore bu
yontemlerin kendi aralarinda hangisinin etkin sonuglar verdigi farkliliklar
gosterilmistir. Ozellikle, iliski diizeylerinin belli derecelerinde, hangi ydéntemin daha
tercih edilebilir sorusuna yanit verilebildigi gozlenmistir. Iliski diizeyinin ¢ok diisiik
oldugu (<=0.3) durumlarda RR yontemi daha olumlu sonuglar elde edilirken, orta
diizeyde iliskiye sahip durumlarda KEKK yontemi daha iyi sonuglar vermistir. Sadece
cok yiiksek diizeydeki iliski diizeylerde (0.9) genel olarak TBR yontemi diger iki

yonteme gore daha iyi sonuglar vermistir.

Yine yapilan bu tez ¢alismasinda elde edilen bir baska bulguda su sekildedir:
Orneklem biiyiikliigii yiiksek oldugunda (n=500) RR regresyon daha iyi sonuglar

vermistir.

Literatiirde yapilan ¢aligmalarin pek cogunda RR yonteminin diger iki yonteme daha
uygun tahminler yaptig1 goriilmiistiir. Ergiines (2004) yaptig1 calismada RR ile KEKK
yontemlerini karsilastirarak, daha etkin parametre tahmini yapmasi nedeniyle RR
yonteminin KEKK yerine kullanilmas1 gerektigi belirtmistir. Albayrak (2005)
calismasinda RR, TBR ve KEKK yontemlerini karsilastirmis, RR ve TBR
yontemlerinin KEKK ‘ye gore daha uygun tahminler sagladigini ifade etmistir.
Pamukgu (2010), aralarinda yiiksek ¢oklu baglanti bulunan bagimsiz degiskenler
kullanarak yaptig1 ¢calisma sonucunda RR ‘nin KEKK yontemine gore daha uygun
tahminler ortaya koydugu belirtmistir. Bizim ¢alismamizda ise yiiksek diizeydeki iliski
durumlarinda (n=500 hari¢) TBR yonteminin daha saglikli sonuglar verdigi
gozlemlenmistir. Eker (2011) KEKK, TBR ve RR yontemlerini karsilastirmis, en
diisik HKO ve en biiyik R® degerlerini RR yontemiyle elde etmistir. Fakat
parametrelerin onem testlerine gore TBR ‘nin daha tutarli oldugu sonucunu elde

etmistir.
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Arastirma sonucunda her {i¢ yontemin, hangi durumlarda daha saglikli ve secilebilir
oldugu ile ilgili net kararlara varilabilmistir. Orneklem biiyiikliigii, iliski diizeyi ve

degisken sayilar1 dikkate alinarak en uygun yontem segilebilir.
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Ek A. Simiilasyon Calismasi1 Kullanilan Kodlar

Bu ¢aligmada, simiilasyon sonucu elde edilen tiim veriler, Minitab 16.0 programi i¢in
hazirlanmis kodlar ile elde edilmistir. Daha sonra bu alanda benzeri ¢alismalar yapmak
isteyen arastirmacilar i¢in kullanilmak tizere bu kodlar asagida verilmistir.

Degisken sayist: 4 ve iligki diizeyi: 0.5 i¢in yazilan Minitab kodlart:
Random k400 c7-c10;
Normal 0 1.
Random k400 c11;
Normal 0 1.

let c3=((1-(k300*k300))**0,5)*c7+k300*c10 # ro degerinin k300 olarak
belirlenmesi

let c4=((1-(k300*k300))**0,5)*c8+k300*c10

let c5=((1-(k300*k300))**0,5)*c9+k300*c10

let c6=((1-(k300*k300))**0,5)*c10+k300*c10

let c1=1+c3+c4+c5+c6+cll

set c2

1(1:1/1 )k400 # k400 gozlem sayisini vermektedir.
End.

#PLS baslangi¢

PLS c1 = c3-c6;

NComp 2;

Coding 1;

coefficients c19.

let c22(k1)=mean((1-c19)**2)
#PLS bitis.

#PCR

copy c3-c6 ml
trans m1 m2
multi m2 m1 m3
eigen m3 c26 m4.
copy m4 ¢50-c53
multi m1 m4 m5
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copy m5 c28-c31

regress cl 2 c28 c29;

coefficients c49;

constant;

Brief 0.

let ¢55(1)=c49(1)

let c55(2)=c49(2)*c50(1)+c49(3)*c51(1)
let ¢55(3)=c49(2)*c50(2)+c49(3)*c51(2)
let c55(4)=c49(2)*c50(3)+c49(3)*c51(3)
let ¢55(5)=c49(2)*c50(4)+c49(3)*c51(4)
let c23(k1)=mean((1-c55)**2)

#PCR bitis.

#Ridge baslangi¢
copy c2-c6 ml1
trans m1 m2

multi m2 m1 m3
set c47

1(1:1/1)5

End.

Diagonal C47 m5.
regress cl 4 c3-c6;
coefficients c44;
MSE k3;

Constant;

Brief 0.

let k4=k3/(maximum(C44))
multi k4 m5 m5
add m5 m3 m9
inver m9 m6

multi m2 c1 m4
multi mé m4 m7
copy m7 c60

let c24(k1)=mean((1-c60)**2)
#Ridge bitis.
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let k1=k1+1
Degisken sayisi: 7 ve iliski diizeyi: 0.5 i¢in yazilan Minitab kodlart:
Random k400 c10-c16;

Normal 0 1. # standart sapma degerinin k155 olarak
belirlenmesi

Random k400 c17;
Normal 0 1.

let c3=((1-(A300*k300))**0,5)*c10+k300*c16 # ro degerinin k300 olarak
belirlenmesi

let c4=((1-(k300*k300))**0,5)*c11+k300*c16

let c5=((1-(k300*k300))**0,5)*c12+k300*c16

let c6=((1-(k300*k300))**0,5)*c13+k300*c16

let c7=((1-(k300*k300))**0,5)*c14+k300*c16

let c8=((1-(k300*k300))**0,5)*c15+k300*c16

let c9=((1-(k300*k300))**0,5)*c16+k300*c16

let c1=1+c3+c4+c5+c6+c7+c8+c9+cl7

set c2

1(1:1/1 )k400 # k400 gozlem sayisini vermektedir.
End.

#PLS baslangi¢

PLS c1 = ¢3-c9;

NComp 2;

Coding 1;

coefficients c19.

let c22(k1)=mean((1-c19)**2)
#PLS bitis.

#PCR

copy c3-c9 ml
trans m1 m2
multi m2 m1 m3
eigen m3 c26 m4.
copy m4 c60-c66
multi m1 m4 m5
copy m5 c28-c34
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regress cl 2 c28 c29;

coefficients c59;

constant;

Brief 0.

let c68(1)=c59(1)

let ¢68(2)=c59(2)*c60(1)+c59(3)*c61(1)
let c68(3)=c59(2)*c60(2)+c59(3)*c61(2)
let c68(4)=c59(2)*c60(3)+c59(3)*c61(3)
let c68(5)=c59(2)*c60(4)+c59(3)*c61(4)
let c68(6)=c59(2)*c60(5)+c59(3)*c61(5)
let c68(7)=c59(2)*c60(6)+c59(3)*c61(6)
let c68(8)=c59(2)*c60(7)+c59(3)*c61(7)
let c23(k1)=mean((1-c68)**2)

#PCR bitis.

#Ridge baslangi¢
copy c2-c9 ml1
trans m1 m2

multi m2 m1 m3
set c47

1(1:1/1)8

End.

Diagonal C47 m5.
regress cl 7 c3-c9;
coefficients c44;
MSE k3;

Constant;

Brief 0.

let k4=k3/(maximum(C44))
multi k4 m5 m5
add m5 m3 m9
inver m9 m6

multi m2 c1 m4
multi mé m4 m7
copy m7 c70
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let c24(k1)=mean((1-c70)**2)
#Ridge bitis.

let k1=k1+1
Degisken sayist: 10 ve iliski diizeyi: 0.5 i¢in yazilan Minitab kodlar1:
Random k400 c13-¢c22;

Normal 0 1. # standart sapma degerinin k155 olarak belirlenmesi
Random k400 ¢23;

Normal 0 1.

let c3=((1-(k300*k300))**0,5) *c13+k300*c22 # ro degerinin k300 olarak
belirlenmesi

let c4=((1-(k300*k300))**0,5)*c14+k300*c22

let c5=((1-(k300*k300))**0,5)*c15+k300*c22

let c6=((1-(k300*k300))**0,5)*c16+k300*c22

let c7=((1-(k300*k300))**0,5)*c17+k300*c22

let c8=((1-(k300*k300))**0,5)*c18+k300*c22

let c9=((1-(k300*k300))**0,5)*c19+k300*c22

let c10=((1-(k300*k300))**0,5)*c20+k300*c22

let c11=((1-(k300*k300))**0,5)*c21+k300*c22

let c12=((1-(k300*k300))**0,5)*c22+k300*c22

let c1=1+c3+c4+c5+c6+c7+c8+c9+c10+cll+cl2+c23
set c2

1(1:1/1 )k400  # k400 gozlem sayisini vermektedir.
End.

#PLS baslangi¢

PLS cl1 = c3-c12,;

NComp 2;

Coding 1;

coefficients ¢25.

let c26(k1)=mean((1-c25)**2)
#PLS bitis.

#PCR
copy c3-c12 ml
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trans m1 m2

multi m2 m1 m3

eigen m3 ¢32 m4.

copy m4 c70-c79

multi m1 m4 m5

copy m5 c34-c43

regress cl 2 c34 c35;

coefficients c69;

constant;

Brief 0.

let c81(1)=c69(1)

let c81(2)=c69(2)*c70(1)+c69(3)*c71(1)
let ¢81(3)=c69(2)*c70(2)+c69(3)*c71(2)
let c81(4)=c69(2)*c70(3)+c69(3)*c71(3)
let ¢81(5)=c69(2)*c70(4)+c69(3)*c71(4)
let c81(6)=c69(2)*c70(5)+c69(3)*c71(5)
let ¢81(7)=c69(2)*c70(6)+c69(3)*c71(6)
let c81(8)=c69(2)*c70(7)+c69(3)*c71(7)
let ¢81(9)=c69(2)*c70(8)+c69(3)*c71(8)
let ¢81(10)=c69(2)*c70(9)+c69(3)*c71(9)
let ¢81(11)=c69(2)*c70(10)+c69(3)*c71(10)
let c27(k1)=mean((1-c81)**2)

#PCR bitis.

#Ridge baslangi¢
copy c2-c12 ml
trans m1 m2

multi m2 m1 m3
set c56
1(1:1/1)11

End.

Diagonal C56 m5.
regress cl1 10 c3-c12;
coefficients c53;
MSE k3;
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Constant;

Brief 0.

let k4=K3/(maximum(C53))
multi k4 m5 m5

add m5 m3 m9

inver m9 m6

multi m2 c1 m4

multi m6 m4 m7

copy m7 c83

let c28(k1)=mean((1-c83)**2)
#Ridge bitis.

let k1=k1+1
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