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OZET
DOKTORA TEZi

COK DEGISKENLI KALITE KONTROL GRAFIKLERI VE YAPAY SINIR
AGLARI YONTEMIYLE DOKUM SANAYINDE BIR ISTATISTIKSEL SUREC
KONTROLU UYGULAMASI

Kenan ORCANLI
Tez Damismani:Prof.Dr. Erkan OKTAY
Prof.Dr. Burak BIRGOREN (II. Danisman)
2017, 391 sayfa
Jiiri:Prof.Dr. Erkan OKTAY
Doc¢.Dr. Necaattin BARISCI
Do¢.Dr. Serhat BURMAOGLU
Do¢.Dr. Omer ALKAN
Yrd.Doc.Dr. Abdulkerim KARAAGAC

Yapilan calismada, MKE Kurumuna bagli olarak faaliyetlerini yiirliten Piring
Fabrikas1 Miidiirliigiiniin tiretim siireglerinde kalite iyilestirme cabalari kapsaminda
stirecin degiskenligini kontrol etmek amaciyla istatistiksel siire¢ kontrolii uygulanmis ve
element oranlar1 tek ve ¢ok degiskenli kontrol grafikleri ile izlenmistir. Ancak tek ve
cok degiskenli kontrol grafiklerinde tespit edilen kontrol dis1 sinyallerin yorumlanmasi
esnasinda hata kaynaklarinmi teshis etmede uygun sonuglara ulagilamamistir. Bu durum
izerine silirecte meydana gelen degisimi etkileyen hata kaynaklarini teshis etmek
maksadiyla silire¢ tabanli temel gosterimleri yontemi (STTG) yontemine dayali bir
model &nerilmistir. Onerilen modelde, STTG yo6ntemi, ¢ok degiskenli kontrol grafikleri
ve yapay sinir aglart (YSA) hibrit bir sekilde kullanilmistir.

Onerilen model, piring, demir ve aliiminyum dokiim siireclerinde kullanilabilecek
genel bir modeldir. Bu model, biitiin dokiim siireclerinde kullanilabilir ancak problemin
durumuna gore 6zellestirilmesi gerekir.

Modelin olusmasinda temel olarak kullanilan STTG yontemi, literatiirde imalat
sanayinde geometrik sapmalarin modellenmesinde kullanilmistir, ancak siire¢ (kimya,
petro-kimya, dokiim vb.) endiistrilerinde ve malzeme iceriklerinin modellenmesinde
kullanilmamistir. Bu kapsamda STTG yontemi, bu ¢alismada ilk defa farkli bir {iretim
siirecinde kullanilmig ve basarili bir sekilde uygulanmistir.

Literatiirde STTG katsayilarinin tek degiskenli kontrol grafikleri ile izlenmesi
onerilmektedir. Bu calismada ise bu katsayillar Hotelling 72 kontrol grafigi ile
izlenmistir. Kalite karakteristiklerinin Hotelling 72 kontrol grafigi ile izlenmesi
esnasinda kontrol dis1 durumlar1 temsil eden bazi tipik Oriintiilerin olustugu da tespit
edilmis ve bu oriintiilerin otomatik olarak taninmasi icin YSA modelleri kullanilmistir.
Ayrica belirtilen modelin uygulanmasi esnasinda, STTG yontemi ile ilgili olarak
literatlirde olmayan diisiik boyut problemi ile karsilasiimis ve bu duruma kars1 ¢6ziim
yollar1 tiretilmistir.

Anahtar Kelimeler: Siire¢ Tabanli Temel Gosterimleri, Cok Degiskenli Kontrol
Grafikleri, Yapay Sinir Aglari, Piring, Dkiim Sanayi.
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A STATISTICAL PROCESS CONTROL APPLICATION IN CASTING
INDUSTRY THROUGH MULTIVARIATE QUALITY CONTROL CHARTS
AND ARTIFICIAL NEURAL NETWORKS
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In the study, firstly Statistical Process Control was implemented to improve
quality in the production process of the Brass Factory, which operates under the MCI
Coorporation; and the values of the elements were monitored with univariate and
multivariate control charts. However, when the out-of-control signals were detected in
the univariate and the multivariate control charts, it was not possible to find out the
relevant results about the interpreting of these signals. Therefore, secondly, a model
based on the Process-Oriented Basic Representation (POBREP), was proposed for the
interpretation of out-of-control signals. In the proposed model, the POBREP method, a
multivariate control chart and artificial neural network (ANN) were used in combination.

The proposed model is a general model that can be used in brass, iron and
aluminum casting processes. This model can be used in all casting processes, but needs
to be customized according to the problem.

The POBREP method, which is used as the basis for model formation, has been
used in the literature to model geometric deviations in the manufacturing industry, but
has not been used in the processes such as chemistry, petro-chemistry, casting and in the
modeling of material content. In this context, the POBREP method was used in this
study for the first time in a different production process and was successfully applied.

It 1s suggested that POBREP coefficients are monitored with univariate control
charts in the literature. In this study, these coefficients were monitored with Hotelling 72
control chart. It has also been found that there are some typical patterns representing
uncontrolled situations in the quality characteristics monitored with the Hotelling 77
control chart; and the ANN models are used for automatic recognition of these patterns.
Moreover, during the application of the mentioned model, a low dimensional problem
which is not related to the POBREP method was encountered; and solutions for this
problem were produced.

Keywords: Process-Oriented Basic Representation, Multivariate Control Chart,
Artificial Neural Network, Brass, Casting Industry
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GIRIS
Medeniyetin hizla ilerlemesi, insanlarin gereksinimlerinin artmasina neden

olmakta ve bunun yanminda hizla gelisen teknoloji, {retim islevini

karmasiklastirmaktadir.

Bilindigi gibi iiretim; fiziksel bir maddenin ara¢ gerec, insan giicii ve
materyallerin yardimiyla monte edilmesi ya da yapimidir (Aran, 2007). Diger bir
deyisle dogada bulunan malzemelerin istenilen Ozellik ve bigimdeki {iriinlere
dontistiirmek anlaminda kullanilabilir. Fiziksel maddenin ortaya konulmasi igin iirtiniin

ozelliklerine gore ¢esitli calismalar yerine getirilmektedir.

Uretim yontemleri, i¢ ve dis doniisiimler olarak iki gruba ayrilmaktadir

(Aran, 2007).

I¢ déniisiimler genellikle cevherlerin indirgenmesi, kimyasal aritma, 1s1l islemler
gibi maddelerin kimyasal doniistime ugratildiklari iiretim teknikleridir. Dis doniisiimler
malzemelerin istenilen bicim ve boyutlara sokulmasi i¢in uygulanan {retim
yontemleridir. Aran (2007) tarafindan yapilmis iiretim yontemlerinin sekilsel gosterimi

Sekil 1'de yer almaktadir.

Dokiim
Erimis durumdaki
akiskanliktan yararlanir.

. J
( 3\
Kaynak
p N Yerel eritme ile birlestirme
. saglanir.
I¢ Doniisiimler L J
Kimyasal ve fiziksel p \
doniistimler
L ) Talas Kaldirma
Uretim Yontemleri g \ Istenmeyen kisimlar
uzaklastirtlir.
Dis Doniisiimler \ J
Bigimlendirme e p
L ) Plastik Sekil Verme

Malzemenin sekil degistirme
kabiliyetinden yararlanilir.
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Sekil 1:Uretim Yontemlerinin Sekilsel Gosterimi



Bu kapsamda birgok degisik yontem igeren iiretim yontemlerinden i¢ doniigiimle
ilgili olan baslicalar;; dokiim, kaynak, talas kaldirma ve plastik sekil verme

yontemleridir.

Uretim yontemlerinin biri olan dokiim, metal {iretme firinlarindan elde edilen
eriyik haldeki metalin kullanim amacma gore gerekli sekil verilerek katilagtirilmasi
olayidir (Ozel ve Birgdren, 2007). Yani diger bir deyisle, sivi halde akici olan
metallerin {iretilmek istenen parg¢anin bi¢iminde bir bosluk igeren kaliplara doldurularak

katilastirildigi bir imalat yontemidir.

Dokiim yonteminde saf veya hurda ve ametaller kullanilmaktadir. Dokiim
yonteminde saf metallerin yaninda ametallerin kullanilmasinin nedenleri asagida

siralanmustir.

- Saf metallerin belirli 6zelliklere sahip olmasindan dolay1 sinirli kullanma
alanlar1 vardir. Ametaller kullanilarak saf metallerin  smirli  kullanim  alani

genislemektedir.
- Saf metallerin dokiimu zor ve dokim 6zellikleri sinirlidir.

Dokiim yonteminde saf metallere cesitli metal ve ametaller belli oranlarda
karistirilarak alagimlar elde edilir. Boylece alasimlarin 6zellikleri iyilestirmekle beraber
dokim islemi kolaylasir. Ancak soguk bigcimlendirme ve 1sil islemlerle saglanan bu
ozellik degisimi (mukavemet, sekil alma, elektrik ve 1si1 iletkenligi) belirli hallerde

degistirmek miimkiindiir.

Alasim, bir metale bir ya da bir¢ok element katilarak elde edilen veya daha fazla
sayidaki elementin bir arada eritilmesi ile farkli 6zellikler ve iistiin mekanik degerler
tasiyan metaliirji iirlinlere verilen isimdir. Bu islem, saf metalin bazi 6zelliklerini
degistirmeyi, hatta ona genis Ozellikler kazandirmay1 amaclar (Mesleki Egitim ve

Ogretim Sistemini Gii¢lendirme Projesi (MEGEP), 2007).
Alasim yapmanin amaci;
- Cok sayida ve degisik ozellikte malzeme elde etmek,
- Mekaniksel ozellikleri degistirmek,

- Fiziksel ozellikleri degistirmek, 1s1l islemlere uygun hale getirmek,



- Malzeme maliyetini diisiirmek,
- Korozyondan korunmaktir (MEGEP, 2007).

Alasimin en biiyiik yarari, ilave edilen metallerin, ana metal 6zelliklerine nasil
tesir ettiginin bilinmesi ile iistiin 6zelliklere sahip yeni mamullerin elde edilmesine

yardim eder (MEGEP, 2007).

Dokiim siirecinde kar amaci olan isletmeler, maliyeti diisiirmek amaciyla alagim
elde etmek i¢in saf metallerin yaninda hurda malzemeler kullanmaktadir. Ciinkii saf

malzemelerin maliyeti yliksek ve hurda malzemelerin maliyeti ise diistktiir.

Dokiim sanayisinde {iiretim siireci, genellikle dort veya bes asamadan
olugmaktadir. Yapilan literatiir arastirmasi sonucunda ise dokiim siireci faaliyetlerinin
ic asama seklinde de gruplanabilecegi goriilmiistiir (Energy and Environmental Profile
of the U.S. Metalcasting Industry, 1999; Moseki, 2002; Nur Hamizah, 2010; Pribulova,
Gengel’ ve Bartosova, 2010; Saravanakumar, 2015).

- Birinci asama, saf ve hurda malzemelerin harmanlanmasi asamasidir. Bu
asamada, iiretilecek olan dokiimiin icinde bulunmasi gereken elementlerin bulundugu
saf ve hurda malzemeler uygun oranlarda birlestirilir ve eriyik elde etmek icin sarjlar

hazirlanir. Diger bir deyisle, harmanlama yapilir.

- Ikinci asama, sarjlarin eritilmesi ve sogutulmasi asamasidir. Bu asamada,
sarjlar eritilir ve dokiim sicakligia c¢ikartilir. Daha sonra eriyik bir kaliba dokiiliir.
Kaliba dolan eriyik haldeki metal sogumaya baslar ve sicaklik belli bir degere diistiigii
zaman katilasma baslar. Katilasma tamamlandiginda hala sicak olan parca oda
sicakligina kadar sogur. Biitiin bu silire¢ boyunca par¢anin boyutu ve bi¢cimi yaninda

malzemenin igyapisi ve dolayisiyla 6zellikleri belirlenir.

- Uglincii asama ise kaliplama asamasidir. Bu asamada metalin kullanim
amacina ve Uretim yontemine gore gerekli sekil verilerek nihai iiriin elde edilir. Bu
asamalardan hepsi 6nemli olsa da, en 6nemli asamalar ikinci ve Tlgilincii agsamalardir

(Saravanakumar, 2015).

Dokiim endiistrileri, yukarida agiklanan dokiim {iretim siireci boyunca nihai
irtinlerin miisteriler tarafindan reddedilmesini ve yeniden islenmesini azaltmak igin

yogun bir sekilde ¢alismaktadir. Bunu basarmak i¢in, kalite kontrolii yontemlerini, taviz
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vermeden dogru ve kusursuz bir sekilde takip etmektedir. Kalite kontrolii aragtirmasina
dayali siirece uydurulmus bu kalite kontrolii tekniklerin zamaninda uygulanmasi,
tiriinlerdeki kusurlardan kaginmak i¢in sarttir. Bu kapsamda dokiim sanayisinde iiretilen

iriiniin kalite kontrolii genellikle {i¢ asamada yapilmaktadir.

- Birinci asamada; eriyik hale gelen metalin dinlendirme ocagina alinmadan
eriyigin ic¢indeki element oranlarinin belli oranlarda olmasi istenmektedir. Element
oranlari, eriyigin ic¢inde bulunan metallerin agirligmin toplam eriyik agirligina
boliinerek bulunan ylizde degerlerdir. Bir metalin kalitesi bu metallerin yiizde
degerlerine bakilarak yapilir ve 6l¢iim sonunda bu degerlerin belli standartlarda olmasi

istenir (7lk kontrol) (Colak, 2011).

- Ikinci asamada; farkli indiiksiyon ocaklarindan gelen eriyik, dinlendirme

ocaginda karistirilir ve birinci asamada yapilan ayni islem tekrarlanir (fkinci kontrol).

- Uciincii ve son asamada ise; dinlendirme ocagindan gelen eriyigin
kalitesini icine dokildigi kaliplarin  tirli ve hazirlanisinda gosterilen  6zen
belirlemektedir (Saravanakumar, 2015). Bu asamada kalite karakteristiklerini tiretilen

nihai liriiniin ¢ap, kalinlik, sertlik gibi 6zellikleri olusturmaktadir.

Yukarida da belirtildigi tizere dokiim sanayisinde kalite kontrolii nihai iiriiniin
ozelliklerine yani kusurlarina bakilarak yapilmaktadir. Ancak bu 6zellikleri ayni1 anda
etkileyen farkli ve birbiriyle iligkili hata kaynaklari bulunmaktadir. Yani bir 6zellikte
meydana gelen hatanin kaynagi iki veya ii¢ nedenin kombinasyonu seklindedir
(Kaskhedikar ve Katore, 1998; Saravanakumar, 2015). Ancak bu sekilde yapilan kalite
kontrol uygulamas1 yerine metal alasimi i¢inde bulunan element oranlarina bakilarak da
yapilabilir (Beeley, 2001, Campbell, 2003; Sarkar, Mallik, Panigrahi, ve Ghosh, 2001;
Vijayaram, Sulaiman ve Hamouda, 2006). Diger bir deyisle kalite karakteristigi olarak
tiretilen nihai Uriiniin ¢ap, kalinlik, sertlik gibi 6zellikleri kadar eriyik halde bulunan
metal alagiminin i¢inde bulunan element oranlar1 da 6nemlidir. Dokiim sanayisinde bu
sekilde yapilabilecek kalite kontroliine o©rnek olarak piring dokiim sanayisi,

aliiminyum dokiim sanayisi ve demir-dokiim sanayisi verilebilir.

Bakirin ¢inko ile degisik oranlarda birleserek yapmis oldugu alasimlara piring
alasinm adi verilir. Dokiim sanayinde piring alasimin elde edilmesi icin iiretim siireci

vezinhanenin agik alanina getirilen hurda malzemeler ile saf maddelerin icindeki



birbirine benzer elementlere gore siniflandirilmasi ile baslar ve en kritik siireclerden
biri, bu hurda malzemeler ile saf maddelerin istenen metal oranlarini saglayacak sekilde
harmanlanmasidir. Harmanlar, icerisinde ¢esitli metaller ihtiva eden hurda malzemelerin
ve saf malzemelerin karisimindan olusmaktadir. Mevcut saf ve hurda malzemeler
karigtirillarak ergitme ocaklarina sarj edilip istenilen standartlarda piring elde edilir.
Ergitme ocaklarindan her sarjda belli periyotlar ile kontrol amagli 6rnek alinarak
karistmin igerisindeki element yiizdeleri dl¢iiliir (Ozel ve Birgdren, 2007). Spektral
analiz sonunda elde edilen element oranlarinin uluslararasi standartlarda olmasi

gereklidir.

Piring alagimi iiretimi siirecinde spektral analiz sonunda herhangi bir elementin
orani az gelmisse standardi saglamak icin o maddeden gerekli miktar ocaga eklenir.
Element orani fazla ¢ikmigsa dncelikle saf ¢inko ve bu ¢inkonun eklenmesiyle orani alt
smir altina (min) inecek elementten gerekli miktar ocaga ilave edilerek oranlar
saglanmaya c¢alisilir. Eger ocakta farkli bir iiriiniin dokiimiine gecilecekse, bir dnceki
iriiniin dokiimiinden belli bir miktar ocakta kaldig1 i¢in ocaga saf bakir veya ¢inko ilave
edilir: Yeni iirliniin bakir oran1 bir 6ncekinden yiiksek ise saf ¢inko, diisiik ise saf bakir

ilave edilerek ocaktaki karigimin empiirite oranlari yeni iiriiniin seviyesine ¢ekilir.

Ornek olmasi agisindan MS 58 piring cinsinin iiretim sonunda ulasilmasi istenen

DIN 17660 standartlar1 olan MS 58 cinsi piring 6zellikleri Tablo 1'de yer almaktadir.

Tablo 1:MS 58 Cinsi Piring Ozellikleri

MS 58 CuZn39Pb3
Minimum Deger (%) Maksimum Deger
Bakir (Cu) 57 59
Kursun (Pb) 2.5 3.5
Demir (Fe) 0 0,5
Antimon (Sn) 0 0,4
Aliiminyum (Al) 0 0,1
Nikel (Ni) 0 0,5
Kalay (Sb) 0 0,02
Diger 0 0,3
Cinko (Zn) Geri kalan

Bu calismada piring dokiim sanayisinde kalite iyilestirme ¢alismalar1 kapsaminda
Makine Kimya Endiistrisi (MKE) Kurumuna bagli olarak faaliyetlerini Kirikkale ilinde
yiirliten Piring Fabrikas1 Miidiirliigiiniin iiretim siirecinde ¢ok degiskenli istatistiksel

stire¢ kontrolii uygulamasi yapilmistir. Siire¢ kontroliinde kalite karakteristikleri olarak



piring alagimi i¢cinde bulunan element oranlar1 belirlenmis ve bu kalite karakteristikleri,
tek degiskenli 7 ve MR kontrol grafikleri ve ¢cok degiskenli Hotelling 72 kontrol grafigi
ile izlenmistir. Izleme sonucunda kontrol grafiklerinde kontrol dis1 sinyaller ve dogal
olmayan bazi1 Oriintiiler tespit edilmistir. Ancak, tek ve cok degiskenli kontrol
grafiklerinde kontrol dis1 sinyale sebep olan kalite karakteristigi/karakteristiklerinin ne
oldugu ve Oriintlilerin olusmasina sebep olan nedenler arastirildiginda anlamli sonuglar
elde edilememistir. Bu kapsamda, piring {liretim siirecinde piring alagiminin element
oranlarinin istenen degerlerde yani DIN 17660 standartlarinda olmamasinin nedenlerini
ortaya koyacak bir modele ihtiya¢ duyulmustur. Konuyla ilgili literatiirde bir arastirilma
yapilmis ve siire¢ tabanli temel gosterimleri (STTG) yontemine dayali bir model ortaya
konulmustur. Ayrica, s6z konusu modele kontrol grafiklerinde olusan Oriintiilerin
otomatik olarak taninmasi maksadiyla yapay sinir ag1 yontemine dayali otomatik

kontrol sistemi eklenmistir.

Bu kapsamda, Piring Fabrikasi Miidiirliigiiniin iiretim siirecinde yapilan bu
calismada tespit edilen problemin ¢oziimii icin Onerilen STTG yontemine dayal

model Sekil 2'dedir.
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Onerilen modelde kullanilan yéntemlerden tek ve cok degiskenli kontrol
grafikleri ile ilgili teorik bilgiler birinci bolimde; STTG yontemi ile ilgili teorik
bilgiler ikinci boliimde ve YSA modelleri ile ilgili teorik bilgiler ii¢iincii boliimde
verilmigtir. Ayrica, arastirmada R dili ile Minitab 7 ve Neurosolutions paket
programlar1 kullanilmistir. R dili ile Minitab ve Neurosolutions paket programlari ile

ilgili teorik bilgiler Ek 1'dedir.
CALISMANIN AMACI
Yapilan calisma ile;
- Dokiim siireclerinde kalite kontrolii iyilestirilmesi ¢abalarini gelistirmek,

- Cok degiskenli kontrol grafiklerinde kontrol digi sinyallerin olugmasinda
bunlar tespit ve teshis etmek maksadiyla literatiire siire¢ tabanli temel gosterimleri
yontemine dayali yeni bir model 6nermek ve bu modele otomatik kontrol yetenegi

kazandirmak amaclanmistir.

Uygulama, Kirikkale ilinde konuslu ve faaliyetlerini MKEK’ye bagli olarak
yiiriiten Pirin¢ Fabrikas1 Miidiirliigiiniin tiretim siirecinde yapilmistir. Uygulama verileri
olarak s6z konusu fabrikada, 01 Ocak-31 Mart 2015 tarihleri arasinda liretilmis metal
eriyiklerden spektral analizi sonucunda elde edilen {i¢ aylik piring alasimi element
oranlart degerleri kullanilmistir. Calismada, ilk olarak iiretim siirecinin degiskenligini
tespit etmek i¢in piring alasimi element oranlar1 degerleri, tek ve ¢ok degiskenli kontrol
grafikleri ile izlenmis, ancak kontrol dis1 sinyallerin ve olusan Oriintiilerin
yorumlanmasi konusunda istenen sonuca ulagilamamistir. Miiteakiben s6z konusu
problem ile ilgili Sekil 2'de yer alan STTG yontemine dayali model Onerilmis ve

uygulamasi yapilmistir.
CALISMANIN ONEMi
Yapilan caligsma, asagida belirtilen konular agisindan 6nemlidir.

- Dokiim sanayisinde istatistiksel kalite kontrolii uygulamalar1 yapilmaktadir,
ancak daha cok yaygin olarak kullanilan yontemler, basit ve tek degiskenli kalite
kontrol teknikleridir. Ancak giiniimiizde siireclerde meydana gelen degisimleri tespit
etmek i¢in tek degisken yerine birden fazla ve birbiri ile iliski i¢inde olan degiskenlerin

kullanilmas1 gerekmektedir. Ciinkii boylece daha saglikli ve dogru sonuglar elde



edilmektedir. Yapilan calismada, ¢ok degiskenli bir siire¢ olan dokiim siirecinde
degisimi tespit etmek i¢in cok degiskenli kontrol grafigi olan Hotelling 72 kontrol
grafigi kullanilmastir.

- Dokiim siirecinde degisimi tespit etmek igin yapilan kalite kontrolii
uygulamasinda, kalite karakteristiklerini genel olarak iiretilen nihai iiriiniin ¢ap, kalinlik
gibi dzellikleri olusturmaktadir. Yapilan ¢alismada ise bu durumdan farkli olarak kalite
karakteristikleri olarak iiretilen nihai iirline hammadde olan metal alasimin igindeki
element oranlarmin da c¢ok degiskenli bir yaklasimla kullanilabilecegi ve siirecte
meydana gelebilecek degisimin secilen bu kalite karakteristikleri ile de ortaya

konabilecegi gosterilmistir.

- Cok degiskenli kontrol grafiklerinde en 6nemli problem kontrol dis1 sinyalin
yorumlanmasidir. Yapilan calisma da, dokiim siirecinde uygulanan cok degiskenli
kontrol grafiklerinde tespit edilen kontrol dis1 sinyalin yorumlanmasi ile ilgili olarak

literatiirde yer alan yontemlerden farkli bir model onerilmistir.

- Yapilan calismada onerilen model ile MKEK’ye bagli olarak Kirikkale
ilinde faaliyetlerini yiiriiten Pirin¢ Fabrikas1 Miidiirliigiiniin iiretim siire¢lerinde tespit

edilen ger¢ek yasam problemine ¢6ziim olusturulmustur.

- Calismada oOnerilen modelin bir pargast olan STTG yontemi, imalat
sanayinde geometrik sapmalarin modellenmesinde basarili bir sekilde kullanilmaktadir.
Ancak bunun siire¢ (kimya, petro-kimya, dokiim vb.) endiistrileri iiretim siireclerinde
uygulamasinin olmadig1 goriilmiistiir. Bu kapsamda yapilan c¢alisma ile s6z konusu

yontemin yeni bir endiistri alaninda uygulamasi yapilmistir.

- Yapilan uygulamada onerilen model, piring, demir ve aliiminyum dokiim
stireclerinde kullanilabilecek genel bir modeldir. Bu model, biitiin dokiim siire¢lerinde

kullanilabilir ancak problemin durumuna gore 6zellestirilmesi gerekir.

- STTG katsayilarmin literatiirde tek degiskenli kontrol grafikleriyle
izlenmesi ile ilgili ¢esitli ¢calismalar mevcuttur, ancak ¢ok degiskenli kontrol grafikleri
ile de izlenebilecegi belirtilmektedir. Yapilan ¢alismada, STTG katsayilari, Hotelling 77

kontrol grafigi ile izlenmistir. Bu sayede yerli ve yabanci literatiire katki saglanmustir.



- STTG yonteminde, kalite karakteristikleri sayis1 ile hata sayisinin esit
olmasi ve kalite karakteristikleri sayisinin hata sayisindan fazla olmasi durumlarina gore
iki adet matematiksel model Onerilmistir. Ancak, hata sayisinin kalite karakteristikleri
sayisindan fazla olmasi durumu icin literatiirde herhangi bir yontem Onerilmemistir.
Yapilan literatiir taramas1 sonucunda, séz konusu problemin adimsal regresyon yontemi,
degisken sayisinin azaltilmasi i¢in kullanilan c¢esitli teknikler ve genellestirilmis ters
matris yontemi ile ¢oziilebilecegi ortaya konmus ve piring alasimi iiretim siirecinde
degisken sayisinin azaltilmasi i¢in kullanilan bazi degisken azaltma tekniklerinin

uygulamasi yapilmistir.

- STTG yonteminin uygulamasinin yapildigi, literatiirde yer alan biitiin
calismalarda kurulan matematiksel modellerde kalite vektorlerini etkileyen hata
kaynaklar1 sayis1 uygulama boyunca sabit kalmaktadir. Bu da cok tipiktir. Ancak piring
alasimi tretim siirecinde yapilan c¢alismada, bu durumun boyle olmadigi ve bazi
matematiksel modellerde eksik hata kaynaklarin bulunabilecegi goriilmiistiir.

Karsilasilan bu durumun ¢6ztimii icin eksik veri tamamlama yontemleri kullanilmastir.

- Literatiirde, STTG yoOnteminde temel elemanlarin olusturulmasi geometrik
sapmalarin modellenmesinde gosterilmistir. Yapilan ¢alisma ile STTG yonteminin yeni
bir endiistri alaninda uygulandiginda temel elemanlar i¢in dogrudan kullanilabilecek bir
formiilasyonun olmadigi ve matematiksel modelleme gerektigi goriilmiistiir. Bu
calismada temel elemanlarin dokiim sanayisinde genellestirilerek nasil modellenecegi

gosterilmistir.

- Cok degiskenli kontrol grafiklerinde olusan Oriintiilerin otomatik olarak
taninmast igin literatiirde agirlikli olarak ¢ok katmanli yapay sinir agr (YSA) ve
dogrusal vektor kuantizasyon (Linear Vector Quantization (LVQ)) YSA modelleri
kullanilmaktadir. Yapilan calismada ise farkli bir YSA modeli (modiiler YSA modeli)

kullanilmis ve ¢ok katmanli YSA modeli ile performans karsilastirilmasi yapilmistir.
TEZiN BOLUMLERI

Yapilan calisma dort boliimden olugmaktadir. Calismanin ilk {i¢ boliimii (birinci,
ikinci ve iiciincii boliimleri) tezin teorik kismini ve dordiincii boliimii ise tezin uygulama

boliimiinii olusturmaktadir.
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Calismanin birinci boliimiinde; kalite, kalite kontrolii, istatistiksel kalite kontrolii,
istatistiksel siire¢ kontrolii ile ilgili kavramlara, istatistiksel kontrol grafikleri ve bu
kapsamda tek degiskenli kontrol grafiklerinden I ve MR kontrol grafikleri ile cok
degiskenli Hotelling 72 kontrol grafiginin dizayn edilmesi ile ilgili teorik bilgilere,

Calismanin ikinci boliimiinde; STTG yontemi ile ilgili teorik bilgilere ve soz

konusu yontemle ilgili olarak yapilan literatiir taramasina,

Calismanin tigiincii bolimiinde; YSA hakkinda genel bilgiler verilmis ve YSA’ nin
kalite kontrol grafiklerinde kullanilmasiyla ilgili olarak yapilan literatiir taramasina yer

verilmigtir.

Calismanin  dordiincii ve son boliimiinde ise; MKEK Piring Fabrikasi
Miidiirligiiniin tiretim siirecinde I ve MR kontrol grafikleri ile ¢ok degiskenli Hotelling
T? kontrol grafigine dayanan siire¢ kontrolii yapilmis, iiretim siirecinin degiskenligi
izlenmis ve tespit edilen kontrol dis1 sinyallerin yorumlanmasina g¢aligilmistir. Ancak
yorumlama islemi sonucunda anlamli sonuglara ulagilamadigindan dolayr STTG
yontemine dayali bir model onerilmis ve bu Onerilen modelin uygulamasi yapilmistir.
Ayrica, dnerilen modelin uygulanmasi esnasinda karsilasilan problemler, literatiirde yer

alan ¢esitli yontemler kullanilarak ¢oziilmeye caligilmistir.

Dort boliim halinde tesis edilen ¢alismanin en sonunda; sonug ve oneriler ile Ekler

yer almaktadir.
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BiRINCi BOLUM
KALITE, KALITE KONTROLU VE ISTATISTIKSEL KALITE KONTROLU

1.1. KALITE KAVRAMI

Gelismekte olan iilkelerde en ¢ok tartisilan konulardan birisi kalite kavramidir. Bu
nedenle literatiirde kalite kavrami hakkinda ¢ok c¢esitli tanimlarla karsilagsmaktay1z.
Gegmis donemlerde kalite ile iiriiniin saglamhigi ve uzun 6miirlii olmasi anlagilmstir.
Sanayi devrimi ile birlikte kalite, iiriinlerde olciilere uyum veya standarthk kavrami
giindeme gelmistir. Uriinlerin standartlara uygun olarak yapilmasi sonrasinda kalite,

iiriiniin belirlenen standartlara uygunlugu ve kusursuzlugu olarak tanimlanmistir.

Ginliik yasamda ¢ok farkli anlamlarda kullanilan kalite kavrami, bilimsel olarak
da farkli sekillerde tanmimlanmaktadir. Kalite alaninin Oncii diisiiniirlerinin kalite
kavramina bakis agilarina gore yaptiklari tanimlar asagida sunulmustur (Birgoren, 2015;

Montgomery, 2013).

JM. Juran’a gore kalite, “kullamima uygunluktur (fitness for use) ve

kusursuzluk yaklasimina sistemli bir yaklasim”,
P.B. Crosby’e gore kalite, “gerekliliklere uygunluk”,

W.E. Deming’e gore kalite, “de@ismezligin ve giivenirligin diisiik maliyetle

pazarn ihtiyaclarini karsilayacak bir sekilde tatmin edilebilmesi”,

A.V. Feigenbaum’a gore kalite, “bir iiriiniin tasarimina veya ozelliklerine

uygunluk derecesi”,

G.Taguchi’ye gore kalite, “iiriiniin tesliminden sonra toplumda neden oldugu

minimum zarar”,

K.Ishikawa’ya gore kalite, '"en ekonomik, en kullamish ve tiiketiciyi devamh
olarak tatmin eden kaliteli iiriin gelistirmek, tasarimin1 yapmak, iiretmek ve satis

sonrasi hizmetleri vermek” seklinde tanimlanmaktadir.

Yukarida kalite alaninda oncii olarak taninan bazi arastirmacilar tarafindan
yapilan tanimlarin yaninda Avrupa, Amerika ve Tiirkiye’de bulunan bazi kurumlar

tarafindan yapilan tanimlara da yer vermek faydali olacaktir.
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Avrupa Kalite Kontrol Organizasyonu’na gore kalite, “bir malin ya da hizmetin

miisterilerin isteklerine uygunluk derecesi”,

Amerikan Kalite Kontrol Organizasyonu’na gore kalite, “bir iiriin ya da
hizmetin belli bir gerekliligi karsilayabilme yeteneklerini ortaya koyan ozelliklerin

tiimii”,

Japon Sanayi Standartlari Komitesi'ne gore kalite, "'iiriin ya da hizmeti

ekonomik bir yoldan iireten ve tiiketici isteklerine cevap veren bir iiretim sistemi'’,

TS EN ISO-9000’a gore kalite, “yapisal ozellikler takiminin, sartlar1 yerine

getirme derecesi”,

TS-ISO 9005'e gore kalite, "'bir iiriin ya da hizmetin belirlenen veya olabilecek

ihtiyaclar1 karsilama kabiliyetine dayanan 6zelliklerin toplam",

Tirk Standartlar1 Enstitiisii tarafindan hazirlanan soézliikte kalite, "'bir iiriiniin
veya hizmetin ihtiyaclar1 karsilama yetenegine dayanan tiim ozellikler' seklinde

tanimlanmaktadir.

Eygii (2014) ve Isigicok (2012) tarafindan literatirde varolan cesitli kalite
tanimlarinin ilk kez Garvin (1988) tarafindan siniflandirildigr ve kalitenin tanimina

iliskin ortaya konan bes temel yaklagimin bulundugu belirtilmektedir.
Birinci yaklagim, “kalitenin iistiinlitk yaklasimi1” olarak bilinen tanimidir.
Ikinci yaklagim, "kalitenin iiriine dayanan" tanimidr.
Ucgiincii yaklagim, “kalitenin kullanima uygunluk” olarak ifade edilen tanimidir.

Doérdiincti  yaklasim, “kalitenin sartlara ve ihtiyaclara uygunluk” olarak

kullanilan tanimidar.
Besinci yaklagim, “kalitenin degere dayanan” olarak bilinen tanimudir.

Yukarida yer alan tanimlar incelendiginde kalite kavraminin standart bir taniminin
olmadig1 goriilmektedir. Kalite, bir yandan bir mal veya hizmetle ilgili olabilecegi gibi
diger yandan miisteri gereksinim ve istekleri ile ilgili bir kavramdir. Standart bir
taniminin bulunmamasinin nedeni ise kalitenin kullanici gereksinim ve beklentileri
ile olan dogrudan ilgisi ve bu gereksinim ve beklentilerin devamh olarak

degisiminden kaynaklanmaktadir.
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Aslinda kalite, miisteri tatminin saglanmasi ve maliyetin diislirilmesi amaciyla
ilgili kullanilan stratejik bir aragtir. Giiniimiizde isletmeler arasindaki rekabetin hedefi
miisteridir. Bu rekabette miisteriyi kazanmak ve elinde tutmak i¢in ugrasan igletmelerin
sans1 diger caba gdstermeyen isletmelere karsi daha yiiksek olmaktadir. Geleneksel
ekonomilerde rekabetin az olmasindan dolayr her yaptigimi satan igletmeler
gormekteyiz. Bu isletmelerin {iretim anlayisi da, seri iiretmek ve maliyetleri diisiirmek
lizerine odaklanmaktadir. Boyle ekonomilerde miisteriler fazla se¢im sansina sahip

olmadigindan kendisine sunulan asgari kalite ile yetinmek zorunda kalmaktadir.

Ancak gilinimiizde degisen ve gelisen kosullar gercevesinde bu ¢esit isletmelere
daha az rastlamaktayiz. Ciinkii gelisen kosullarda miisterilerin gereksinim ve ihtiyaglari
degismektedir. Bu durumda isletmelerdeki anlayis satabilecegini lireten anlayisina
dontismektedir. Miisterilerin se¢im yapabilme sansi artik¢ca miisteriler artik daha kaliteli
mala dogru kaymaktadir. Kalitesiz mal iireten igletmeler daha ¢ok miisteri dolayisiyla
pazar paylarin1 kaybetmektedirler. Daha fazla kalitesiz mali satabilmek icin fiyat
diisiirme ve miisteri kazanma stratejisi artik islemez olmustur. Bir isletmede kalitenin
artirllmasi i¢in girisilecek sistemli ¢abalarin maliyetleri artirmadigi hatta tam aksine

azalttig1 goriilmektedir.

Sonug¢ olarak; kalite, aslinda gerceklestirilen sistemli cabalarin sonucudur.
Baslangicta verilen hem Oncii disiliniirlerin kalite kavrami tanimlar1 hem de bazi
kurumlarm kalite kavrami tanimlar1 gbéz Oniine alindiginda hepsinin ortak noktasinin
miisteri ve miisteri ihtiyac¢ ve beklentilerinin tatmini oldugu goriilmektedir. Diger bir
deyisle, kalite kavrami siibjektif bir nitelik tasimakta olup kisiden kisiye degisebilen
ve farkl deger yargilarim iceren bir kavramdir (Isigicok, 2012:4).

1.2. KALITE KONTROLU VE TOPLAM KALITE KONTROLU

Isletmelerde belirli standartlara baglanmis kaliteli mal ve hizmet iiretimi, etkin bir
kalite kontrolii ile miimkiindiir. Bu nedenle isletmeler organizasyon yapisinda gerekli

degisimleri yaparak kalite kontrolii sistemlestirmek zorundadir.
1.2.1. Kalite Kontroliiniin Tanim

Kalite, i¢ ve dis miisterilerin ihtiyaclarin1 karsilayacak mal ve hizmetlerin
ozelliklerinin tiimii oldugu kabul edilecek olunursa, kalite kontrolii de, bu 6zelliklerin

olusturulmasim1 saglayacak siiregler, faaliyetler ve yontemlerin toplami olarak
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tanimlanabilir. Bu kapsamda bazi kalite Onciileri tarafindan kalite kontrolii ile ilgili

yapilan tanimlara agagida yer verilmistir.

Juran’a gore kalite kontrolii, “mevcut durumu devam ettirmek, kotii gidisi
onlemek ve dengeyi saglamak maksadiyla faaliyetleri birlestirmek i¢in yonetimsel
bir siirectir. Dengeyi saglamaktan kasit, siirecin gercek performansi ile hedeflenen
performansin  Kkarsilastirnlmas1  ve farkhihi@ tespit edip bu farkhihgmn
giderilmesidir.” ve kalitenin yonetilmesi i¢in uygulanan li¢ yonetimsel ¢abalarindan
sadece biridir. Bu yonetimsel cabalar kalite planlama, kalite kontrolii ve kalite
gelistirmedir. Bu yonetimsel c¢abalarla ilgili olarak Juran tarafindan ortaya konan

Juran’nin Trilogy Diyagrami Tablo 1.1°de sunulmustur (Qiu, 2012)

Tablo 1.1: Juran’ninTrilogy Diyagrami

Kalite Planlama Kalite Kontrol
D — >
5 g
2 g
= hos
g al Bolgy: 3
B ite Kontrolin Orijial Bolgesi
3 /KBJJW PsL_ 2
—_ - ']
2 | Operasyonel \;\ Kalite Kontrolin Yeni Bolgesi
[s‘qc Faaliyetlerin Kronik Harcamalar 24
Baglamas: \W

[
Cikarilan Dersler

Kaynak: P. Qiu, Introduction to Statistical Process Control, Chapman & Hall/CRC, 2012, Newyork.

Ishikawa gore kalite kontrolii, “en ekonomik, en kullamish ve tiiketiciyi her
zaman memnun eden Kkaliteli bir iiriinii gelistirmek, tasarlamak, iiretmek ve

bakimmm yapmaktir.” (Qiu, 2012).

Japon Endiistriyel Standartlari ise kalite kontrolii, “tiiketicilerin gereksinimlerini
karsilayan, kaliteli mal ve hizmetleri ekonomik olarak iireten bir iiretim

yontemleri sistemi” seklinde tanimlamaktadir (Qiu, 2012).

Modern anlamda Montgomery (2009)'a gore kalite kontrolii ise “kalite ile ilgili
belirlenen ama¢ ve standartlara ulasmak icin uygulanacak teknikler ile
faaliyetlerin biitiiniidiir.” Bu teknikler ile faaliyetler ise sirasiyla siire¢ kontrolii,
istatistiklerin hesaplanmasi ve kaydedilmesi, kontrol dist olan hatanin tespit edilmesi ve

hata kaynaginin bulunarak diizeltilmesidir.
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Yukarida tanimlarda kalite kontrolii kavrami ile ilgili hususlar o6zetlenecek
olunursa kalite kontroliiniin amaci, tiiketici isteklerini miimkiin olan en ekonomik

diizeyde karsilayan mamuliin iiretilmesidir.

Kalite kontroliiniin isletmeler agisindan birgok faydas1 bulunmaktadir. isletmeler

acisindan bu faydalar asagida siralanmistir:

- Kalite kontrolii ile miisteri beklenti ve talepleri tam olarak karsilanacagi igin

miisteri sayis1 artar, satislar ve kar yiikselir.
- Mamul ve hizmetlerin kalitesinde diizelme meydana gelir.

- Tiiketicinin degisen isteklerini karsilamak igin siirecin dinamik bir yap1

icinde bulundurulmasini saglar.
- Isletmelerin amaglarindan biri olan verimliligi artirir.
- Uzun donemde maliyetleri azaltir.
- Uretimin zamaninda yapilmasini saglar.
1.2.2. Kalite Kontroliiniin Tarihsel Gelisimi ve Toplam Kalite Kontrolii
Kalite kontroliiniin tarihsel gelisimi literatiirde genellikle dort asamada
incelenmektedir (Is1gicok, 2012).
Birinci donem, klasik kalite kontrolii donemi,
ikinci donem, neoklasik kalite kontrolil veya istatistiksel kalite kontrolii donemi,
Uciincii donem, toplam kalite kontrolii donemi,
Dordiincii donem, toplam kalite yonetimi donemidir.

Kalite kontrolii kavramimin temeli, 1900’li yillarda F.W. Taylor tarafindan
yonetim kavraminin bilimsel temeller {izerine oturtulmasi ile ilgili yapilan cesitli
caligmalara dayanmaktadir. Taylor’a gore is planlamasinin iscilerin ve nezaretgilerin
elinden almip endiistri miihendisligine verilmesi gerekmektedir. Kalite kontrolii

kavraminda, o glinden giiniimiize kadar birgok gelisme meydana gelmistir.

1900’11 yillarin basinda F.W. Taylor tarafindan temelleri atilan kalite kontroliiniin
bakis acisinda, 1930'lu yillarda bir degisiklik olmus, istatistiksel kalite kontrolii olarak

adlandirilmaya baslanmistir. Bu donemde yonetimsel ve organizasyonel degisikliklerle
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beraber kalite kontrolii teknikleri ile 6l¢tim konularinda degisiklikler meydana gelmistir.
Bu doneme imzasini atan Oncii aragtirmact W.A. Shewhart olup en 6nemli gelismeler

yine ayni arastirmaci tarafindan ortaya konan istatistiksel kalite kontrol grafikleridir.

1960’11 yillarda ise kalite kontrolii kavraminda bir genisleme olmustur ve toplam
kalite kontrolii olarak isimlendirilmeye baslanmistir. Feigenbaum’un onciisii oldugu
toplam kalite kontrolii anlayisi, kalite kontroliiniin sadece {iretim birimleri degil, tiim
isletmeyi ilgilendiren bir fonksiyondur. Bu anlayis kalitenin yaratilmasi, yasatilmasi ve
gelistirilmesinden tiim isletme birimlerinin derece derece sorumlu olmalarini
gerektirmektedir. Firma c¢apinda kalite kontrolii olarak isimlendirilen bu anlayis 1970°1i
yillarin rekabet ortaminin baskisiyla uygulamaya yansitilmaya baslanmigtir. Bu
kapsamda bu anlayisin onciisii olarak kabul edilen Feigenbaum’a gore toplam kalite
kontroliiniin tanimi1 yapilacak olunursa; toplam kalite kontrolii “bir organizasyondaki
degisik gruplarin kalite gelistirme, kaliteyi gelistirme, kaliteyi koruma ve kalite
iyilestirme cabalarimi miisteri tatminini de goz oniinde tutarak iiretim ve hizmeti
en ekonomik diizeyde gerceklestirebilmek icin birlestiren etkili bir sistem' olarak
tanimlanmaktadir. Toplam kalite kontrolii pazarlama, tasarim, iiretim, kontrol ve
sevkiyat boliimleri de dahil olmak tizere biitiin birimlerin katilimin1 gerektirir (Birgoren,

2015:13).

1980'1 yillarda ortaya ¢ikan ve hala etkisi giiniimiizde de devam eden kavram ise

toplam kalite yonetimi kavramidir.

Giiniimiizde isletmeler tam rekabet denilebilecek bir ortama ulasmustir. Ozellikle
son yillarda meydana gelen gelismeler bu ortami1 daha belirgin bir hale getirmistir.
Rekabette var olan unsurlara Tablo 1.2'de yer alan yeni unsurlarin da katildig:
goriilmektedir. 2000'li yillarda isletmelerin yogun rekabet ortaminda varliklarini

stirdiirebilmeleri Tablo 1.2'de yer alan unsurlara sahip olmalar1 ile miimkiindiir.

Tablo 1.2: Rekabette Varolan Unsurlara Katilan Yeni Unsurlar

Yillar Katilan Yeni Unsurlar
2000 Bilgi iistiinliigii ile rekabet
1990 Hiz tstiinligi ile rekabet
1980 Kalite {istiinltigii ile rekabet
1970 Maliyet iistiinliigii ile rekabet
1960 Uretim iistiinliigii ile rekabet




17

1.3. ISTATISTIKSEL KALITE KONTROLU VE iSTATISTIKSEL SUREC
KONTROLU

Istatistiksel kalite kontrolii, bir iiriin ya da hizmetin kalitesinin kontrolii ve
tyilestirilmesi i¢in kullanilan istatistiksel ve miihendislik yontemlerine verilen genel bir
addir. Tstatistiksel kalite kontroliniin amaci, iiretilen mal ve hizmetlerin kalite
yoniinden kontrol altinda olmasini saglamaktir. Istatistiksel kalite kontrolii, genel olarak

ii¢c alanda yogunlasir. Bunlar sirasiyla;

- Istatistiksel siire¢ kontrolii,
- Kabul 6rneklemesi,

- Deney tasarimidir (Montgomery, 2013).

[statistiksel stire¢ kontrolii, Tiirkge literatiirde istatistiksel proses kontrolii, proses
kontrolii gibi c¢esitli isimler de almaktadir. Ancak, biitlin bu isimlendirme farklilik

gostermesine ragmen biitiin ¢abalarin amaci aynidir.

Istatistiksel siirec kontroliiniin amaci, bir siiregte olusan degiskenligi azaltarak

bir siireci iyilestirmek ve kararli davranmasini saglamaktir.

Istatistiksel siire¢ kontroliinde bir mal iireten siire¢ kontrol altinda tutulmaya
calisilir. Bu nedenle siire¢ devamli olarak gozlemlenir, siirecten numuneler alinir, analiz
edilir, bir problem veya 6zel neden olup olmadig arastirilir ve varsa bu 6zel neden i¢in
Onleyici tedbirler alinmaya ¢alisilir. Burada ¢alisma konusu disinda kaldigindan dolay1
kabul 6rneklemesi ve deney tasarimu ile ilgili kavramlara girilmeyecektir. Ancak sunu
belirtmek gerekir ki, Birgdren (2015)’e gore deney tasarimi liretim devam ederken
yapilmadig1 i¢in bu yonteme ¢evrim-disi (offline) yontem ve istatistiksel siire¢ kontrolii
ile kabul orneklemesi ise iiretim devam ederken yapildigi icin bu yontemlere de,

cevrim-i¢i (online) yontemler denilmektedir.

Modern kalite yonetim sistemlerinde istatistiksel kalite kontroliiniin ana
alanlarindan istatistiksel siire¢ kontrolii ve deney tasarimi yontemlerine agirlik verilir.
Kalite i1yilestirmeye yonelmeyen kabul 6rneklemesi ise geri planda kalir. Buna paralel
olarak da batili isletmelerde kalite yonetim sistemi olgunlastik¢a igletmelerin once
istatistiksel siire¢ kontrolii uygulamalarina ve daha sonra deney tasarimi uygulamalarina

yoneldikleri goriilmektedir.
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Yukarida yer alan hususlar incelendiginde istatistiksel kalite kontrolii ile
istatistiksel siirec kontrolii arasindaki fark sudur. Istatistiksel siire¢ kontrolii, yalniz
iretim siirecinde iiriinlerin kontrol edilmesini degil, ayn1 zamanda siirecin siirekli olarak
kontrol edilmesini ve gelistirilmesini saglar. Istatistiksel kalite kontrolii ise istatistiksel
stire¢c kontroliinii, kabul 6rneklemesini ve diger istatistiksel tekniklerini kapsar. Sonug
olarak istatistiksel kalite kontroli, istatistiksel siire¢ kontroliinii icine alan daha genis

kapsaml1 bir kavramdir (Ozkale, 2004:19).

1.4.ISTATISTIKSEL SUREC KONTROLUNUN KALITE
KONTROLUNDEKI ONEMI

Cagdas kalite anlayiginin temel ilkesi, bir {iriin tizerinde olusan hatalar1 diizeltmek
yerine problemleri olugsmadan engelleme yoniinde Onlemlerin belirlenmesidir. Bir
siiregte liretim gerceklestikten sonra nihai {iriinlerden kusurlu olanlarin kontrol sonrast
ayiklanmasi isletmelere maliyet yiiklemektedir. ideal olan siirecte meydana gelebilecek
durumlara karst onceden Onlemler alarak hatali {iriin iiretilmeden engellemektir. Bu

durum, istatistiksel siire¢ kontrolii ile miimkiin olabilmektedir.

Istatistiksel siire¢ kontrolii, bir iiriiniin en ekonomik ve yararli tarzda iiretilmesini
saglamak maksadiyla istatistiksel prensip ve tekniklerin iiretimin tim asamalarinda
kullanilmasidir. Istatistiksel siire¢ kontrolii, {iretimin ©nceden belirlenmis kalite
spesifikasyonlarina uygunlugunu saglayan, standartlara baglilig1 hedef alan ve kusurlu
{irlin iiretimini en aza indirmekte kullanilan bir aractir. Istatistiksel siire¢ kontrolii, basit
bir muayene ve kontrol islemi olmayip amact sadece kusurlar1 yakalamak degil, 6nleyici

bir yaklagimla kusurlu iiriin iretimini engellemektir.

Istatistiksel siire¢ kontrolii teknikleri, satin alman malzemedeki, siireclerdeki,
makinelerdeki, iiretilen {riinlerdeki ve insan faktoriindeki degigmeleri kontrol altina
almak ve niteliksel ile niceliksel 6zelliklerini 6lgmek ic¢in sayisal veriler kullanarak

sonuglara ulasmaya ¢alismaktadir.
1.5. ISTATISTIKSEL SUREC KONTROL YONTEMLERI

Ishikawa bir isletmedeki problemlerin %95’inin Onerdigi bazi yontemler ile
coziilebilecegini ifade etmistir. Bugiin, bircok yeni problem c¢ozme teknikleri
gelistirilmis olsa da, Ishikawa tarafindan Onerilen yontemler halen giincelligini

korumaktadir.
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Ishikawa’nin Onerdigi yontemler kalitenin teknik olarak iyilestirilmesi, yani
stirecteki kalite karakteristiklerindeki degisimin azaltilmasi ile ilgilidir. Bu yontemlerin
kullanilmasi ile siirecteki degisim kaynaklar1 tespit ve teshis edilir. Yani bunlarin ne

bliytikliikte ve ne tiir degisimler tirettikleri ortaya konur.

Ishikawa tarafindan Onerilen ve literatiirde muhtesem yedili olarak da adlandirilan

bu yontemler;

- Histogramlar,

- Frekans dagilimi,

- Pareto ¢oziimlemesi ve Pareto diyagramlari,

- Beyin firtinasi ve neden-sonug¢ diyagramlari (balik kilgigr diyagrami),
- Akis diyagramlari,

- Serpilme diyagrami ve korelasyon katsayzsi,

- Kontrol grafikleridir.

Kalite kontroliinde muhtesem yedili olarak adlandirilan bu yontemler, istatistiksel
stire¢ kontroliiniin teknik yoniinii olusturur (Montgomery, 2013:188). Ayrica yukarida
belirtilen bu yontemlerden baska literatiirde orta ve ileri diizey istatistiksel kalite
kontrolii teknikleri de yer almaktadir. Orta ve ileri diizey istatistiksel kalite kontrolii

teknikleri ile ilgili detayli bilgiler icin Montgomery (2013)’e basvurulabilir.

1.6.iISTATISTIKSEL SUREC KONTROLUNDE BAZI KAVRAMLAR VE
ISTATISTIKSEL SUREC KONTROL GRAFIKLERi

1.6.1. Siire¢c Kavramm

Herhangi bir iirlin veya hizmetin miisteri isteklerini karsilayacak kalite diizeyinde
elde edilebilmesi icin gerekli olan faaliyetler ile makine, alet, yontem malzeme ve
isglici gibi faktorlerin sistematik bir sekilde planlandigi sistemin tiimiine siire¢ adi
verilir  (Isigigok, 2004:33). Bir siirecte amag, en Yyiiksek diizeyde kaliteyi
gerceklestirmek olmayip miisteri ihtiyaclarini en diisiik maliyetle karsilayabilecek bir
kalite diizeyinde iiretimi veya hizmeti siirekli kilmak ve iyilestirme calismalari

yapmaktir.
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1.6.2. Siirecteki Degiskenlik

Herhangi bir iiretim siirecinde sistem ne kadar diizenli isliyor olsa da bir miktar
degiskenlik daima mevcuttur. Bu durumda, belli bir siiregte iiretilen iki parca birbirinin
tamamen ayni1 olmayacaktir. Bu degiskenlik kiigiik ve kabul edilebilir sinirlar igerisinde
oldugu siirece sistem duragan olarak nitelendirilir. Ancak degiskenlik biiyiik ve kabul
edilebilir sinirlarin disina ¢ikip siireci olumsuz yonde etkiliyorsa bu durumda siirecte bir

problem oldugu degerlendirilir.

Bir siirecte degiskenlik nedenleri genel ve 6zel nedenler olmak iizere iki gruba

ayrilmaktadir.

Genel nedenler, siirecin dogal yapisindan kaynaklanmaktadir. Genel nedenler,
istense de kaginmasi miimkiin olmayan bir¢ok degisim kaynaginin ortak etkisidir
(Birgoren, 2015). Genel nedenlerden kaynaklanan degiskenlik tiirii her siirecte beklenir,
azaltilabilir ancak daima siirecte yer almaktadir. Bir siirecte genel nedenlerin sayica ¢ok
oldugu, bunlarin her birinin degiskenlige kii¢iik bir miktar katkida bulundugu varsayailir.
Bunlarin ortak katkisiyla ortaya ¢ikan degiskenlik genel nedenlerden kaynaklanan
degiskenliktir. Ekipmanin kurallara uygun kullanilmamasi ve hammaddenin kalitesi
genel nedenlere ornek verilebilir. Genel nedenler, merkezi limit teoremi ve normal

dagilimin etkisi altindadir.

Ozel nedenler ise siirecin dogasinda olmayan sira dis1 degisim kaynaklaridir
(Birgoren, 2015). Ozel nedenler, genel nedenlere kiyasla baskin olan ve siiregte iz
birakan nedenlerdir, 6nceden tahmin edilememektedir. Ayrica 6nlem alinmadikg¢a tekrar
tekrar siireci etkileyebilir. Hammaddedeki degiskenlik, tecriibesiz operator hatalar1 gibi
sebepler 6zel nedenlere 6rnek verilebilir. Bir siirecin iyilestirilmesini kolaylastirmak
acisindan 6zel ve genel nedenlerin ayrilmasi gerekir. Ozel nedenler ise hata

kaynaklarimin etkisi altindadir.
1.6.3. Birinci ve ikinci Tip Hatalar

Stiregteki degiskenligin hangi tiir degiskenlik oldugunun belirlenmesi {iretici
acisindan son derece Onemlidir. Ancak bu belirleme asamasinda iki tip hata ile
karsilagilir. Bunlar, birinci tip hata ve ikinci tip hatadir. Birinci tip hata, Tip-1 hatas1

olarak ve ikinci tip hata, Tip-2 hatas1 olarak gosterilir.
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Istatistiksel yontemler acisindan bakilacak olunursa Tip-1 hatasi ve Tip-2 hatast

su sekilde tanimlanir.

Hipotez testlerinde, u, gibi bir deger, anakiitle ortalamasi y ile karsilagtirildiginda

hipotezler agagidaki gibi kurulabilir;
Ho:p=py ve Hytp #
H,, sifir hipotezini ve H; ise alternatif hipotezi gosterir.

Tip-1 hatas1: H, hipotezi dogru iken H|, hipotezinin reddedilmesi,

Tip-2 hatas1: H, hipotezi yanlis iken H |, hipotezinin kabul edilmesi.

Tip-1 hatasinin olasilig1 a ile ve Tip-2 hatasinin olasilig1 ise § ile gosterilir.

Tip-1 ve Tip-2 hatalar1 istatistiksel kalite kontrolii acgisindan degerlendirilecek
olunursa soyle agiklanabilir. Tip-1 hatasi, 6zel neden yokken aranip iiretim isleminde
diizeltmeye gidilmesi, Tip-2 hatasi, 6zel neden varken bunun aranmamasi veya ortadan
kaldirilmamasidir. Diger bir deyisle bir siiregte 6zel neden olmamasina ragmen genel
nedenin 0zel neden olarak dikkate alinmasi durumunda, Tip-1 hatas1 yapilmis olur.
Buna karsilik, hatanin 6zel bir nedene dayanmasina ragmen aranip ortadan kaldirilmasi
yerine bu hatanin sistemden kaynaklanan genel bir nedenin etkisinde olan bir hata

olarak diisliniilmesi durumunda, Tip-2 hatasi yapilmis olur.

Bu iki tip hatadan biri tamamen Onlenebilse bile ikisini birden tamamen ortadan

kaldirmak ¢ok zordur.
1.6.4. istatistiksel Siire¢c Kontrol Grafikleri

[statistik siire¢ kontroliinde siiregte meydana gelen ozel sebeplerin varhg
aragtirtlir ve meydana gelmeden Onlem alinmaya ¢alisilir. Ancak bu durumu
gerceklestirmek o kadar kolay olmamaktadir. Istenilen kalite diizeyinde bir mal
tiretebilmek i¢in siirecin istatistiksel olarak kontrol ve analiz edilmesinde Shewhart
kontrol grafikleri olarak da bilinen kontrol grafiklerinin giliniimiizde yaygin bir

kullanim1 vardir.

Shewhart kontrol grafikleri, istatistiksel siire¢ kontroliinde kalite iyilestirmeye

yardimc1 olan ydntemlerin en 6nemlisi olarak kabul edilir. Sanayi alaninda kalite
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kontrol grafikleri, istatistiksel slire¢ veya proses kontrolii semalari, grafikleri, ¢izelgeleri
ya da kartlari gibi ¢ok farkli isimlerle anilmaktadir. Ancak bu c¢alismada bunlari
istatistiksel siire¢ kontrol grafikleri ya da kisaca kontrol grafikleri olarak

isimlendirecegiz.

Kontrol grafigi kavramu, ilk olarak 1924 yilinda Bell Telephone Laboratuvari’nda
W.A. Shewhart tarafindan ortaya konmus ve prensipleri 1931 yilinda gelistirilmistir.
Bu prensiplere dayanarak, bir orta ¢izgi ve bu ¢izginin ii¢ standart sapma altina ve
Uistline ¢izilen kontrol smirlarindan olusturulan grafiklere genel olarak Shewhart

kontrol grafikleri ad1 verilir.

Kontrol grafiklerinin amaci, genel degiskenlik faktorlerini 6zel degiskenlik
faktorlerinden ayirarak siiregteki anormal degisimlerin Oniline gecmek ve siireg
degiskenligini azaltmaktir. Kontrol grafiklerinin kisa vadeli amaci, siire¢ten alinan
Olgtimlerin diizenli olarak izlenmesiyle siirecte ortaya ¢ikan hatalarin erken teshisi ve
giderilmesi, boylece iiretilen hatali iirlinlerin sayisinin en aza indirilmesidir. Uzun

vadeli amaci ise siire¢ kalitesinin iyilestirilmesidir.

Shewhart (1931), yoneticinin elde etmeye calistigi faaliyet hedefinin
belirtilmesinde ve bu hedefe ulasilmasinda kontrol grafiklerinin bir ara¢ olarak
kullanilabilecegini ve hedefe ulasilip ulasilmadigi hakkinda karar verilebilmesi gibi

konularda faydalar sagladigini belirtmistir.

Kontrol grafiklerinin iiretim siireclerinde yogun sekilde kullanilmasinin nedenleri

Montgomery (2013)'ye gore soyledir:
» Kontrol grafikleri, verimliligi arttirmak i¢in kullanilabilecek tekniklerdir.

* Kontrol grafikleri, iirlinlerde meydana gelen bozukluklarin Onlenmesinde

etkindir.

» Kontrol grafikleri, siirecte meydana gelen gereksiz sistem ayarlarinin

diizenlenmesini saglar.
» Kontrol grafikleri, siirecte meydana gelen hatalar ile ilgili teshis bilgisi saglar.

» Kontrol grafikleri, siirecin yeterliligi ile ilgili on bilgi saglar.
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Montgomery (2013)'nin belirttigi tizere kontrol grafikleri {iretim siireclerinde
yogun bir sekilde kullanilmaktadir. Ancak kontrol grafikleri bir sorunun varh@m

gosterir ve sorun hakkinda ipuglari verir, ancak sorunun nedenini gostermez.
1.6.5. Spesifikasyon ve Kontrol Sinirlari

Herhangi bir iirlinlin iiretilmesi igin gerekli iglerin dogru, eksiksiz ve kolaylikla
yapilabilmesi i¢in gelistirilen talimatlara veya {iirlinlin herhangi bir yanilgiya neden
olmayacak sekilde anlatilmasin1 ve standartlara uygun olarak iiretilmesini saglayan
kalite ozelliklerine spesifikasyon denir. Ote yandan, iiriin tasariminda &ngoriilerek
belirli siirlar iginde olmasi beklenen ve sadece bu sinirlar i¢cinde gergeklestigi zaman
kabul edilebilen sapmalara ise tolerans denir (Isigicok, 2004). O halde spesifikasyonun
sahip oldugu tolerans degerlerine veya ayn1 anlama gelmek iizere iirlin kalitesinin kabul

edilebilir alt ve {ist sinirlarina spesifikasyon sinirlari adi verilir.

Uretim esnasinda spesifikasyon sinirlarmin disma ¢ikilmasinin nedenleri voltaj
diismesi, malzeme yapisindaki farklar, sicaklik gibi ¢evre sartlarindaki degismeler,
Olcme hatalar1 gibi faktorler olabilecegi gibi tezgah, isci gibi faktorler de olabilir. Bu

0zel faktorlerin neden oldugu kalite sorunlar1 ¢éziimlenebilir.

Kontrol grafiklerinin tasariminda Onemli bir konu, kontrol sinirlarinin
olusturulmasidir. Stirecin kontrol altinda olup olmadiginin belirlenmesi icin ¢izilen ve
siire¢ ortalamasi ile siire¢ degiskenligine bagli giiven sinirlarina ise kontrol sinirlari
denir (Devor, Sutherland ve Chang, 1992:264). Kontrol sinirlarinin hesabinda genellikle
Shewart’in deneyimleri sonucu en ekonomik sinirlar olarak nitelendirdigi ortalama +3
standart sapma  (u£30) kullanilmaktadir. Kontrol smirlari, makine ayarlarinin,
kaliplarin, hammaddenin, operatoriin degismesi gibi durumlarda gozden gecirilmelidir.

Kontrol sinirlarinin gézden gegirilmesinde tecriibe ve siire¢ bilgisi onemlidir.

Spesifikasyon sinirlar1 ile kontrol sinirlari arasinda bir ayrim bulunmaktadir.
Spesifikasyon sinirlari, {iriinlin kabul edilebilir sinirlarini belirleme ile ilgili bir kavram
iken, kontrol sinirlar siirecin kontrol altinda olup olmadigini belirlenmesi ile ilgili bir

kavramdir.
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1.6.6. Kalite Karakteristigi Kavramm

Kontrol grafiklerinde siirece ya da iiriine ait olan boy, uzunluk, kayma miktar1 ve
agirhik gibi kalite karakteristikleri olarak adlandirilan o6zellikler izlenir. Miisteri
memnuniyeti agisindan spesifikasyon simirlarini saglanmasi gereken ya da miisteri
memnuniyeti iizerinde kayda deger etkisi olan kalite karakteristiklerine kritik kalite
karakteristikleri adi verilir (Birgoren, 2015:9). Bir iiriinde ol¢iilebilecek bircok kalite
karakteristigi vardir. Ama bunlarin hepsinin 6l¢iilmesi ucuz ve pratik olmayacagindan
kritik kalite karakteristikleri oOl¢iiliir ve kontrol edilir. Kontrol grafikleri, kalite
karakteristigi 6l¢iim degerlerinin ya da bunlardan firetilen istatistiklerin Y ekseninde
olacak sekilde X eksenine isaretlenen zaman birimlerine karsi isaretlenmesiyle

olusturulmaktadir.
Y

Ust Kontrol Sinirt

Orta Sinir

1 Alt Kontrol Sinir1

X

Bir iriinde izlenen kalite  karakteristiginin = Olgiimlerinin  ortalama
ya da standart sapma gibi bazi istatistikleri dnceden belirlenmis sinirlar arasindaysa
siirecin kontrol altinda oldugu kabul edilir. Ancak kontrol bdlgesinde yer almiyorsa
veya rassallik dist durumlar varsa siirec kontrol digi olarak tanimlanir. Bu sinirlar
genellikle izlenen istatistigin standart sapmasi veya standart sapmasmin tahmini
kullanilarak saptanir. Siiregte ortaya cikacak bir aksakliktan kaynaklanan degismenin

miimkiin oldugu kadar ¢abuk tespit edilmesi ve diizeltilmesi 6nem tagimaktadir.
1.6.7. Kalite Kontrolii Noktalar:

Uretimde kalite karakteristiklerinin dl¢iimlerinin yapildig: yerlere kalite kontrolii
noktalar1 adi verilir. Kalite kontrolii noktalarinda yapilan dl¢limler tiretimin sonunda
olabilecegi gibi bir¢ok noktadan sonra toplu bir sekilde de yapilabilir. Bu noktalarda

spesifikasyon sinirlarinin ihlal edilip edilmedigi kontrol edilir. Olgiim yapilarak
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verilerin toplandig1 bu noktalar kalite kontrol grafiklerinin uygulanmasi icin ideal

yerlerdir.
1.6.8. Hatali veya Kusurlu Uriin Kavram

Kalite kontrolii, bir iirlin veya hizmetin istenilen niteliklerde olup olmadigini
kontrol eder. Bu nitelikte olmayan iiriinlere hatali veya kusurlu iiriin denir (Akkurt,
2002:7). Bu bakimdan hata, tiim kalite kontrolii faaliyetlerinin odak noktasini olusturan

izafi bir kavramdir.
1.6.9. Kontrol Grafiklerinde Orneklemenin Belirlenmesi

Bir siirecten elde edilen iriinlerin 6zellikleri, tiretim asamasindaki ¢esitli zaman
dilimlerinde yapilan dl¢timler ile belirlenir. Diger taraftan 6l¢iimleri yapilan iiriinlerin
tamamen aym 6zelliklere sahip olmasi beklenmeyip 6l¢lim sonuglar1 arasinda az da olsa
degiskenligin bulunmasi normal karsilanir. Kalite kontroliinde {iriinlerin hepsinin

gozlenmesi ¢esitli nedenlerden dolay1 tercih edilmez.

Istatistiksel siirec kontroliinde elde edilen verilere dayanarak siirecin yapisi
hakkinda karar verilir. Verilerin elde edilmesinde c¢esitli nedenler ile Ornekleme

yontemine bagvurulur.

Ornekleme, anakiitleyi yeterince temsil edebilecek yeterince bilyiikliikte
orneklemlerin anakiitlenin iginden ve olabildigince degisik bolgelerinden rassal olarak

orneklem cekilerek anakiitle hakkinda genel yargilara varma islemine denir.

Anakiitleden ¢ekilecek Orneklemin anakiitleyi yansitacak nitelikte yeterli
biiyiikliikte, rassal ve temsil edici olmak {izere ili¢ 6zelligi tasimasi1 gerekir. Bu fi¢
ozellik anakiitleden cekilecek orneklemlerin anakiitleyi temsil edecek kadar yeterli bir

bliytikliikte alinarak ve her birime esit se¢ilme sans1 taninarak saglanir.

Kontrol grafiginin saglayacagi bilgiler Ornekleme ile yakindan ilgilidir.
Ornekleme zamana, iiretim miktarma, iiretim sirasina gibi bagli olarak yapilabilir.
Hangi temelde ornekleme yapilabilecegi iiretim sistemine baghidir. Yapilacak hatal

orneklemeden iiretilecek bilgiler tutarli olmaz.

Kontrol grafiklerini tasarlarken yapilacak Ornekleme islemlerinde 6rnek hacmi
(biiyiikliigii) ve 6rnekleme sikligi ile kontrol sinirlarinin belirlenmesi 6nemli konulardir.

Orneklem hacmi biiyiidiikce siire¢ ortalamasindaki kiigiik kaymalar1 ortaya ¢ikarmak
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daha kolaydir. Hacmi 10-20 arasinda olan 6rneklemler alindiginda diizenlenen kontrol
grafigi siire¢ ortalamasindaki degismelere karsi daha duyarli olacaktir. Fakat dagilma
Olclisi olarak standart sapmanin kullanilmasi1 gerekir. Degisim araligi 6rneklemdeki
birim sayis1 biiylidiigiinde baz1 sakincalar yaratacagindan bdyle durumlarda

kullanilmamalidir.

Orneklemenin nasil yapilacag: ile ilgili olarak literatiirde genellikle iki yol

onerilmektedir.

Birinci yol; her Ornek ic¢in alinacak birimlerin birbirine ¢ok yakin zamanda
tiretilmis olmasidir. Boylece ornek i¢indeki degiskenlik en aza indirgenmis ve drnekler

arasindaki degiskenlik sansi artirilmis olur.

ikinci yol; belirli zaman araliginda ya da belirli bir miktar iiretildikten sonra

rassal olarak cekilen birimlerden 6rnegi olusturmaktir.

Ornekleme temeli olarak birinci yolda agiklanan ydntem daha ¢ok
kullanilmaktadir. Olgme problemi oldugunda ise agirlikli olarak ikinci yol olarak

aciklanan yontem kullanilmaktadir.

Ornekleme sikhiginin belirlenmesi, saptanmasi arzulanan kaymanin biiyiikliigiinii
de etkilemektedir. Ornekleme sikliginin belirlenmesindeki ilk yaklasim sik sik kiigiik
ornekler, diger yaklasim ise daha nadir genis hacimli 6rneklerin alinmasidir. Biiyiik
kaymalarin saptanmasi i¢in kii¢ciik 6rnek hacimleri yeterli olurken, kii¢iik sapmalarin

saptanmasi icin biiyiik 6rnek hacimlerine ihtiya¢ duyulmaktadir (Montgomery, 1996).

1.6.10. Hipotez Testi, Merkezi Limit Teoremi, Normallik Kabulii ve Kontrol

Sinirlari

Istatistiksel siire¢ kontrolii ile hipotez testi arasinda yakin bir iliski vardir. Aslinda
kalite kontrol grafikleri siiregten alinan 6rneklere ait bazi istatistiklerin zaman iginde art

arda hipotez testine tabi tutulmasi olarak goriilebilir (Montgomery, 1996).

Klasik yaklagim olarak hipotez testleri, 6l¢limii yapilan 6rnegin kontrol sinirlari
arasinda olup olmadigini, kimi zaman bir noktayr kimi zaman da birbirini takip eden

noktalarin olusturdugu izleri kullanarak denetler.
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Kalite kontroliinde kurulan H hipotezinin reddedilmesine neden olacak kritik

bolge kontrol grafiginde siirecin kontrol disi oldugunu gosteren bolge ile ayni anlami
tasir. Bir test istatistiginin kritik bolgede kalmasiyla grafikteki bir noktanin alt kontrol

siir1 altinda ya da iist kontrol sinir1 iistiinde olmasi denk olaylardir.

Stire¢ karakteristiginin alinan 6rneklerden elde edilen ortalamasi, merkezi limit
teoremine gore normal dagilim gostereceginden kontrol smirlarinin belirlenmesinde
normal dagilimdan yararlanilir. Normal dagilim, ortalama ve varyans gibi iki
parametresi ile benzersiz bir dagilimdir. Yani normallik kabuliiniin gecerli oldugu
kontrol grafiklerinde, siirecin kontrol dis1 durumunda olup olmadigina karar verebilmek
icin ayni anda, paralel ¢izelgelerde, bir merkezl konum 0lgiisii olarak ortalamayi, bir
dagilma Olgiisii olarak varyansi dolayisiyla da standart sapmayr izlemek gerekir.
Nitekim birbirlerinden bagimsiz olan bu degiskenlerin, ikisinden bir tanesi digerine

yansimadan kontrol dis1 durumuna neden olabilir.

Merkezi limit teoremi geregince; x,,X,,X;,...,X,, u ortalamali ve azvaryansh

n°o

aynt olasilik dagilimina sahip bagimsiz rastsal degiskenler ve x degiskeni;
X, Xy, X3,..., X, degiskenlerinin aritmetik ortalamasi olmak {izere;
xX—u
Z= -
o (b
Jn

ile tanimlanan Z rassal degiskeni n > 30 degerleri i¢in, yaklasik olarak standart normal

dagilima sahip olur. Bunun tek degiskenli kontrol grafiklerindeki karsilig ise; siirecte
tiretilen her bir parganin uydugu dagilimin hangi dagilim olduguna bakilmaksizin alinan
ornegin ortalamasinin normal dagilim gostereceginin kabul edilmesidir. Diger taraftan
ortalamalar degil de gdzlemlerin her biri izlenseydi bunlar i¢in normal dagilim

kabuliinde bulunmak daha riskli olacakti.

Schilling ve Nelson (1976)’un calismalarindaki bulgulara gére 6rnek hacminin
dort veya bes olmasi halinde normallik kabulii saglamligini korumaktadir. Dolayisiyla

anlasiliyor ki kontrol grafiklerinin felsefesinin temeli, merkezi limit teoremidir.

Dagilimin normallikten uzaklasmasi ve farkli bir dagilim gdstermesi halinde,

dagilimin yapisiin bilinmesi veya bu yapiyla ilgilenilmesi gerekecektir. Normallikten
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uzaklagilmasi halinde, dagilimin belirlenmesi ve bu dogrultuda standart sapma yerine
olasiliga dayanan sinirlar kurulmasi veya orijinal verinin normal dagilan standart bir

veriye doniistiiriilmesi onerilmektedir (Montgomery, 1996).

Kontrol sinirlariin belirlenmesinde o siirecin standart sapmasi ise istatistiksel

olarak 6rnek ortalamalarinin standart sapmasi; o- =o/~/n olur. Kontrol smurlar ise

o ’nin, belirlenmis bir Tip-1 hatasini saglamak tizere L ile gosterilen belirli bir katsayi

ile carpilmasi ile bulunur. Merkezi Limit Teoremince, X *nin normal dagildig1 kabul
edilerek ;l “ye iligkin hipotez test edilmektedir. x_, herhangi bir i gdzlem anindaki 6rnek

ortalamasi olmak iizere kabul edilirse buradan hareketle asagida yer alan hipotezler
kurulabilir:
Hy:x,= iy

(1-2)
Hl:"?l F Uy

Burada g/, X ile tahmin edilir. Bu kapsamda kontrol grafiklerinin parametreleri

olan orta cizgi, alt ve iist kontrol simirlart ise yukarida aciklanan bilgiler 1s1§inda

denklem (1-3)’de oldugu sekilde elde edilir.
Ust Kontrol Siniri={1,, + Lo

Orta Cizgi=|y (1-3)

Alt Kontrol Simri=p1, — Lo~
Uygulamada L i¢in genellikle 3 degeri kullanilir. Kontrol smirlar1 belirlenirken,
olasiliga dayanan smurlar veya standart sapmanin tahminine dayanan sinirlar
kullanilabilmektedir. Sayet normallik kabulii 6rnek ortalamalarinin dagilimi igin

saglamhigin1 koruyorsa, bu kosullarda iki durum arasinda bir fark olmayacaktir

(Sekil 1.1).
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031
0251
02F Ornek ortalamalarm
Olasihifa dayanan standart sapmalanma gore
o1st ontrol lisnitler bulunat kontrol limdtleri
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Kaynak:B.KOCER, Cok Degiskenli Kalite Kontrol ve Otomotiv Yan Sanayinde Bir Uygulama,
Yayimlanmamus Yiiksek Lisans Tezi, Selguk Universitesi, Sosyal Bilimler Enstitiisii, 2004, 28.

Sekil 1.1:Olas1liga ve Standart Sapmaya Dayanan Kontrol Sinirlari

Kontrol grafigi olusturulduktan sonra tretim siirecinde uygulamaya alinir.
Ormeklemlerden elde edilen istatistikler grafik iizerine isaretlenerek siire¢ izlenir.
Isaretlenen noktalarin diizenine gére siiregte izlenen kalite karakteristigi etkileyen ozel

nedenlerin olup olmadigina karar verilir.
1.6.11. Kalite Kontrol Grafiklerinde Faz I ve Faz II Asamalar

Kontrol grafiklerinde tiriinden alinacak 6l¢tim degerleri ya da bunlarda iiretilen
istatistik degerler kullanilir. Bu degerler kontrol bolgesi olarak adlandirilan bolgede ise
stirecin kontrol altinda oldugu kabul edilir. Bu degerler kontrol bdlgesinin disinda ise
kontrol dis1 sinyal olarak nitelendirilir ve hataya yol acan bir 6zel neden oldugu
diisiiniiliir. Stirece miidahale edilerek hata kaynagi arastirilir, belirlenir ve diizeltme

yapilir.
Siirece miidahale iki asamada gergeklestirilir.

Birinci asamada, alinan ilk veri 6rnegi icin kontrol dis1 veriler atilarak siirecin
kontrol altinda oldugu durum elde edilmektedir. Kontrol altindaki verilerden olusan sete
referans veri seti adi1 verilir. Bu asama sonunda kontrol durumunun olasilik dagilimi

belirlenir ve buna bagli olarak kontrol grafiginin kontrol sinirlar1 olusturulur.

Kalite kontrol grafiklerinin olusturulmasinda referans Orneklemi kullanilarak

deneme kontrol sinirlarinin hesaplanmasi ve referans drneklemindeki degerlerin kontrol
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grafiklerine isaretlenerek siirecin kontrol altinda olup olmadiginin arastirilmasi kalite
kontrol grafiklerinde Faz I asamasi olarak adlandirilir. Faz I asamasi, veri analizi ve
0zel nedenlerden kaynakli gézlemlerin belirlenmesi ¢aligmalarini igermektedir. Siirecin
kontrol altinda olup olmadigin1 test eden bu asama geriye doniik bir yaklasimdir. Faz I
asamasinin amaci, Faz II asamasinda kullanilacak kontrol sinirlarin1 belirlemektir. Faz
I agsamasinda m=20-25 gozlemden olusan bir ilk 6rnek grubu olusturulur. Parametreler
tahmin edilerek grafik olusturulur. Kontrol dis1 durumlar belirlenerek ilk veri setinden
¢ikarilir ve bu islemler tiim veriler kontrol sinirinin altinda olana dek tekrar edilir. Bu
noktada birinci asama sona ermektedir ve elde edilen veri seti referans veri seti olarak
tanimlanir. Faz 1 asamasinda kontrol dis1 noktalarin ihmal edilmesi ve miimkiinse

bunlarin giderilmesi ile kontrol altinda bir siire¢ elde edilecektir.

Ikinci asamada, siirecten alinan yeni veriler izlenerek kontrol dist durumlar
belirlenip siireci iyilestirme yoniinde diizeltici faaliyetler yapilir. ikinci asama, Faz II
asamas1 olarak adlandirilir. ileriye déniik bir yaklasim olan Faz II asamasimin amaci,
siirecin Faz I asamasinda elde edilen dagilim yapisina uygunlugunu kontrol etmek ve
siirecin kontrol altinda olmasinin devamliligini saglamaktir. Faz II asamasinda kalite
kontrol grafiklerine tek tek noktalar isaretlenir ve kontrol sinirlarinin ihlali veya
rassallig1 bozan sistematik bir davranis olup olmadig1 kontrol edilir. Bunun i¢in alinan

gozlemlerde kontrol dis1 durumlar saptanmaya c¢aligilir.
1.6.12. Ortalama Calisma Siiresi (OCS)

k veya A olarak gosterilen belli bir kayma i¢cin £ ile gosterilen Tip 2 hata

olasiligin1 hesaplamak yerine bir kayma olduktan sonra ortalama kaginci noktada
kontrol grafiginde kontrol dis1 sinyali olusacagi hesaplanir. Kontrol disi bir noktanin
gerceklesmesine kadar alinmasi gereken ortalama Ornek sayisina ortalama caliyma

siiresi (OCS) adi verilir (Birgoren, 2015:120).

OCS kavrami, ilk olarak Weindling (1967) tarafindan ortalama hareket zaman
olarak tanimlanmis ve daha sonra bu kavram Page (1954) tarafindan ortalama ¢aligsma

stiresi (Average Run Length (ARL)) olarak adlandirilmistir.

OCS, bir siirecte bir kayma olduktan sonra 6rneklerden biri kontrol dist durumu
gostermeden Once alinmasi gereken ortalama Ornek sayisini belirtir. OCS kontrol

grafiklerinde hangi 6rnegin ilk kontrol dis1 olacagini tespit etmede kullanilir.
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Bir kontrol grafigi uygulamasinda p bir noktanin kontrol siirlarinin disinda
olmasi ihtimalini géstermek tizere OCS, 1/p formiilii ile hesaplanir. Kontrol grafiginin

performansi bu esitlik yardimiyla belirlenir. Shewhart kontrol grafiklerinde bu deger
1/0,0027=370 kabul edilir. Siire¢ kontrol disina ¢ikmasa bile kalite kontrol grafikleri

ortalama her 370 6rnekte bir kontrol dis1 sinyal verecektir.

OCS, bircok bilimsel calismada, ¢alismanin dayandirildigr bir kavram olarak
karsimiza ¢ikmaktadir. Zaman iginde gelistirilen diger siire¢c izleme grafiklerinde

OCS’nin 370 olmasina dikkat edilerek Tip-1 hatas1 degeri belirlenir.

OCS, kontrol grafiklerinin teorik altyapisinda son derece 6zel bir yere sahiptir.
Kontrol smirlarinin daraltilmasi halinde kontrol disi noktanin saptanmasi ihtimali, p
artacak ve OCS degeri diisecektir. Bu durumda, kontrol grafikleri daha kiigiik kaymalari

saptayabilecegi gibi hatali sinyaller de iiretebilecektir.

Kontrol sinirlar1 genisletildigindeyse kontrol dis1 durum belirten bir sinyalin hatali
bir sinyal olma olasilig1 azalirken, 6te yandan kontrol grafiginin duyarlilig1 da azalacak

ve gercekten 0zel nedenli bir varyasyona isaret eden sinyalleri de saptayamayacaktir.

Iste, 30 smirlar1 da bu &diinlesme sonucu elde edilmis genisliklerdir. OCS
degerinin kontrol grafiklerinin teorik altyapisindaki 6zel konumu da buradan
kaynaklanmaktadir. ~ Onerilen  farkli  grafiklerinde  kaymalar1  saptayabilme
performansinin bu 6diinlesmede dogru bir noktada, ne fazlasiyla hassas, ne de asiri
duyarsiz sekilde bulusmasi gerekmektedir. Yapilan bir¢ok akademik calismada OCS
degeri, yukarida anlatilan 06zelligi nedeniyle ©nemli bir nirengi noktasi1 6zelligi

tagimaktadir.
1.6.13. isletim Karakteristigi Egrisi (IKE) (Operating Characteristic Curve)

Kontrol grafikleri, uygulandiklari siirecin istatistiksel olarak kontrol altinda olup
olmadigin1 belirler. Ilgilenilen siire¢ karakteristiginin 6zel nedenlerin etkisi ile
degiskenlik gostermesi kaginilmaz bir olgudur. Kontrol grafikleri, degiskenligin ulastig1
bir degerde hangi olasilik ile saptanabilecegini gdstermez. Kontrol grafiklerinin bu
yoniinii tamamlamak ve onun degiskenlige karsi duyarliigini gdstermek amaciyla IKE

olusturulur (Montgomery, 2009).
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Degisen siire¢ kosullarinda kontrol grafiklerinin nasil isledigini gostermesi
nedeniyle IKE’nin olusturulmasi &nem kazanmaktadir. Kontrol grafikleri igin
olusturulan IKE, normal dagildig1 varsayilan siire¢ karakteristiginin ortalamasi belirli
bir degerde iken, Ornekten tiiretilen istatistiginin kontrol sinirlar1 arasinda ¢ikma

olasiligini verir (Peach, 1947).

IKE, farkli 6rnek hacimleri i¢in saptanmak istenen kayma siddetinin biiyiikliigii
degerine karsilik S riskinin isaretlenmesiyle elde edilir. Burada f riski, Tip-2 hatasi
olasiligina karsilik gelmektedir. Buna karsgin « riski ise, Tip-1 hatasi olasiligina karsilik

gelir ve genel olarak a=0.0027 (burada «a 30 karsilik gelir) kabul edilir. Siireg

karakteristigi X kontrol altinda iken ortalamasi ve siire¢ standart sapmas1 o iken siire¢
ortalamas1 g, = y+ko gibi bir degere geldigi zaman bu kaymayi alinan ilk 6rnekte

belirleyememe olasilig1 8, n birimlik drnek ortalamas1 X olmak iizere
B =PlAKS < x <UKS|u=p1, = p+ ko | (1-4)
olarak hesaplanir.
Alt ve iist kontrol smirlari ise x ~N( 1, o %/n) olmasindan dolayi;
Ust Kontrol Siniri= ut3o /Nn ve Alt Kontrol Sinirt =u-30 /Nn (1-5)

olarak hesaplanir. Burada g olasiligim1 veren yukaridaki esitlik, alt ve tist kontrol

sinirlar1 degerlerinin yerlerine yazilmasiyla asagidaki hale doniisiir:

Lo/ _ _ ko —Lo/ _ ko
® M+ /f (/,t+ ) o H /\é; (/,l-i- ) :q)(L_k\/;)_(I)(_L_k\/;) (1-6)
0 7

Yukarida yer alan esitlikte @, standart normal kiimiilatif dagilimi, L ise kontrol

B=

siurlarinin genislik katsayisini géstermektedir.

Kontrol grafiklerinde kaymanin alinacak ilk 6rnekte belirlenmesi olasilig: 1- 8'dir.
Siireg, istatistiksel olarak kontrol altinda iken alinacak ardisik orneklerin birbirinden
bagimsiz olduklar1 kabul edildiginden, kaymanin ikinci ornekte belirlenmesi olasiligi
ise (1- B) B'dir. Ote yandan, kaymanin r ardisik drnek icinde belirlenememe olasiligi
p’dir. Bu durumda, sapmanin r’inci Ornekte belirlenme olasiligi, ilk r-/ Ornekte

belirlenememe olasiligi ile r’inci drnekte belirlenme olasiligl carpimina esit olacaktir.
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IKE’de siire¢ karakteristiginin alabilecegi degerler yatay eksende ve ornek
istatistiginin kontrol smirlart arasinda ¢ikmasi olasiligr ise diisey eksende yer alir.

IKE’nin grafiksel gosterimi Sekil 1.2'dedir.

1 r———— T T

08+ B

08 =

07 - -

0B~ -

0s5- -

04- —

03k =20 =12 4

02- -

01+ B

0 1 1 1 L L
0 05 1 15 2 258 3 3.8 4 4.5 a

Kaynak: B.KOCER, Cok Degiskenli Kalite Kontrol ve Otomotiv Yan Sanayinde
Bir Uygulama, Yayimlanmamus Yiiksek Lisans Tezi, Selguk Universitesi, Sosyal Bilimler
Enstitiisii, 2004, 18.

Sekil 1.2: Ornek Isletim Karakteristigi Egrisi
ekil-1.2'de farkli Ornek hacimlerinin X rafigi icin IKE’ler yer almaktadir
grangi 1¢ y
(Montgomery, 2009).

1.7.KONTROL GRAFIKLERINDE SAGLANMASI GEREKEN
VARSAYIMLAR

Tek ve ¢ok degiskenli kontrol grafikleri, olusturulmadan 6nce kontrol etmemiz
gereken c¢esitli  varsayimlart bulunmaktadir. Bu varsayimlarin saglanamamasi
durumunda, kontrol siirlariin gergek degerlerinden uzaklasmasina sebep olmaktadir.
Kontrol grafiklerinde biitiin varsayimlarin saglanmasi 6nemli olmasina ragmen
varsayimlarin i¢inde 6zellikle normallik ve degiskenlerin birbirinden bagimsizhigi en
onemli olanlaridir. Kontrol grafiklerinin olusturulmadan Once saglanmasi gereken
varsayimlardan calismamizda her ne kadar tek degiskenli kontrol grafikleri de olsa

sadece ¢ok degiskenli kontrol grafikleri ile ilgili olanlar anlatilmaya ¢aligilacaktir.

Kontrol grafiklerinde saglanmasi gereken ilk ve belki en Onemli varsayim

normallik varsaymmdir. Bir siire¢ degiskeni bircok farkli faktoriin toplam etkisi
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altindadir. Bu toplam etki nedeniyle izlenen istatistik, merkezi limit etkisi altinda
kalacaktir. Bu nedenle normallik kabulii genis bir gecerlilik kazanmistir (Birgoren,

1998).

Cok degiskenli istatistiksel yontemlerin ¢cogu x kalite vektorii ¢cok degiskenli
normal dagildig1 varsayimi temeline dayanmaktadir. Cok degiskenli normal dagilim tek
degiskenli normal dagilimin p>/ icin genellenmis durumudur. Cok degiskenli
normalligin saglanmasi durumunda oOncelikle her degiskenin tek degiskenli normal
dagilima uymasi1 gerekmektedir. Ancak tiim degiskenlerin tek degiskenli dagilima
uygun olmasi veri kiimesinin ¢ok degiskenli normal dagilima uygun oldugunu garanti
etmemektedir. Veri kiimesindeki degigkenlerin tek degiskenli normal dagilima uymasi,
cok degiskenli normal dagilimin saglanmasina yardimeci olmaktadir. Bu nedenle ¢ok
degiskenli normalligin saglanip saglanamamasinin aragtirllmasinda tek degiskenli

normalligin sinanmasi 6nemli olmaktadir.

Normallik varsayiminin gegerliligi, tek degiskenli kontrol grafiklerinde tek
degiskenli, cok degiskenli kontrol grafiklerinde ise tek ve cok degiskenli normal
dagilimin varlig1 arastirilarak incelenmektedir. Her iki durum igin Onerilen grafik

yontemler ve testler bulunmaktadir.

Dagilimin normallikten uzaklagsmast ve farkli bir dagilim gostermesi halinde,
dagilimin yapisinin bilinmesi veya bu yapiyla ilgilenilmesi gerekecektir. Burr (1967),
cok sira dis1 bir sapma olmamasi halinde normallik kabuliiniin gegerli olacagini
Onermistir. Schilling ve Nelson (1976) dort veya bes ornek hacmi i¢in normallik

kabuliiniin yeterince dayanikli oldugunu gostermistir (Montgomery, 1996).

Verilerin normal dagilima uymamas1 durumunda, degiskenlere belli doniigiimler
uygulanarak normal dagilima doniistiiriilebilmektedir. Cok degiskenli analizlerde
marjinal dagilimi normal olmayan her bir degiskene uygun doniisiim uygulanarak ¢oklu

normal dagilim saglanmaya calisilir.

Cok degiskenli kontrol grafiklerinde saglanmas1 gereken ikinci varsayim, gozlem
degerlerinin otokorelasyonlu olmamasi varsayimidir. Gozlemlerin otokorelasyonlu
olmamasi, ¢ok degiskenli kontrol grafiklerinin en temel varsayimlarindan biridir ve
grafiklerin dogru c¢izilebilmesi i¢in olduk¢a Onemlidir. Gozlem degerlerinin

otokorelasyonlu olmasi durumunda, yapilacak rassalliga dayanan aralik tahminleri ve
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istatistik testler gecerliliklerini kaybeder ve kontrol siirecinde ciddi sorunlarla
karsilasilir. incelenen kalite karakteristiklerinde otokorelasyon olup olmadig1 Q testi ve
“t benzeri testi” kullanilarak arastirilabilmektedir. Kalite karakteristiklerinde
otokorelasyon olmasi durumunda “Otoregresif Modeller” veya “Hareketli Ortalama
Modelleri” inden hata kareleri toplam1 en az olani secilerek uygun bir zaman serisi
modeli olusturulmaktadir. Bu modelin artiklartyla tek degiskenli kontrol grafiginin
cizilmesi Onerilmektedir. Ancak artiklara uygulanan kontrol grafigindeki tiim hatalarin
kontrol altinda olmamas1 olusturulan modelin dogru olmadigini yanlis tanimlandigini
gostermektedir. Bu durum otokorelasyon sorununun ortadan kaldirilamadigi anlamina
gelmektedir. Cok degiskenli veri kiimelerinde otokorelasyonun saptanmasi durumunda,
bircok arastirmaci ¢ok degiskenli kontrol grafikleri yerine tek degiskenli kontrol
grafiklerinin uygulanmasini 6nermektedir. Otokorelasyonlu ¢ok degiskenli veri kiimesi
icin, Onerilen diger bir yaklasim, otokorelasyonlu degiskenlere uygun ARIMA
modelinin secilip, degiskenlerin bagimli olduklart donem sayist kadar gecikmeleri

alinarak, veri kiimesine gecikmeli degiskenleri eklemektir.

Cok degiskenli kontrol grafiklerinde saglanmasi gereken iicilincli varsayim,
degiskenlerin dogrusal olmasi varsayimidir. Dogrusallik varsayimi birden fazla kalite
karakteristiklerinin es zamanli olarak incelenmesinde tek degiskenli kontrol
grafiklerinin kullanilmasi, 6zellikle degiskenler arasinda “diisiik” ve “yiiksek” diizeyde
korelasyon oldugunda siire¢ hakkinda kismi bilgilerin elde edilmesine neden
olmaktadir. Cok degiskenli istatistiksel yOntemler dogrusal korelasyon temeline
dayanmaktadir. Dogrusal olmayan etkilesimler i¢in hesaplanacak dogrusal
korelasyonlar Cok degiskenli kontrol grafikleri de c¢ok degiskenli istatistiklere
dayandigindan kalite gostergeleri arasinda dogrusal iliskiler aranmaktadir. iliskinin
derecesi, serpilme diyagramlari ile kesin olmamakla birlikte ortaya ¢ikarilabilmektedir.
Ancak dogrusalligin saglanip saglanamadiginin arastirilmasinda dogrusal korelasyon

katsayilar1 ve bu katsayilarin anlamliliklart 6nemlidir.

Cok degiskenli kontrol grafiklerinden hangisinin uygulanmasinin uygun
olacagina, kalite karakteristikleri arasindaki korelasyon katsayilarinin hesaplanmas: ile
karar verilmektedir. Anlamli korelasyon katsayilar1 kalite gostergeleri arasindaki
dogrusal iliskinin varligin1 desteklerken, aralarindaki korelasyon katsayist anlamsiz olan

gostergeler bagimsiz kabul edilebilmektedir.
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Cok degiskenli kontrol grafiklerinde saglanmasi gereken dordiincii varsayim,
varyans kovaryans matrisi esitligi varsaymimdir. Bu varsayimin saglanabilmesi i¢in,
matrisin tiim elemanlarinin birbirine esit olmasi gerekmektedir. Veri kiimesinde yer alan
orneklemlerin birim sayilar1 (n) yeterince biiyilkk olmadiginda, varyans kovaryans
matrislerinin esitligi 6nem kazanmaktadir ve esitliginin test edilmesi gerekmektedir.
Uygulamada en sik kullanilan test Box-M testidir. Varyans kovaryans matrislerinin
esitligine iligkin H, hipotezi Hy=X;=2X,........ 2, (burada k karsilagtirma yapilacak
varyans kovaryans matris sayisidir) ile verilirken H; hipotezi “en az bir varyans
kovaryans matrisi digerlerinden farklidir” seklinde olacaktir. Bu testte esitlikten
sapmalar a ve f hatalarin1 etkilemektedir. Ancak yapilan benzetim calismalari, etkinin £

hatasina kiyasla alfa hatasi lizerinde daha ¢ok etkili oldugunu géstermistir.
1.8. TEK VE COK DEGISKENLi KONTROL GRAFiKLERI

Siirecin izlenen kalite karakteristigi stirekli veya siireksiz bir deger alabilen bir
degisken olabilir. Bu nedenle kontrol grafiklerini siirecin izlenen karakteristigine uygun
olarak gelistirmesi ve uygulamaya alinmasi gerekir. Kontrol grafikleri bu nedenle nicel
ve nitel ol¢iiler i¢in diizenlenen kontrol grafikleri olmak iizere iki ana sinifa ayrilir. Her

bir sinifin i¢inde de farkli 6zellikleri olan bir¢ok kontrol grafigi ¢esidi yer almaktadir.

Bu kapsamda nicel ol¢iiler icin diizenlenen kontrol grafikleri, degisken sayisina
gore tek degiskenli kontrol grafikleri ve ¢ok degiskenli kontrol grafikleri olarak
ikiye ayrilmaktadir.

Tek degiskenli kontrol grafikleri, kalite degiskenlerini tek tek ele alarak siireg
ortalamasindaki veya varyans yapisindaki degisikligi belirlemeye caligmaktadir. Ancak
stireci etkileyen birden fazla degiskenin varligi durumunda ise bu sekilde tek tek ele

alinmasi yaniltici olabilir.

Miisteri isteklerindeki artis, parga sayisinin ve karmasikliginin artmasi gibi
nedenler tek degiskenli kontrol grafiklerinin kullanimini zorlagtirmaktadir. Ayrica,
kontrol grafiklerinin bir degisken i¢in diizenlenmesi ve tasarimi i¢in 15 veya 25 verinin
gerekli olmas1 gibi kisitlar da vardir. Uretimin gittikce otomatiklesen bilgi kontrollii
sistemlerle yapilmasi, {iriin kalitesinin saptanmasina yonelik daha bol miktarda verinin
diisiik maliyetle toplanmast ¢ok degiskenli kontrol grafiklerinin kullanimini

kolaylastirmakta ve tesvik etmektedir.
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Cok degiskenli kontrol grafikleri, tek degigskenli kontrol grafiklerinin
genellestirilmis halidir. Cok degiskenli kontrol grafiklerinde birden fazla kalite
karakteristigi tek degiskenli kontrol grafiklerinde oldugu gibi tek bir degere

indirgenerek izlenir.
1.8.1. Tek Degiskenli Kontrol Grafikleri

1.8.1.1. Bireysel Gozlem Degerleri (I) ve Hareketli Arahlk (MR) Kontrol
Grafikleri

Baz1 siireglerde alt gruplarin olusturulmast zaman, maliyet veya teknik
nedenlerden dolay1 olduk¢a zordur. Bu durumlarda tiretim hattindan, boyutu n=1 yani
yalnizca bir dlgme igeren numune almabilir. Bu tip kontrol grafikleri, tiretimin ¢ok
yavas gerceklestigi ve yeni bir Ol¢lim i¢in ¢ok zaman beklenmesi gerektigi veya
Olcmelerin ¢cok pahali oldugu veya iiretilen birey sayist ¢cok az oldugu durumlarda
kullanilir. Bu tiir durumlarda tek tek olgiimler bir X kontrol grafigine islenir ve bu
grafige tekli X kontrol grafigi denir. Bircok kaynakta tekli X kontrol grafigine bireysel
gozlem degerleri kontrol grafigi denir ve Ingilizce’de yer alan bireysel anlamina gelen

“individual” kelimesinin ilk harfi olan 7 harfi ile gosterilir.
I kontrol grafiginde k adet bireysel gozlemin olmast durumunda orneklem
ortalamasi denklem (1-7) ile;

— k i
X =E= (1-7)

bulunur. Bu deger, I kontrol grafiginde orta ¢izgisi olarak kullanilir (Devor, Sutherland

ve Chang, 1992:348).

I kontrol grafiginde tek 6l¢iim oldugundan bir aralik (R) veya standart sapma (S)
degerini hesaplamak miimkiin degildir. Bu durumunda ¢6ziim olarak her ardisik deger
ciftinden bir MR degeri iiretilir. Buna da hareketli aralik (moving range (MR)) adi
verilir. Diger bir deyisle MR, n Orneklem hacmindeki ardisik bireysel o6l¢liim

degerlerinin her birinin hareketli araligini gosterir.

I ve MR kontrol grafikleri, bireysel gézlem degerlerinden elde edilir ve ¢ok basit
olmalarindan dolay1 oldukga fazla kullanilir. Hareketli aralik daha ¢ok ikiserli (bazen

iicerli) ardisik bireysel gozlem degerlerine uygulanir (Devor, Sutherland ve Chang,
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1992:347). Literatiirde daha ¢ok ikiserli hareketli ortalama kullanilmaktadir (Hansen,
1963:108; Holmes, 1996:40; Montgomery, 2001:242). Buradan hareketle MR; . ; degeri;

MRy, = |Xiy1 — Xi|, i=1,2,..... (1-8)

seklinde hesaplanmaktadir. Elde edilen MR degerleri, MR kontrol grafigi iizerine
isaretlenir ve bu noktalar birlestirilir. MR degerine dayanarak hareketli aralik
degerlerinin ortalamasi denklem (1-9) ile;

g = et MR YL, MR; _ MRy+MRs + - + MRy (1-9)
 k-n+1 k-1 k—1

formiilii ile hesaplanir. Bu deger MR kontrol grafiginin orta degeri olur ve gercek siirec
ortalamasinin tahmini olarak kullanilir. Bu durumda 7 kontrol grafiginin parametreleri

denklem (1-10) ile;

p — MR
Ust Kontrol Stnmiri = X + 3d—
2
_ % _ MR (1-10)
Alt Kontrol Stnirt = X 3 -
2

Orta Cizgi = X

. MR . b . .
biciminde hesaplanir. Burada 0 anakiitle standart sapmasinin tahminidir. Bununla
2

birlikte ? yerine [, = di doniistimii yapildiginda yukaridaki kontrol sinirlari denklem
2 2

(1-11) ile;

Ust Kontrol Sturi = X + 31,MR

Alt Kontrol Sturi = X — 31,MR (1-11)

Orta Cizgi = X
seklinde kolayca hesaplanir. Formiildeki I, ve d, degerlerine iliskin katsayilar

Tablo 1.3’dedir.

Tablo 1.3: Cesitli Orneklem Hacimlerine iliskin / Kontrol Grafigi Katsayilar

n 2 3 4 5 6 7 8 9 10

I, 266 | 1.772 | 1457 | 1.29 | 1.184 | 1.109 | 1.054 | 1,01 | 0.975
d, 1.128 | 1.693 | 2.059 | 2.326 | 2.534 | 2.704 | 2.847 | 297 | 3.078

Kaynak: E.Isigigok, Toplam Kalite Kontrol Bakis Agisi ile Istatistiksel Kalite Kontrol, Ezgi Kitapevi,
2004, Bursa.
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Bu katsayilar 6rneklem hacmine gore degisen katsayilardir. Siirecin kontrolde
olmast durumunda rassal olarak secilen biitiin iiriinlerin bireysel degerler i¢in kontrol
icinde olmas1 beklenir. Bireysel degerlere iliskin bu sinirlarin spesifikasyon sinirlari
icinde olmasit durumunda iiretimin yeterli olduguna karar verilir. Bireysel degerlere

iligkin sinirlar bazen dogal sinirlar olarak da adlandirilir.

Bireysel gozlem degerlerinin izlendigi diger kontrol grafigi ise MR kontrol

grafigidir. MR kontrol grafiginin kontrol sinirlar1 ise denklem (1-12) ile;

Ust Kontrol Stmirt = D,MR
Alt Kontrol Stmirt = D;MR (1-12)
Orta Cizgi = MR
seklinde hesaplanir. Yukaridaki alt ve iist kontrol sinirlarinin hesaplandig1 formiillerde
yer alan D, ve D; degerleri Tablo 1.4’de yer almaktadir ve bu iki deger 6rneklem

hacmine gore degisen sabit sayilardir.

Tablo 1.4: Cesitli Orneklem Hacimlerine Iliskin MR Kontrol Grafigi Katsayilari

n 2 3 4 5 6 7 8 9 10
D, | 3.267 | 2.575 | 2.282 | 2.115 | 2.004 | 1.924 | 1.864 | 1.816 | 1.777
Dy 0 0 0 0 0 0.076 | 0.136 | 0.184 | 0.223

Kaynak:E.Isigicok, Toplam Kalite Kontrol Bakis Acisi ile Istatistiksel Kalite Kontrol, Ezgi Kitapevi,
2004, Bursa.

1.8.1.2. Tek Degiskenli EWMA (Exponentially Weighted Moving Average)
Kontrol Grafigi

Tek degiskenli EWMA kontrol grafigi, siire¢ ortalamasindaki kii¢lik ancak stirekli
kaymalarla ilgilenilmesi durumunda Shewhart kontrol grafigine alternatif olarak

kullanilan kontrol grafiklerinden biridir.

Tek degiskenli EWMA kontrol grafiklerinin giicii, kiiclik kaymalara etkili olan
CUSUM (Cumulative Sum) kontrol grafigi ile hemen hemen esdegerdir. Ancak
olusturulmasi ve endiistride uygulanmas1 CUSUM kontrol grafigine gore daha kolay bir

kontrol grafigidir.

Tek degiskenli EWMA kontrol grafiklerinin tahmini degeri denklem (1-13) ile

hesaplanir.

Zt = /1Xt + (1 - /1)Zt_1 (1_13)
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Burada Z; degeri, t zamanindaki tahmini degeri, X; (alt gruplar oldugunda x )
t zamanindaki gozlem degeri, Z;_4, t-1 zamanindaki tahmini degeri ve 4 sabiti en son
gbzlem degerine verilecek agirligr belirtir. A sabiti sifir ile bir arasinda bir deger alan

sayidir.

Tek degiskenli EWMA kontrol grafiklerinde ortalama seviyesindeki kaymalarin
tespitinde, biiyiik 4 degerleri siire¢ seviyesindeki biiyiik ¢aptaki kaymalarin tespitinde ve
kiiciik A degerleri siire¢ seviyesindeki kiiciik kaymalarin tespitinde optimal sonuglar

saglar (Oktay, 1994:123).

EWMA kontrol grafigi, gegmis ve cari gézlemlerin agirlikli ortalamasi olmasindan
dolay1 normallik yaklasimina karsi ¢ok hassastir. Bu kontrol grafiginde izlenen kalite
karakteristigi dagilimi normal dagiliyorsa tek degiskenli EWMA kontrol grafigi ideal
sonuglar verir (Montgomery, 2013:299, 300).

Tek degiskenli EWMA kontrol grafiklerinde isaretlenecek ilk EWMA tahmini

degeri yani Z, degeri, t=1 zamaninda alinan 6rnek olur ve orta ¢izgi iizerinde yer alir.

fdegerleri Gz/n varyansli bagimsiz rassal degiskenler iken EWMA beklenen

degeri olup varyansi denklem (1-14) ile hesaplanir.

2

0 = /n (- (1- 1) (1-14)

Bu formiilde ¢ degerini artirdigimiz siirece a;t degeri de smirl bir dereceye kadar

artar. ¢ degerinin 8 ya da 9 gibi yeterince biiyiik bir degere ulagsmas1 halinde yukarida

yer alan varyans formiilii daha basit ve agik bir sekle ulagmis olur.
2 2 A
07, =% /n (S (1-15)

Tek degiskenli EWMA kontrol grafiklerinde, kontrol sinirlarinin hesaplanmasinda
kullanilan standart sapma degerleri belli bir degere kadar sabit degildir. ¢ degerlerinin

kiigiik oldugu durumlarda kontrol sinirlar1 denklem (1-16) ile hesaplanir.

Alt ve Ust Kontrol Suurlart = X + 30\/1/71 (%\)(1 — (1 =202t (1-16)

£’nin yeterince biiylik oldugu durumlarda alt ve iist kontrol sinirlart ile orta ¢izgi ise

denklem (1-17) ile hesaplanir.
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Ust Kontrol Sturi = X + 30 /n (1 _7\)
— 1 A
Alt Kontrol Stnirt = X — 30 /n (ﬂ (1-17)

Orta Cizgi =

ol

Yukarida hesaplanan kontrol sinirlar1 standart sapmanin bilindigi durumlarda
kullanilir. Standart sapmanin bilinmedigi durumlarda ise standart sapma, R kontrol
grafiginden tahmin edilir. Standart sapma bilinmedigi durumlarda, alt ve iist kontrol
sinirlarinin -~ hesaplanmasinda  asagida yer alan denklem (1-18)’den ve

A, degerleri i¢in Tablo 1-5’den istifade edilir.

Ust Kontrol Sturt = X + AR (=)

(1-18)
] il A
Alt Kontrol Stniri = X — A, R /(T)\)

Tablo 1.5: Cesitli Orneklem Hacimlerine Iliskin EWMA Kontrol Grafigi
A, Katsayilari

n 2 3 4 5 6 7 8 9 10

A, 1.88 | 1.023 | 0.729 | 0.577 | 0.483 | 0.419 | 0.373 | 0.337 | 0.308

Kaynak: E.Isigicok, Toplam Kalite Kontrol Bakis Agcisi ile Istatistiksel Kalite Kontrol, Ezgi Kitapevi,
234, 2004, Bursa.

1.8.2. Cok Degiskenli Kontrol Grafikleri

Giintimiizde tretim siireclerindeki Olciim ve izleme teknolojileri sayesinde
tretilen driinler ile ilgili birbiriyle iliskili bir¢cok veri elde edilmekte ve depolama
teknolojileri sayesinde elde edilen bu biiylik miktardaki karmasik veriler kolay bir
sekilde depolanabilmektedir. Elde edilen bu verilerin analizi ile piyasada isletmeler
rakiplerine gore istiinliik saglayabilmekte, alaninda 6ncii pozisyonunda olabilmekte ve
birgok miisterilerin gereksinimlerini veya beklentilerini karsilayabilmekte hatta
asabilmektedir. Dolayisiyla giliniimiizde bir iirliniin kalitesinin degerlendirilmesi veya

kontrolii bir¢ok kalite degiskeni hesaba katilarak yapilmaktadir.

Genelde bir {iriiniin kalitesini, birbirlerini etkileyen birden fazla kalite
karakteristigi belirlemektedir. Bu nedenle giiniimiizde bu kalite karakteristiklerinin

tamaminin kontrol edilmesi gerekmektedir.
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Birden fazla degiskenin ele alindig: siireclerin kontroli iki sekilde yapilabilir.
Birinci yol, her bir degisken icin ayr1 ayri tek degiskenli kontrol grafigi diizenlemektir.
Ikinci yol ise, kalite degiskenleri arasindaki bagimliligi dikkate alan ¢ok degiskenli
kalite kontrolii yontemleri kullanmaktir (Ozgomak, 2004:16).

Bu degiskenlerin analizinde kullanilan birinci yolda her bir degisken icin ayr1 ayri
kalite kontrol grafikleri olusturulur ve bu kalite kontrol grafikleri es zamanl
gozlemlenir. Kalite karakteristikleri birbirinden bagimsiz oldugunda bu sekilde siireci
kontrol etmek uygun bir yol gibi gériinmektedir. Ancak kalite karakteristikleri arasinda
bagimlilik oldugunda bu yola bagvurmak yanlis sonuglarin elde edilmesine neden
olabilir. Bu durumda bir tane ¢ok degiskenli kontrol grafiginin olusturulmas: daha

uygun oldugu degerlendirilir.

Tek degiskenli kontrol grafiklerinde ilgili degisken tek basina izlenirken, diger
kalite karakteristiklerinin bu degiskenin degerlerine etkileri goz ardi edilmektedir.
Ancak siirecin, istatistiksel olarak degil de teknik olarak kontrol altinda olup
olmadiginin belirlenmesinde bu karakteristiklerin de gbdz Onilinde bulundurulmasi
gereklidir. Bu kalite karakteristiklerinin es zamanli olarak tek degiskenli kontrol
grafiklerinde izlenmesi durumunda, kalite karakteristikleri degerleri arasindaki etkilesim

thmal edilmis olacaktir.

Bir iirliniin ya da siirecin birden fazla karakteristigini birlikte degerlendiren ve bu
degerlendirme 151gin altinda kontrol altinda tutmayr amaclayan kalite kontrolii
yaklasimina ¢ok degiskenli istatistiksel siire¢ kontrolii denir (Uyar, 1993). Ayrica ¢ok
degiskenli istatistiksel siire¢ kontrolii, Mason ve Young (2002) tarafindan c¢ok
degiskenli siirecleri izlemek maksadiyla kontrol grafiklerine dayal1 bir yontem olarak da

tanimlanmaktadir.

Gilinlimiizde tretim sistemlerinde veri toplanmasi i¢in otomatik ve yeni
teknolojiyle donatilmis sistemler gelistirilmistir. Bu sistemler ¢ok hizli ve masrafsiz
sekilde cok degiskenli Slgiim yapmaktadirlar. Ornegin imalat sanayisinde, kullanim
kolaylig1 arttirllmig otomatik hassas mastar ve ol¢iim aletleri, lig-boyutlu koordinat
6l¢tim cihazlari, kameralara veya lazer teknolojisine dayali optik sistemler, bilgisayarla
biitiinlesik sekilde hata teshisinde kullanilmaktadir (Barton ve Gonzalez-Barreto, 1996;
Espada Colon ve Gonzalez-Barreto, 1997; Singh ve Gilbreath, 2002; Gong, Jwo ve
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Tang, 1997). Cok degiskenli kalite kontrolii sayesinde, tezgah kaynakli hatalarin tasnifi
ve bu hatalardan yola ¢ikarak kaynaklarina inilmesi daha kolay ve sistematik bir

bi¢imde yapilabilmektedir (Montgomery, 1996; Birgoren, 1998).

Bagimsiz birden cok degiskenin tek tek kontrol grafiklerinin olusturulmasi ve
incelenmesinin kullanilan bir yontem oldugu onceki paragraflarda belirtilmisti. Ancak
bu hem ¢ok sayida kontrol grafiginin incelenmesi anlamina gelmektedir, hem de
aralarinda iliski bulunan degiskenlerin hatali yorumlanmasina neden olmaktadir. Ciinkii
Shewhart kontrol grafiklerinde degiskenler bagimsiz olarak ele alinmakta, diger
degiskenlerin etkisi goz ardi edilmektedir. Sekil 1.3’de bir siireci etkileyen iki
degiskenin tek degiskenli kontrol grafikleri ve ¢cok degiskenli kontrol grafiklerine gegisi
goriilmektedir (Montgomery, 2009).

e

<\ Kontrol elipsi

X; ve X, dediskenleri /.' JAENEAN
. . oo ® \
i¢in ortak kontrol o / \/

bélgesi *

N

Kaynak: D. C. Montgomery; Introduction to Statistical Quality Control, Sixth Edition,
John Wiley and Sons. Inc., 2009, 500.

Sekil 1.3: Tek Degiskenli Kontrol Grafikleri ve Cok Degiskenli Kontrol
Grafiklerine Gegis

Sekil 1.3’de iki degisken birbirlerinden bagimsiz olarak izlendiginde, herhangi bir
degiskenin kontrol dis1 sinyali vermesi durumunda siirecin kontrol dis1 oldugu, ancak
her iki degiskenin de kontrol sinirlar1 igerisinde yer almasi durumunda ise siirecin
kontrol altinda oldugu kabul edilir. Tek degiskenli kontrol grafiklerinin olusturacagi
kontrol bolgesi paralel ¢izelgelerdeki sinirlarin olusturacagi bir dikdortgen olacaktir.
Buna karsin ¢cok degiskenli kalite kontrol grafikleri degiskenler arasi iliski goz oniinde
bulundurarak farkli bir kontrol bolgesi tanimlarlar. Bu durumda kontrol bdlgesi

degiskenlerin arasindaki korelasyonun yonii ve siddetine gore bir elips seklini alir.
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Degisken sayisinin lige c¢ikmasiyla kontrol bdolgesi bir elipsoid seklini alir.
Degiskenlerden bir tanesi bir yone hareket ederken diger bir tanesinin de bu degiskenle
birlikte sapmasiin saptanmasi gili¢lesir. Kontrol elipsi i¢inde isaretlenen noktalar bir
zaman ¢izgisi ile birlestirilemeyecegi veya birlestirildiginde de anlamli sonuglar elde

etmenin zor olmasit nedeniyle degiskenlerin birlikte sapmalarini saptamak gii¢lesir.

Degiskenler bagimsiz olmadiginda veya degiskenler arasinda korelasyon g6z
oniinde bulunduruldugunda, bir 6nceki paragrafta yapilan hesaplama gecersiz sayilacak
ve Tip-1 hatas1 olasilig1 farkli olacaktir. Bu durumda, degiskenler arasindaki kovaryans

matrisinin yapisina gore Tip-1 hatasi olasiligini belirlemek zorlasacaktir. Hayter ve Tsui

(1994), bunun i¢in Monte Carlo simiilasyonunu 6nermistir.

Tip-1 hatas1 belirlenirken, Tip-1 ve Tip-2 hatast birlikte diisiiniilmeli, Tip-1 ve
Tip-2 hatalar1 olasiliklar1 dengeli olmalidir (Mason, Chou ve Young, 2001).

1.8.2.1. Cok Degiskenli Kalite Kontrol Grafiklerinde Kontrol Bolgesi

Cok degiskenli kalite kontrol grafiklerinde kontrol bolgesinin grafiksel olarak
gosterimi Sekil 1.4°dedir.

3]

i f\

Kaynak: B.KOCER, Cok Degiskenli Kalite Kontrol ve Otomotiv Yan Sanayinde

Bir Uygulama, Yayimlanmamus Yiiksek Lisans Tezi, Selguk Universitesi, Sosyal Bilimler
Enstitiisii, 2004, 18.

Sekil 1.4: Cok Degiskenli Kontrol Grafiklerinde Kontrol Bolgesinin Gosterimi.

Birden fazla tek degiskenli kontrol grafiginin es zamanl olarak izlenmesi halinde

kontrol bolgesi asagida oldugu gibi hesaplanir.

UKL, UKL, UKL,

Kontrol Bolgesi= I J. If(xl,xz,...,xn)dxn...dxzdxl =l-«a (1-19)

AKL, AKL, AKL,
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Burada f (xl,xz,...,xn) fonksiyonu, x,,x,,...,x, degiskenlerinin yani kalite
karakteristiklerinin ortak olasilik yogunluk fonksiyonunu temsil etmektedir. x,,x,,...,x,
kalite karakteristiklerin birbirine ortogonal olmasi halinde ise;

UKL, UKL, UKL,

Kontrol Bolgesi= I £ (x ) I £ (x, dxa... J flx,)dx, =1-a (1-20)
AKL,

AKL, AKL,

haline gelir. Buradaki herhangi bir f (xl.) fonksiyonu ;. kalite karakteristigi i¢in olasilik

yogunluk fonksiyonudur. Kalite karakteristikleri arasinda karsilikli bir etkilesimin
mevcut olmast halinde, dnceden belirlenmis bir Tip-1 hatas1 olasilig1 belirlemek zor

hale gelecektir.

Cok degiskenli kontrol grafiklerinin temelinde ¢ok sayida Ol¢iimi tek bir
degiskene indirmek esasi mevcuttur. Bu nedenle de kontrol bdlgesi c¢ok farkli
gerceklesir. Her seyden once artik kontrol edilen dagilim normal dagilim degildir. Zira
degiskenler arttk normal dagilim gosterseler bile tek bir degere indirgenmis bir

ortalamalar vektorii vardir ve bu deger normal dagilim gdstermez.
1.8.2.2. Cok Degiskenli Hotelling 7° Kontrol Grafigi

Hotelling 77 kontrol grafigi, birbiriyle iligki icinde olan ¢ok degiskenli bir siireci
izlemek i¢in 1947 yilinda Harold Hotelling tarafindan ortaya konan ¢ok degiskenli bir
istatistiksel siire¢c kontrol grafigi ¢esididir. Bu kontrol grafigi, cok degiskenli normallik

varsayimi altinda iiretilen 72 degerlerinin grafiklenmesine dayanir.

Literatiirde Hotelling 77 kontrol grafigi, ¢ok cesitli isimler ile anilmaktadir. Bazen
tek degiskenli Shewhart kontrol grafigine benzemesinden dolayr ¢ok degiskenli

Shewhart kontrol grafigi, bazen de, p serbestlik dereceli x; dagilimma uymasindan
dolay1 XIZJ kontrol grafigi olarak adlandirilmaktadir.

Hotelling T* kontrol grafigi, tek degiskenli R grafigini andirir; sadece bir iist

kontrol sinir1 vardir ve simirt gegen sinyaller bir kontrol dist sinyali olarak

degerlendirilir. Hotelling T*kontrol grafiginde izlenen T~ istatistigi, drneklemlerdeki

cok degiskenli gbzlemleri tek bir degere indirgeyen

Te=n(X - ) 574X - p) (1-21)
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formiil ile elde edilir. Burada X: p boyutlu N, (u,2)'li u ortalamalive X kovaryansh

cok degiskenli normal dagilima sahip bir anakiitleden birbirinden bagimsiz rassal olarak

cekilen oOrneklemleri, X : orneklem ortalamalarini, n: Orneklem hacmini temsil
etmektedir. Bu formiil, degiskenler arasindaki kovaryans yapisimi dikkate alir. Bu
durum Hotelling 77 kontrol grafiginin en 6nemli O6zelligidir. Hotelling 72 kontrol
grafiginin en 6nemli 6zelligi olan degiskenler arasindaki kovaryansi dikkate almasinin
yani sira kontrol grafiginin baska bir 6zelligi daha vardir. Hotelling 72 kontrol grafigi,
kontrol altinda bir siirecin ortalama ¢alisma siiresi (OCS) degerini {iiretip orjinal verinin

ortalamasini, varyansini ve korelasyon degerini korur.

Degiskenler arasinda iliski olmadiginda, Mason ve Young (1999) tarafindan
degiskenlerin es zamanl olarak Hotelling 772 kontrol grafigi ile izlenmesi yerine her bir
degiskenin tek degiskenli Shewhart kontrol grafigi ile izlenmesi onerilmektedir. Ancak
degiskenler arasinda iliski olmas1 durumunda ise Hotelling 72 kontrol grafigi yerine tek
degiskenli kontrol grafiklerini es zamanli izlemenin iki adet dezavantaji bulunmaktadir.
Birinci dezavantaj, Tip-1 hatasi olasiligini belirlemenin degisken sayisinin artmasi ve
korelasyon matrisinin genislemesiyle zorlagsmasidir. Bagimsiz varsayilan, Tip-1 hatasi
olasilig1 a olan tek degiskenli grafiklerin eszamanli izlenmesi halinde, p adet degisken
icin Tip-1 hatasmin degeri a,=1-(1 — a )? olur. Ikinci dezavantaji ise siiregte kontrol
dis1 durumun olustugunun isabetli sekilde belirlemesine ragmen hangi degisken ya da
degisken grubunun kontrol dist oldugu konusunda bilgi vermemesidir. Diger bir deyisle
cok degiskenli bir siirecte ortaya cikabilecek bir kontrol disi sinyalinin pratik olarak

yorumlanamamasi bu testin en zayif yontidiir (Mason, Tracy ve Young,1995:99).

Mason ve Young (2001) ve Hawkins (1991) tarafindan yapilan calismada, 7>
istatistiginin, degiskenlerin ortalamalarindaki kaymalarin saptanmasi i¢in optimal test
istatistigi oldugu gosterilmistir.

Hotelling 77 istatistigi, Mahalanobis uzaklik 6l¢iisiine dayali bir prosediirdiir ve

student-t istatistiginin genellenmis bir halidir (Qiu, 2014).
Hipotez testlerinde, x gibi bir deger, anakiitle ortalamasit u ile karsilagtirilmak

istendiginde hipotez testi;

Ho:p=uyve  Hyzp # p (1-22)
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seklinde kurulur. Burada H,: sifir hipotezini ve H;: alternatif hipotezi temsil eder.
Student-t istatistigi, N(u,02)'li u ortalamalive 2 varyansh tek degiskenli normal
dagilima sahip bir anakiitleden birbirinden bagimsiz rassal olarak cekilen orneklemler

yardimiyla;

(1-23)

formdiilii ile hesap edilmektedir.

_ L Y)2
Burada XZl/nZ?:o X; ve s= \/ o X = X) / (n—1) formiili ile gosterilir.

(Mason ve Young, 2002). Denklem (1-23)’de yer alan student-t istatistigi, n-1
serbestlik dereceli student ¢ dagilimi1 gosterir. Hesaplanan student-¢ istatistigi, a onem
seviyesinde n-1 serbestlik dereceli kritik degerden biiyik c¢ikarsa u,’in anakiitle
ortalamasinin u’ye esit oldugunu ifade eden sifir hipotezi yani H, hipotezi kabul

edilmez.

Bu formiiliin karesi alinirsa;

2

wl —n(X 1) (sD7NX - ) (1-24)
Vn

Hotelling 77 istatistigi elde edilir. Bu formiil 6rnek ortalamasinin anakiitle ortalamasina
yakinliginin bir dl¢iisiinii ifade etmektedir. Hotelling 77 istatistiginin dagilim 6zellikleri
ile ilgili temel varsayim, ¢cok degiskenli gozlemlerin x4 ortalamali, X kovaryansli normal

dagilima uymasidir.

Hotelling 77 testi, bagimli ve bagimsiz iki 6rneklem durumunda iki veya daha ¢ok
degiskenli (p>2) ornek ortalama vektorlerinin sifir olduguna iliskin hipotezlerin test
edilmesinde kullanilan bir testtir (Mason ve Young, 2002). X ve &2 degerleri bilindigi
zaman, n(?—,uo)’ (s)™1(X - o)>tr_ s a /, oldugunda o 6nem seviyesinde H, hipotezi
reddedilir. H, hipotezi kabul edildigi taktirde, 4, degeri normal anakiitle ortalamast igin

mantikli bir deger olarak kabul edilir. Hotelling 77 istatistiginden yola ¢ikarak daha

sonraki zamanlarda cesitli arastirmacilar (Ornegin Alt, 1985; Fuchs ve Kenett, 1998;
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Lowry ve Montgomery, 1995; Mason ve Young, 2002) tarafindan ¢esitli cok degiskenli

kontrol grafikleri de ortaya konmustur.

T7? istatistiginin dagilimi x4 ve X parametrelerinin bilinip bilinmemesi durumu ve
parametrelerin tahmin edilebilir oldugu durum olarak iki sekilde aciklanir. Ayrica
parametrelerin tahmin edilebilir oldugu durum da ikiye ayrilir. Bunlar birincisi, X

gozlem vektoriiniin, anakiitle parametrelerinin tahmininden bagimsiz olusu durumu ve

ikinci durum ise X ve S ’nin hesaplanmasinda X gozlem vektorii dikkate alinmasi

durumudur.

Hotelling 772 kontrol grafigi, érneklem degerlerine dayali olarak iki veya daha
fazla olan kalite karakteristiklerinden hesaplanan Hotelling 77 istatistiklerinin kontrol

grafiginin iizerine isaretlenmesi ile elde edilir.

Hotelling 77 istatistiginin karesel bir ifade olmasi degerinin her zaman pozitif
olmasina neden olmaktadir. Boylece degisiklikler 772 istatistiginde sadece artirict bir
ozelliktedir. Bu durumda alt kontrol sinirma ihtiyag duyulmamaktadir. Ust kontrol
stirini lizerindeki biiylik Hotelling 72 degerleri kontrol dis1 sinyalleri ifade etmektedir.
Bu durum, gozlemlerin siire¢ ortalamasindan saptiginin ya da siirecte dalgalanmalar
oldugunun gostergesidir. Siiregte olusan bu dalgalanmalar; gozlemlerin Shewhart
kontrol siir1 disinda olmasindan yani dikdortgen ile tanimlanan kontrol bolgesi disinda
olmasindan veya degiskenler arasindaki iligkinin referans veri seti ile belirlenen iligki
yapisina uymamasindan yani elips ile tanimlanan kontrol bolgesinin diginda olmasindan
kaynaklanmaktadir. Bu dalgalanmalar aslinda ortalamadaki kaymalar1 veya varyans

yapisindaki farkliligin gostergesidir.

Tek degiskenli kalite kontroliinde oldugu gibi ¢ok degiskenli kalite kontroliinde
de Faz I ve Faz Il olarak adlandirilan iki asama vardir. Cok degiskenli kalite
kontroliinde Faz I ve Faz Il asamalarinda 28. sayfada yer alan Faz I ve Faz II

boliimiinde anlatilan hususlardaki esaslarin aynis1 gegerlidir.

Hotelling 72 kontrol grafikleri, bireysel gozlem degerlerine ve alt grup
verilerine dayanarak olusturulmaktadir. Hotelling 772 kontrol grafiginin nasil
olusturulacagi, Faz 1 ve Faz Il asamalarma uygun olacak sekilde ilk olarak bireysel
gozlem degerleri dikkate alinarak anlatilacak, daha sonra ise alt grup verilerine dayali

olarak olusturulmasi anlatilacaktir.
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1.8.2.2.1. Bireysel Orneklem Verilerine Dayali Olarak Olusturulan Hotelling
T? Kontrol Grafigi

1.8.2.2.1.1. Faz I Asamasi
1.8.2.2.1.1.1. Siire¢ Parametrelerinin Bilinmesi Durumunda

Faz I asamasinda X kalite vektoriiniin N,, (,uo, 20) dagildigimi, u  ve X, bilindigini
ve siiregte ortalamada meydana gelen kayma ile ilgilendigimizi varsayalim. Kayma
yoksa siire¢ kontrol altindadir ve siirecin ortalamasi ile kovaryansi bilindiginden
i. zamanda izlenecek test istatistigi;

T2=n(X- o) 2o (Xi- o) (1-25)
olarak hesaplanir. Buradan siire¢ i inci zamanda kontrol altinda oldugunda;

T? - 2 (1-26)
dagilimi gostermektedir. Bu durumda st kontrol sinir1 X%l—a),p ile hesaplanir. Burada
a € [0,1] giiven seviyesi ve X%l—a),p , Xzz,’nin (1 — a). kantilidir. Eger hesaplanan 72
istatistigi, list kontrol sinirindan biiyiikse siirecin kontrol disinda, kiigiikse kontrol
altinda oldugu kabul edilir. Hotelling 72 kontrol grafiginin giicii daha Onceki

paragraflarda anlatildig1 gibi ortalama icra siiresi ile 6l¢iilmektedir. Bu durumda eger

siireg kontrol altinda ve drneklemler bagimsizsa ortalama icra siiresi (OIS);
0IS,= % (1-27)
ile hesaplanmaktadir.

Ancak giiniimiizde endiistri alaninda siirecin ortalamast ile kovaryansinin
bilinmesi az rastlanan bir durumdur. Cogunlukla bilinmez. Bu durumda ise Hotelling 77

kontrol grafigi i¢in asagida yer alan islemler serisi takip edilmektedir.
1.8.2.2.1.1.2. Siire¢c Parametrelerinin Bilinmemesi Durumunda

Siireclerde yukar kaymis 4, Ve 2onin bilinmedigi durumlarda bu parametreler,
orneklemlerden elde edilen istatistikler yardimiyla hesaplanir. S, drneklem kovaryans

matrisi Zo’nin tahmincisi, X 6rneklem ortalama vektorii u, temsil eder. X, yerine

S, u, yerine X konuldugunda;

T?=n(X;- X )'S~Y(X;- X ) (1-28)
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olur. Siire¢ kontrol altinda iken drneklem hacmi m biiyiik ise T?'nin dagilimi Xzz,lye cok
yakindir. Ciinkii, S ve X % ve u,'ye yakindir. Orneklem biiyiikliigii m kiigiik ise T?nin

dagilimi Xf,’den onemli derecede uzaktir. Tracy, Young ve Mason (1992), T*nin

m

2 . .. p
(m—1)2T nin parametrelerinin /2 ve

dagilimi tlizerine bir ¢alisma yapmis ve

(m—p - 1)/2 oldugu, Beta dagilimi oldugunu gostermistir. Beta dagilimi, siirekli bir

dagilim olup

ﬂw=m;m

fonksiyonu ile gosterilir. Bu fonksiyonda B(a,b) = [ 01 u? (1 — w)?~tdu, bir sabittir.

x% (1 —x)b1, x€[0,1] (1-29)

Boyle bir durumda eger

720 (1-30)

Betal_a(p/z ,(m—p—l)/z)

m

ise ortalamada kontrol disi sinyalin varhigi anlasilir. ae[0,1], serbestlik derecesi,

Beta o), M1 ise Beta dagiliminin (/-«). kantilidir. Buradan da anlasilacag:
- 2 2

(m-1)°

tizere kontrol grafiginin st kontrol siniri, Beta, ,, m-p-1),. Ve
1-a"/y, /2)

alt kontrol sinir1 ise 0'dir.

1.8.2.2.1.2. Faz Il Asamasi

1.8.2.2.1.2.1. Siire¢ Parametrelerinin Bilinmesi Durumunda

X kalite vektortiniin N, (,uO,ZO),daglldlglm 4, ve Xy bilinen siiregte ortalamada
meydana gelen kayma ile ilgilendigimizi varsayalim. Bu durumda siirecin ortalamasi ve
kovaryansi bilindiginden i. zamanda izlenecek test istatistigi Faz I asamasinda bilinen
parametreler i¢in elde edilen formiiller yardimiyla hesaplanir ve izlenecek prosediirde

aynidir.
1.8.2.2.1.2.2. Siire¢c Parametrelerinin Bilinmemesi Durumunda

Siireclerde #, Ve Xo'nin bilinmedigi durumlarda bu parametreleri rneklemlerden

elde edilen istatistikler yardimiyla hesaplamir. T, siirec kovaryans matrisi X, ’nimn

tahmini, z_, siire¢ degiskenlerinin ortalama vektdriinii temsil eder. Z, yerine I, “,

yerine i konuldugunda;
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PURE S P
T?*=(Xp-11,)' To ~(Xi-11,) (1-31)
olur. Tracy, Young ve Mason (1992)’e gore siirecin kontrol durumunda,

pm—-1)(m+1)
seklinde F dagilimina uygundur. Bu durumda ortalamada kontrol dis1 sinyal eger

NFP,M—p (1'32)

p2o Pm—D(m+1
m(m— p)

apmpr Fomp dagiliminin (1-). kuantilidir. Buradan da anlasilacag:

Fovpms (1-33)

ise olusur. F

pm—=1)(m+1)

tizere  kontrol  grafiginin  {ist  kontrol  siniri, apmp V€
m(m— p) -
alt kontrol sinir1 ise 0'dir.
1.8.2.2.2. Alt grup Orneklem Verilerine Dayali Olarak Olusturulan Hotelling
T? Kontrol Grafigi:
1.8.2.2.2.1. Siire¢ Parametrelerinin Bilinmemesi Durumunda

Bir siiregte gozlem degerleri, bir gozlem vektorii yerine n adet gozlem vektorii
iceren alt grup verilerinden olustugunda alt grup verilerinin ortalamasi kullanilarak
kontrol grafikleri dizayn edilir. Alt gruplandirma, gézlemlerin alt gruplar arasindaki
degiskenlik maksimum olacak, alt grup icerisindeki degiskenlik minimum olacak

sekilde secilmesidir.

Siire¢ parametrelerinin bilinmemesi durumunda; 77 istatistigi S, siire¢ kovaryans

matrisinin tahmini, X siire¢ degiskenlerinin ortalamalarmin ortalama vektor, X de

her bir alt gruptaki ortalamalar1 vektorii olmak tizere denklem (1-34) ile hesaplanir.

!

T’ =n(§—§) S*(?—E) (1-34)
Alt kontrol sinir1 sifir olmak iizere iist kontrol sinir1 ise denklem (1-35) ile hesaplanir;
.. p(m—1)(n—1)
Ust Kontrol Smin  =——7+—7-—F, (1-35)

mn—m—p+1

Daha sonra hesaplanan bu kontrol sinirlart Hotelling T* kontrol grafigine islenir.

Siire¢ parametrelerinin bilinmemesi durumunda; kovaryans matrisi ise asagida

aciklandig sekilde hesaplanmaktadir.
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X, p adet degiskenin n 6rnek hacimli gézlem matrisi, ii¢ boyutlu X matrisinin
X, elemant i. alt gruptaki j. bireyin k. degiskeninin Slcilen degeri, X, , k.
degiskenin i. alt gruptaki gozlemlerinin ortalamasi, Z X_,k degerlerinin olusturdugu

altgrup ortalama vektoril, X_k, X_,k degerlerinin olusturdugu degiskenlerin ortalama

vektorii, }, X_k vektorlerinin ortalamalar1 ile elde edilen degiskenlerin ortalama

vektorii ve S, kovaryans matrisinin tahmini, Sl.k2 , k. degiskenin i. alt gruptaki
varyansi, S,,, herhangi bir alt grupta k.degisken ile A. degisken arasindaki kovaryans
degeri olmak tiizere her bir alt gruptaki bireylerin belirli bir degisken i¢in 6l¢iimlerinin

olusturdugu vektér X, olsun.

Belirli bir degisken ayni alt gruptaki 6l¢ilimlerinin olusturdugu X, vektorii ve
diger degiskenlerin olusturdugu vektorler ile kovaryansi bulunur. X, vektoriiniin

varyansinin hesaplanmasi ile bulunan degerlerin ortalamasi degiskenin varyansini verir.

Kovaryans matrisi elemanlari, degiskenin varyansi i¢in;

g2 1 "(X I i=12,...,m 136
Y oprg e o k=12, p (1-30)
k.ve h.degiskenler arasindaki kovaryans degeri;
. i=12,.....m
Sihk:E ‘ (Xijk_XikXXijh_Xih) J#h (1-37)
o joh=12,...p

olur.

Degiskenler aras1 kovaryanslar her bir alt grup icin bulunduktan sonra, alt gruplar

boyunca kovaryans matrisinin ortalamasi alinir.

Hotelling T* kontrol grafiginde Faz II asamasi icin ise 7~ degerleri ise asagida
aciklandig sekilde hesaplanmaktadir.

Her bir degiskenin her bir alt grubunun ortalamasi bulunarak, alt grup degisken

ortalama vektorleri, X_d< olusturulur. Bu sayede bir ortalamalar matrisi elde edilmis

olur.
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— 1 i=12,..m
X =—3'X. 1-38
= 2 X {k =12,..... } (1-59)
Daha sonra bu vektorlerin ortalamasi bulunarak ortalamalarin ortalamasi vektoriu

(X, ) elde edilir.

— 1 &y —
X, =—> X, i=12,....,m} (1-39)
m =
Her bir alt grup i¢in elde edilen ortalama vektorii X, ile ortalamalarin ortalama

vektorii X_k arasindaki farklar bulunur. Daha sonra her bir alt grup icin 7> degerleri

hesaplanir ve kontrol grafigi hazirlanir.

Herhangi bir i. alt grup icin 7> degeri bir kez hesaplandiktan sonra, sonraki alt

grupta, X_k ve S degismeksizin, yeni X_,k ortalama vektorleri icin T° degerleri

!

Z] Sl(ﬁ—;) halini

hesaplanir. i+ . alt gruplar i¢in bu formiil; 7, = n(X ;

+r
alir.

Tiim veriler kontrol altinda durumunda ise Faz II asamasinda siirecin
izlenmesinde kontrol sinirlarinin hesaplanmasinda denklem (1-40) kullanilir (Wierda,
1994):

p(m+1)(n—1)

mn—m—p+1 a, p;mn—m-—p+l (1-40)

AKS =0 ve UKS=
Hotelling 7 kontrol grafiklerinde Faz I asamadaki iist kontrol smir1 katsayisi

pm=Dr=D ile Faz II asamadaki iist kontrol sinir1 katsayisi plm+Dhn=D
mn—m—p+1 mn—m—p+1

birbirlerinden farklidir. Farkli asamalarda farkli {ist kontrol sinirlarinin kullanilmasinin
nedeni ise kontrol grafiklerin kurulmasinda kullanilan verilerin kendi kendilerini kontrol
etmekte kullanmasi ve dolayisiyla birbirlerinden bagimsiz olmamalar1 olarak
gosterilmektedir. Baz1 aragtirmacilar ise Faz I asamada, kontrol grafiklerinin kurulmasi
ve bu grafiklerin parametrelerinin hesaplanmasinda F dagilimindan farkli serbestlik
dereceleri ile Beta dagilimimin kullanilmasini 6nermektedir (Mason, Chou ve Young,

2001).
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1.8.2.2.2.2. Siire¢ Parametrelerinin Bilinmesi Durumunda

4 ve ¥ yani siire¢ ortalamasi ve varyans kovaryansi biliniyorsa, T~ istatistigi

7z’ dagilmi takip eder. Bundan dolayr Montgomery (1996), x# ve X ’min biiyiik

orneklemden tahmin edildiginde, yani, gbzlem matrisi X ’teki m boyutunun biiyiimesi

durumunda, st kontrol sinirmin gerek Faz I asamasinda ve gerekse Faz I agsamasinda

2

ist kontrol siniri= y
ap

olarak da kullanilabilecegini belirtmektedir.

Lowry ve Montgomery (1995), m boyutunun elliden bile fazla olmasi gerektigini

belirtmektedirler. Bu durumda 7> degerlerinin hesaplanmasindaki adimlarda herhangi

bir degisiklik olmaksizin sadece kullanilan {ist kontrol sinir1 degismektedir.

Mason, Chou, Sullivan, Stoumbos ve Young (2003), kiiciik T? degerlerinin de
0zel bir nedene bagli olabilecegi goz Oniinde bulundurularak sifirdan farkli bir alt

kontrol sinirinin kullanilmasini 6nermektedirler. Buna goére {iist kontrol sinirinin

belirlendigi giiven diizeyi, ¢, giiven diizeyi % alinarak egrinin iki yanina dagitilir.
Boylece sifirdan farkli bir alt kontrol sinir1 elde edilmis olur.
1.8.3. Kontrol Grafiklerinin Yorumlanmasi

Kalite kontrol grafigine isaretlenen bir noktanin kontrol bdlgesinin disinda
kalmas: siirecin kontrol disinda oldugunu gosterir ve siireci etkileyen 6zel neden veya
nedenlerin varhi@indan siiphelenilmesini gerektirir. Ancak, siire¢ sadece genel
nedenlerin etkilerinin altinda oldugu durumlarda kontrol bdlgesinin digina bir noktanin
cikmast olasili@i diisiiktiir. Genel nedenlerin etkileri ¢ok ender olarak herhangi bir
noktanin kontrol bolgesinin disina ¢ikmasina neden olur. Ancak nokta veya noktalarin
kontrol bolgesinin icinde yer almasi her zaman siirecin kontrol altinda oldugu anlamina
gelmez. Noktalar belirli bir bolgede yogunlasmis olabilecekleri gibi artan ya da azalan
sekilde de olabilir. Genelde aragtirmaciy1 yonlendirmesi bakimindan kontrol grafigine
isaretlenen noktalarin daha Once standart olarak belirlenen durumlardan birini

gostermesi siirecte 6zel nedenlerinin varliginin isareti olarak kabul edilir.

Tek degiskenli kontrol grafiklerinde kontrol altindaki bir siire¢ten sapmalarin olup
olmadigini anlayabilmek i¢in alt kontrol sinirlari ile iist kontrol sinirlari ihlallerine ek

olarak olusan oriintiilerle ilgili olarak dort adet objektif kural ilk kez 1950'i yillarda
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Western Elektrik Sirketi tarafindan gelistirilmistir. Western Elektrik Sirketi tarafindan

gelistirilen bu objektif kurallar asagida siralanmustir.

- Bir ya da daha fazla nokta alt kontrol sinirinin altinda veya iist kontrol

sinirinin iistiinde,

- Arka arkaya ii¢ noktadan ikisi iistteki B bolgesinde ya da alttaki B

bolgesinde,

- Arka arkaya bes noktadan dordii g + 16 sinirinin {stiinde ya da g + 16

siirmin altinda,
- Arka arkaya sekiz nokta orta ¢izginin listiinde veya altinda,

Daha sonra bu kurallara Western Elektrik Sirketi (1958) tarafindan 15 madde
halinde Onerilen ve Sekil 1.5'de 6 adedi yer alan tipik Oriintiileri kapsayan yeni kurallar

da eklenmistir.

Normal iz Azalan Egilim Artan Egilim
vy i e
. ERAVIN
' - MATEMYETWY I it sy
A VAWAVA\II\VAVI'\ VMVVAV UJ'\VJ\ TYYIRATN J}\L_\/f\ S \Wf/\l !
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Artan Kayma i Azalan Kayma Cevrimsel/Devri Iz
I g AL ada 0o,
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——— e A A
A A ‘ \U/ iIIRVAY \Vr

Kaynak: Or¢anli K., Oktay E. ve Birgoren B. (2015). “Cok Degiskenli Kontrol Kartlar:
Oriintii Tanima Literatiiriinde Bir Arastirma”, Social Sciences Research Journal, 4(2), 23-42.

Sekil 1.5: Western Elektrik Sirketi (1958) Tarafindan Onerilen Alt1 Cesit Tipik Oriintii

Western Elektrik Sirketi tarafindan ortaya konan dort kurala ek olarak cesitli
arastirmacilar tarafindan baska kurallar da onerilmistir. Onerilen kurallar asagida

siralanmistir. (Birgoren, 2015)
- Arka arkaya alt1 nokta sirayla artmakta veya azalmakta,
- Arka arkaya on bes nokta C bolgesinde,

- Arka arkaya on dort nokta sirayla azalip artmakta,
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- Arka arkaya sekiz noktanin hi¢ biri C bolgesinde degil, bazilar1 g + 16

siirmnin Gstiinde ve digerleri 4 + 14 simirinin altinda,
- Rastgeleligi bozan sira dis1 bir oriintii,
- Bir ya da daha fazla nokta kontrol sinirlarindan birinin ¢ok yakininda.

Yukarida yer alan kurallarin yaninda literatiirde baska teknikler ve kurallar da
bulunmaktadir (Nelson, 1984). Literatiirde Onerilen bu teknikler ve kurallar {ic ana
baslikta toplanmaktadir. Kosum testleri (runs tests) (Ducan, 1986), bolgesel testler
(zone tests) (Nelson, 1985) ve geometrik hareketli ortalama testleri (geometric moving
averages tests) (Roberts, 1959). Diger kurallarda oldugu gibi bu testler de kontrol
grafiginde dogal olmayan oriintiilerin varligin1 gostermektedir. Ancak bu yontemlerle
kesin bir sekilde bu oriintiilerin neden kaynaklandig1 ortaya konamamaktadir. Diger bir
deyisle bu teknikler ve yontemlerle dogal olmayan Oriintiiler ile bu Oriintiilerin olusma
sebepleri arasinda kesin bir iligski tespit edilememektedir (Cheng, 1997). Bir oOriintii

cesidine sebep olabilen birden fazla sebep de olabilir.

Hachicha ve Ghorbel (2012), kontrol grafiklerinde olusan kontrol dis1 sinyaller ile
yapilan ¢alismalart degerlendirerek kontrol grafiginde olusan Oriintiileri yorumlama ile

ilgili ¢aligmalar ii¢ ana grupta toplamaktadir:

- Kontrol grafiginin ortalamasinda veya varyansinda meydana gelen ani

degisiklikler,
- Kontrol grafiklerinde olusan oriintiilerin degisim noktasinin tahmini,
- Dogal olmayan 6riintiiniin tanimlanmasi (yapisal degisim)

Bu ¢alismada, ilgilenilen dogal olmayan Oriintii ¢esitleri, Hachicha ve Ghorbel
(2012) tarafindan yapilan gruplamada birinci ve li¢lincii grupta yer alan yapisal
degisimlerle ilgilidir.

Tek degiskenli kontrol grafiklerinde olusan tipik Oriintiilerin nedenlerinin neler

oldugu Montgomery (1996) tarafindan asagidaki sekilde agiklamaktadir.

- Siirecin ortalamasinda veya dagiliminda meydana gelen kaymanin; yeni

iS¢, yeni yontem, hammadde veya yeni makinenin devreye girmesinden, muayene
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yontemi meydana gelen degisimden veya operatdre bagli olarak meydana gelen

degisimden kaynaklanabildigi,

- Siirecin ortalamasinda veya dagiliminda meydana gelen egilim (trend)
seklinde Oriintiiniin bir aracin veya siirecin kritik bilesenlerinden birinin zamanla
asinmasit ve Yyipranmasi, operatdr yorgunlugu, denetim, mevsimsel faktorlerden

olusabilecegi,

- Diger oriintiilerin sicaklik, operator yorgunlugu, operatorlerin ve
makinelerin diizenli rotasyonu, iiretim alet ve edevatlardaki bazi1 degiskenlerdeki

dalgalanmalar gibi sistematik ¢evresel degisiklikler sonucu olusabildigi,

- Ayrica kontrol grafiklerinde yukarida aciklanan oriintii ¢esitleri disinda

baska oOriintii ¢esitlerine de rastlanabilecegi belirtilmektedir.

Tek degiskenli kontrol grafiklerinde kontrol disi sinyalin olugmasinin nedeni
ortalamada veya varyans degerinde meydana gelen degisikliktir. Tek degiskene sahip
olan stireclerde izlenen degisken ile diger degiskenler arasindaki iligki géz ardi edilir.
Ancak bu durum cok degiskenli istatistiksel siire¢ kontroliinde gegerli olmamaktadir.

Ciinkii meydana gelen kontrol dis1 sinyal bir¢ok hata kaynagindan kaynaklanabilir.

Yerli ve yabanci literatiirde yapilan arastirma sonucu yukarida tespit edilen tipik
standart Oriintiilerin agirlikli olarak tek degiskenli kontrol grafikleri ile ilgili oldugu
gorlilmiistiir. Ancak bu tip standart Griintiilerin ¢cok degiskenli kontrol grafiklerinde de
kullanilabilecegi literatiirde yer almaktadir. Ancak ¢ok degiskenli siire¢lerde kontrol dig1
sinyali yorumlanmasinda karsilasilan problemin iyi bir ¢6ziim yolu i¢in Hayter ve Tsui

(1994)’ye gore bazi1 6zelliklere sahip olmas1 gerekmektedir.

- Secilen yontem, siire¢ kontrol altinda oldugunda o olasilig1 ile siirecin
kontrol dis1 sinyali vermesi durumunda belirlenen o olasiligindaki tiim hata oranlarim

kontrol etmelidir.

- Secilen yontem, siirecin kontrol disinda oldugu tespit edildiginde, hangi
kalite degisken ya da degiskenlerin kontrol disi duruma neden oldugunu tespit etmek

maksadiyla kolay uygulanabilir bir yontem saglamalidir.
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Cok degiskenli kontrol grafiklerinde meydana gelen tipik Oriintii tipleri ile ilgili
olarak yapilan baz1 6nemli ¢alismalar agsagida siralanmistir. Ancak yapilan bu ¢aligsmalar

asagidakiler ile sinirh degildir.

Mason, Chou, Sullivan, Stoumbos ve Young (2003) tarafindan yapilan bir
calismada, Hotelling 77 kontrol grafiginde degiskenler arasindaki korelasyonun 0.5
olmasi durumunda tek degiskenli kontrol grafiklerinde olusan ve Western Elektrik
Sirketi (1958) tarafindan ortaya konan yedi adet oriintiiniin (Tablo 1.6) ¢cok degiskenli
kontrol grafiklerinde de olusabilecegi belirtilmis ve bunun bir uygulamasi gosterilmistir.

Tablo 1.6: Hotelling 72 Kontrol Grafigi Ile Baglantili Oriintiiler

Oriintii tipi Aciklama

Egilim (Trend) 17 vdeg.erinin asaglya veya yukariya
dogru ivmelenmesi

T2  degerinin  ayrik  gruplar
olusturmasi
Tekrarlayan (Cyclic) Cevrim | Tekrarlayan U sekli
T? degerinin  sifir  ¢izgisinin
izerinde kiimelenmesi

Kayma

Karisim (Mixtures)

Kaynak: R.L. Mason, Y.M. Chou, J.H. Sullivan, Z.G. Stoumbos, ve J.C. Young,
(2003). "Systematic Patterns in T? Charts.", Journal of Quality Technology, 35, 47-58.

Cheng ve Cheng (2008) tarafindan iki degiskenli bir siiregte yapilan ¢alismada, iki
degiskenle olusturulan dagilim (scatter) diyagrami kullanilarak ¢ikartilan istatistiksel
ozellikler ile asag1 ve yukar1 kayma oOriintii ¢esidinin tespitine yonelik bir model

onerilmistir.

El-Midany, El-Baz ve Abd-Elwahed (2010) tarafindan yapilan ¢alismada,
Hotelling 77 kontrol grafiginde kontrol disi sinyallere neden olan degisken veya
degisken gruplarimi tespit etmek i¢in Onerilen bir modelde, asag1 ve yukar egilim ile

asagi ve yukar1 ani kayma oriintii cesitleri arastirilmistir.

Salehi, Bahreininejad ve Nakhai (2011) tarafindan yapilan ¢alismada, kontrol dis1
sinyal ile dogal olmayan bazi oriintiilerin tespiti ve kontrol dis1 sinyale neden olan
degisken veya degisken grubunun ortaya konmasi i¢in iki asamali hibrit bir yontem
Onerilmistir. Caligmada, asagl ve yukar1 kayma, asagr ve yukar1 egilim, cevrim

oriintii ¢esitleri arastirilmustir.

Cheng ve Cheng (2010) tarafindan yapilan bir calismada, ¢ok degiskenli kontrol

grafiklerinde olusan dogal olmayan Oriintii cinslerini tespit etmek i¢in destek vektor
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makineleri (DVM) yontemi kullanilmigtir. Calismada, dogal olmayan oriintii ¢esidi
olarak Western Elektrik Sirketi (1958) tarafindan ortaya konan tipik oriintii ¢esitleri

arastirilmistir.

Bir¢ok arastirmaci, literatiirde Hotelling 72 kontrol grafigi ile MEWMA kontrol
grafiginde izlenen istatistiki degerlerde ani olarak meydana gelen degisimin
biiyiikliigiiniin miktarmi1 tespit etmek igin ¢esitli calismalar yapmustir. Izlenen
istatistiksel degerlerde meydana gelen ani degisim, literatiirde asag1 ve yukari ani
kayma oriintii cesidi olarak kabul edilmektedir. Yapilan bu calismalar ile ilgili detayl
bilgiler tezin iiclincii boliimiinde YSA’nin kalite kontrolii problemlerinde kullanimi ile

ilgili yapilan literatiir ¢alismasinda bulunabilir.

Cok degiskenli kontrol grafiklerinde yukarida belirtilen dogal olmayan oriintiilerin
basarili bir sekilde tespit edilmesine ragmen Hotelling 72 kontrol grafiginin baz1 dogal
olmayan oriintii ¢esitlerini tespit edemedigi belirtilmektedir. Ornek vermek gerekirse
Hotelling 77 kontrol grafiginin Chan ve Li (1994) tarafindan yapilan bir calismada,
siirecte meydana gelen egilim cinsi Oriintii ¢esidini, Sullivan ve Woodall (1996)
tarafindan yapilan bagka bir ¢alismada ise, siirecte meydana gelen ani asagi ve yukari

kayma oriintii gesitlerini tespit etmede etkisiz oldugu belirtilmektedir.

Sonug olarak; yukaridaki ve benzer ¢alismalar incelendiginde, Western Elektrik
Sirketi (1958) tarafindan ortaya konan, tek degiskenli kontrol grafiklerinde kullanilan
dogal olmayan tipik Orilintii c¢esitleri c¢ok degiskenli kontrol grafiklerinde de
kullanilabilmektedir. Ancak c¢ok degiskenli kontrol grafiklerinde olusabilecek oriintii
cinsleri ile olarak Masood ve Hassan (2012) tarafindan yapilan calismada da belirtildigi
tizere daha detayli ¢alismalarin yapilmasina ve kesin oriintii ¢esitlerinin tanimlanmasina

ithtiyac oldugu degerlendirilmektedir.
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IKiNCi BOLUM
SUREC TABANLI TEMEL GOSTERIMLERI YONTEMI

2.1. GIRiS

Birinci boliimde, kalite, kalite kontrolii ve istatistiksel kalite kontrolii ile ilgili
kavramlar ile istatistiksel kalite kontroliinde kullanilan etkin yontemlerden olan tek ve

cok degiskenli kontrol grafikleri hakkinda baz1 teorik bilgiler verilmistir.

Bu boliimde ise, ¢ok degiskenli kontrol grafiklerinde tespit edilen kontrol disi
sinyalin yorumlanmas: ile ilgili karsilasilan problemler, bu problemlerin giderilmesine
yonelik olarak literatiirde yer alan bazi ¢aligsmalar ve silire¢ tabanli temel gdsterimleri
(STTG) yontemine dayali olarak onerilen modelde kullanilan yaklagimdan biri olan

STTG yontemi hakkinda teorik bilgiler verilecektir.
2.2. COK DEGISKENLi KONTROL GRAFIKLERINDE HATA TESHIiSi

Isletmelerin 6nemli bir kismi kalite gelistirme cabalar1 kapsaminda kalite
karakteristiklerini tek tek ele alarak kaliteyi saglamaya calismaktadir. Ancak, kalite
karakteristikleri bireysel ve digerlerinden bagimsiz olarak incelenmemelidir. Ciinkii
kalite karakteristiklerinin tek tek incelenmesi yeteri kadar etkin ve ekonomik
olmamaktadir ve kalite karakteristikleri arasinda var olabilecek iligkiler tek degiskenli
incelemelerin anlamsiz olmasina neden olmaktadir. Giiniimiizde iki veya daha ¢ok
kalite karakteristiklerini beraber analiz ederek {irliniin kalitesi iizerindeki etkileri
belirleyen ve buna gore en iyi kombinasyonlar1 ortaya koyan yaklagimlar gelistirilmistir.
Bu yaklasimlardan biri, birinci bolimde detaylar1 aciklanan ¢ok degiskenli kalite
kontrol yaklasimidir. Bu yaklasimda, kalitedeki degisim cok degiskenli 77 kontrol
grafikleri veya diger ¢ok degiskenli kontrol grafikleri ile tespit edilebilir.

Cok degiskenli kontrol grafikleri, tek degigskenli kontrol grafiklerinin
genellestirilmis halidir. Bu grafikler, incelenen siire¢ hakkinda tek degiskenli kontrol
grafiklerinde oldugu gibi siirecin kontrol altinda olup olmadigina karar vermeyi saglar.
Tek degiskenli kontrol grafiklerinde kontrol dis1 noktalar tek bir degiskenden
kaynaklandigindan hata kaynagini belirlemek nispeten kolaydir. Ancak ¢ok degiskenli
stireclerde birden fazla degigken tek bir istatistik olarak ifade edilmektedir. Bu durumda

stirecin kontrol dist oldugu belirlenmekte ancak hangi degisken ya da degiskenlerin
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veya hata kaynaklarinin sinyal iizerinde etkili oldugu ve etki diizeyi bilinememektedir.
Bu da hata kaynaklarinin belirlenmesini giiglestirmektedir. Dolayisiyla cok degiskenli
kalite kontrol grafiklerinin kullaniminda ortaya ¢ikan en Onemli problem sinyalin
yorumlanmasidir. Bu nedenle ¢ok degiskenli kontrol grafikleri uygulamalarinda kontrol
dis1 bir noktaya rastlandiginda buna hangi degiskenlerin veya hata kaynaklarinin neden
oldugunun belirlenmesi gii¢ olmaktadir. Ayrica degiskenler arasindaki kovaryans
nedeniyle kontrol dis1 olan bir degisken degeri, kontrol altinda farkli bir degiskenin
istatistiksel olarak kontrol dis1 goziikkmesine neden olabilmektedir. Bundan dolay1
gercekten kontrol dist durumunda olan degiskenin/degiskenlerin gdzden kagirilmasi ile

kars1 karstya kalinmaktadir.

Her ne kadar ¢ok degiskenli kontrol grafiklerinde belirtilen bir yorumlama
problemi var olsa da, iiretimin gittikge otomatiklesen bilgi kontrollii sistemlerle
yapilmasi, iiriin kalitesinin saptanmasina yonelik daha bol miktarda verinin diisiik
maliyetle toplanmasi, ¢ok degiskenli kalite kontrol grafiklerinin kullanimini

kolaylastirmakta ve tesvik etmektedir.

23.COK DEGISKENLI KONTROL GRAFIKLERINDE HATA
TESHISINE YONELIK OLAN CALISMALARLA ILGILI LITERATUR
ARASTIRMASI

Cok degiskenli kontrol grafiklerinde en cok tartisilan konu, bir 6nceki kisimda da
belirtildigi iizere sinyallerin yorumlanmasidir. Ozellikle son yillarda bu konu cok
degiskenli kontrol grafikleri uygulamalariin odak noktasinda yer almaktadir. (Massood

ve Hassan, 2010)

Cok degiskenli kontrol grafikleri uygulamalarinda, kontrol dis1 sinyalin veya
hatanin teshisine yardimci olabilmesi maksadiyla, hem degiskenlerin ayni1 anda her
birinin ayr1 ayr1 tek degiskenli kontrol grafikleri ile izlenmesi gibi uygulamali, hemde
Temel Bilesenler Analizi, Murphy Yaklasimi, Bonferroni Esitsizligi, Yapay Zeka
Teknikleri gibi teorik yaklagimlar bulunmaktadir. Kontrol dis1 sinyallerin
yorumlanmasini kolaylastirmak i¢in ortaya konan bu yaklagimlar, kontrol dis1 sinyaller
ile bunlara yol acan hata kaynaklar1 arasindaki iliskiyi sistematik bir bigimde ortaya

koymay1 hedefler. (Kocer ve Birgdren, 2004)
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Bu kapsamda c¢ok degiskenli kontrol grafiklerinde meydana gelen kontrol disi
sinyalin yorumlanmasiyla ilgili olarak literatiirde yer alan grafiksel ve analitik
yontemlerle yapilmis c¢alismalardan bazilar1 asagida sunulmustur. Ancak yapilan

caligmalar bunlarla sinirh degildir.

Blazek, Novic ve Scott (1987), ¢cok degiskenli kontrol grafiklerindeki bilgileri
yorumlamak amaciyla poligonal kontrol grafiklerinden (polygonal charts) yararlanarak

bir yontem Onermistir.

Iglewicz ve Hoaglin (1987), siiregte ortalamada ve varyanstaki kontrol dis1
sinyalleri gosteren, Blazek, Novic ve Scott (1987) tarafindan Onerilen kontrol

grafiklerinin tamamlayicisi olan bir yontem ortaya koymustur.

Seder (1990), pozisyon boyut diyagramlar1 ve ¢ok boyut grafiklerini 6nermistir ve
bu grafiksel yontemleri kullanmanin ¢ok degiskenli siireclerde teshisi kolaylastiracagini
belirtmistir. Pozisyon boyut diyagramlari, parcalarin teknik ¢izimlerini andiran sekiller
tizerinde, gozlem alinan noktalardaki Ol¢limleri gosterir. Cok boyut grafikleri ise
birbiriyle iliskili birden ¢ok kalite degiskenini belli geometrik sekiller olusturacak

sekilde ¢izelgeler. Boylece hata kaynaklarinin irettigi izler kolayca gozlenebilir.

Fuchs ve Benjamini (1994), kontrol dis1 sinyalin yorumlanmasiyla ilgili ¢ok
degiskenli profil grafigi (Multivariate Profile (MP) chart) adiyla yeni bir yaklagim
sunmus ve igeriginde Hotelling 72 kontrol grafiklerindeki noktalarin yerine bar

cizelgelerini kullanip, tek degiskenli degerlere ulagsmay1 hedeflemislerdir.

Subramanyan ve Houshmand (1995), c¢ok degiskenli silireci devamli olarak
izlemeyi ve kalite karakteristiklerini sirali tek degiskenli kontrol grafikleri ile izlemeyi

Onermistir.

Atienza, Ching ve Wah (1998), c¢ok degiskenli kutu 72 kontrol grafigini
(the multivariate boxplot T? control chart) 6nermistir. Onerilen kontrol grafigi ile siirec

ortalama ve varyansindaki degisimi miisterek olarak izlenmesine olanak saglamaktadir.

Grafiksel yontemler dogalar geregi oldukca hantal ve sikict yontemlerdir. Cilinkii
bu yontemlerin sonuglarinin kullanicilar tarafindan objektif bir sekilde yorumlanmasi

gerekmektedir. Bu ise olduk¢a zor bir durumdur. Bu kapsamda literatiirde grafiksel
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yontemlere daha kolay olan analitik yontemler gelistirilmistir. Analitik yontemler ile

ilgili olarak yapilmis ¢aligmalar asagida sunulmustur.

Alt (1985), Hotelling 7> grafiklerinde kontrol sinirlarinin belirlenmesinin

onemine deginmistir. Bu kapsamda, Bonferroni araliklarint (%/, yerine #/,,) kullanan

X kontrol grafiklerini kullanmay1 6nermistir.

Jackson (1985, 1991) ve Pignatello ve Runger (1990), sinyallerin yorumlarinda
temel bilesenler analizini kullanmistir. Temel bilesenler analizi, 77 istatistiginin
bagimsiz temel bilesenlerinin karelerine pargalanmasidir (Bakir ve Karaca, 2002). Diger
degisle bu yontemde temel bilesenler orijinal degiskenlerin dogrusal kombinasyonlari
olarak ifade edilmekte olup kovaryans matrisi kullanilarak etkilesimli degiskenler,
etkilesimsiz (bagimsiz) degiskenler haline doniistiiriiliir. 72 istatistigi orijinal
degiskenlerin dogrusal kombinasyonu olan temel bilesenlerin bagimsiz karelerine

ayristiritlir.  Temel bilesenler analizinde Orneklem kovaryansi, S olmak iizere;

|S—21|=0 esitligi  yardimyla; ASA>A > >A, olmak  iizere
A= [/11,/12,13 ,...,/1,{] 0zdegerleri bulunur. Bulunan her bir 6zdeger i¢in; A1—-S =0

esitliginden ozvektorler elde edilir. Bu ozvektorlerin elde edilmesi ile etkilesimli
degiskenler iligkisiz degiskenler haline doniistiiriiliir. Aslinda temel bilesenler analizi bir
eksen rotasyonu iglemidir. Ancak temel bilesenler analizinde kontrol dis1 duruma neden
olan degiskeni kesin olarak saptamakta yetersiz kalmaktadir. Temel bilesenler
analizinde karsilagilan en Onemli sikinti, yeni degiskenlerin fiziksel anlamlarinin
genellikle olmamasidir. Temel bilesenlerin  orijinal  degiskenlerin  dogrusal
kombinasyonu olmast sinyal yorumunu zorlastirmaktadir. Temel bilesenlerle dogrudan

iligkilendirilebilir hata kaynaklar1 varsa bu yontem, hata teshisini kolaylagtirmaktadir.

Murphy (1987), kalite vektoriindeki degiskenleri sinyale neden olmasindan siiphe

edilen ve edilmeyen iki kiimeye bolmeyi Onermektedir. Yaklasimda, X ; vektorii,

kontrol dist sinyale neden oldugundan sliphe duyulan
g adet karakteristik ile sliphe duyulmayan (k-g) adet siiphe duyulmayan karakteristigin
bulundugu iki alt kiimeye bolliniir. Bu yontemin iki dezavantaji bulunmaktadir.
Onerilen yontemin birinci dezavantaji, ¥ ’nin bilinmesi durumunda kullanilabiliyor

olmast ve diger dezavantaji ise uygulamada sezgiyle kontrol dis1 durumundaki
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karakteristigi belirlemenin kolayca miimkiin olmamasidir. Ayrica, bu problem k&

boyutunun da biiyiimesiyle daha kdtiilesecektir.

Doganaksoy, Faltin ve Tucker (1991), cok degiskenli kontrol grafiklerinde kontrol
dis1 sinyal olustugunda, tek degiskenli kontrol grafiklerinden yararlanmay1
onermislerdir. Yaptiklar1 calismada, 772 istatistigini temel alan degiskenleri oncelik
sirasina gore deger atamiglar ve c¢ok degiskenli kontrol grafiklerinde kontrol dist
sinyallerinin yorumlanmasinda, kontrol grafiklerinde degisken ortalamasinin kaydigimin

belirlenmesinde Bonferroni esitsizliginin kullanilmasini 6nermistir.

Chua ve Montgomery (1992), Murphy (1987) tarafindan yapilan calismay1

gelistirmistir.

Hawkins (1993) ve Wade ve Wooodall (1993), Hotelling 77 Kkontrol

grafiklerindeki sinyali tanimlamak i¢in regresyon diizenlemelerini kullanmislardir.

Wierda (1994), step down siirecini Onermistir. Bu prosediir temel olarak

degiskenlerden olusan alt gruplar arasinda oncelikli siralar oldugunu kabul etmektedir.

Hayter ve Tsui (1994), degiskenlerin ortalamasi i¢in ortak bir giiven araliginin
olusturulmas1 gerektigi temeline dayali bir yontem Onermistir. Hayter ve Tsui
(1994)'nun o6nerdigi yontem, Alt (1985) tarafindan Onerilen Bonferroni araliklarina

dayali yonteme gore daha etkilidir.

Mason, Young ve Tracy (1995), T? istatistiginin bagimsiz parcalara ayrilmasina
yonelik bir yaklagim gelistirmislerdir. Literatiirde Mason, Young ve Tracy (1995)
tarafindan Onerilen bu yontem genellikle arastirmacilarin bas harflerinin birlestirilmesi
ile olusan MYT ayristirmasi olarak adlandirilir. Literatiirde kontrol dis1 sinyalin
yorumlanmasi 1ile 1ilgili yapilan uygulamali Orneklerde genellikle bu yontem

kullanilmaktadir.

Runger, Alt, and Montgomery (1996), 7?2 degerlerinde kayan degiskeni tespit

etmek amaciyla farkli bir metrik uzaklik 6l¢iiniin kullanimini 6nermislerdir.

Sepulveda ve Nachlas (1997), ¢cok degiskenli kalite kontrol grafiklerinde meydana
gelen kontrol disi sinyalin yorumlanmasina benzetim yolu ile ¢oziimler iiretilmesi

tizerinde durmustur. Benzetilmis minimax kontrol grafigi adin1 verdikleri bir yontem
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onermislerdir. Benzetilmis minimax kontrol grafiklerilerinde, p adet birbirini etkileyen

kalite karakteristigi i¢in, belirlenmis bir Tip I hata olasiligin1 saglayacak bi¢imde alt ve

ist kontrol sinirlarinin yerlestirilmesi s6z konusudur.

Niaki ve Moeinzadeh (1997) ve Niaki, Houshmand ve Moeinzadeh (2001),
Murphy (1987) tarafindan yapilan ¢aligmanin parametrik olmayan halini
gelistirmislerdir ve kontrol dist sinyale neden olan degisken se¢imine yonelik bir

algoritma ve istatistik gelistirmislerdir.

Busby (2001), cok degiskenli kontrol grafiklerindeki kontrol disi sinyallerin
degisken boyutunu azaltmak i¢in ¢oklu regresyon analizine benzeyen en iyi alt kiimeler

yaklagimi Onermistir.

Thomas (2002), ¢ok degiskenli kontrol grafiklerindeki kontrol dist sinyallerin
degisken boyutunu azaltmak i¢in ileriye dogru se¢cim ve geriye dogru eleme olmak
tizere iki yontem iizerine ¢aligmistir. Burada gelistirilen yontemler, adimsal yontemler

olarak adlandirilmaktadir.

Houshmand ve Golnabi (2003), her bir kalite karakteristigini kontrol etmek i¢in

bilinen Tip I hata olasilig1 degerlerine dayali bir yontem Onermistir.

Aparisi, Avendafio ve Sanz (2006) tarafindan ¢ok degiskenli kontrol grafiklerinde
kontrol dis1 sinyale neden olan degiskenleri siniflandirmada MYT ayrigtirma metodu ile
bazi yapay sinir ag1 (YSA) modellerini karsilagtirmistir. Karsilagtirmanin sonunda
dogru smiflandirma yiizdesi olarak YSA modelinin MYT ayristirma metoduna gore daha

1yi sonuglarin elde edilebilecegi gosterilmistir.

Montgomery (2013:495), aralarinda iligki bulunan kalite degiskenleri, bagimlilig
dikkate alan ¢ok degiskenli kontrol grafiklerinde takip edildiginde ve kontrol dis1 bir
durum tespit edildiginde, bu duruma neden olan degiskeni bulmak i¢in degiskenlerin tek
degiskenli kontrol grafikleri ile takibinin yapilmasmin etkili bir yol oldugunu

belirtmektedir.

Apley ve Lee (2010), cok degiskenli iiretim siireclerinde meydana gelen
degisimin temel nedenlerini bulmak ic¢in lineer modellerin kullanildigr bir¢ok

caligmalarin yapildigini belirtmektedir. Apley ve Lee (2010)'e gore siirecte meydana
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gelen degisimin temel nedenlerini bulmak i¢in gerekli olan Orneklemin on-line ve
off-line siireglerden toplandigi iki paradigma bulunmaktadir. Birinci paradigmada,
degisim Oriintii seti, off-line olarak ge¢mis veri seti kullanilarak olusturulmakta ve bir
O0n model ortaya konmaktadir. Daha sonra on-line bir siirecte olusturulan bu 6n modelin
denemesi yapilmaktadir. Diger paradigmada ise 6n modelin olusturulmasina ihtiyag
duyulmamaktadir. On-line bir siiregten alinan anlik O6rneklem yardimiyla siirecteki
vektorlerde o andaki degisimin kaynagmma neden olan veya olacak herhangi bir
Oriintliniin varlig1r aranmaktadir. Apley ve Lee (2010) belirtilen bu iki parametreyi tek
bir lineer denklemde birlestirmis ve X; = BU; + CV; + W; seklinde modellemistir. X;
orneklemi, bir siirecten veya iiriinden orneklemi alinan kalite fark vektori, BU;, 6n
model olusturulmus hata kaynaklarini, CV, 6n model olusturulmamis hata kaynaklarini
temsil etmektedir ve W;~(0,6%) ve b. 6. d.'dir. Ayrica, bu kapsamda yapilan ¢alismalarin
kaynagi olarak Caglarek, Shi ve Wu (1994), Barton ve Gonzalez-Barreto (1996), Apley
ve Shi (1998) ve Jin ve Shi (1999) tarafindan yapilan ¢alismalar gosterilmektedir. Apley
ve Lee (2010) tarafindan yapilan ¢alismada, ayrica son zamanda lineer modellerle ilgili
Ding, Caglarek ve Shi (2002), Zhou, Ding, Chen ve Shi (2003), Ding, Gupta ve Apley
(2004), Apley ve Ding (2005), Ding ve Apley (2007) ve Runger, Barton, Castillo ve
Woodall (2007) tarafindan yapilan bazi ¢aligmalarin da bulundugu belirtilmektedir.

Liu ve Hu (2005) tarafindan yapilan ¢alismada, bir otomobil iiretim siirecinin ¢ok
kompleks bir siire¢ oldugu, liretimdeki faaliyetlerin es zamanli olarak ¢esitli asamalarda
yapildig1 ve her bir asamada bir ¢cok hata kaynaginin (fixture faults) meydana geldigi
belirtilmistir. Bu iiretim stireciyle ilgili olarak iiretimin ¢esitli asamalarinda meydana
gelen bircok hata kaynaginin kolay bir sekilde yorumlanmasi maksadiyla “Dizayn
Edilmis Bilesimler Analizi (Designated Component Analysis)” isimli bir yontem
onerilmistir. Onerilen bu yontemde hata kaynaklarini temsil eden parametrelerin gesitli
istatistiksel kalite kontrolii yontemleri (kontrol grafikleri veya temel istatistiksel kalite
kontrol yontemleri (Shewhart (1931) tarafindan ortaya konan ve literatiirde muhtesem
vedili olarak anilan yontemler)) ile izlenebilecegi ve hata kaynaklarinin teshisi

konusunda en etkili sonucun elde edilebilecegi ifade edilmektedir.
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Yukarida yer alan konularla ilgili olarak tartismalarin detaylart Lowry ve
Montgomery (1995), Kourti ve MacCregor (1996), Mason, Tracy ve Young (1997) ve

Bersimis, Psarakis ve Panaretos (2007) tarafindan yapilmis ¢alismalara bakilabilir.

Bakir ve Karaca (2002), yukarida yer alan yaklasimlarin genel bir

degerlendirmesini yapmustir.

Yukarida belirtilen yontemlerin yaninda ¢ok degiskenli kontrol grafiklerinde hata
tespiti ve teshisine yonelik yapay zekd yontemleri de kullanilmaktadir. Kalite kontrol
grafiklerinde hata tespiti ve teshisine yoOnelik olarak kullanilan yapay zeka
yontemlerinden bazilari, genetik algoritmalar, uzman sistemler, bulanik mantik ve YSA
gibi yaklasimlardir. Bu yaklasimlardan en fazla kullanilan1 ise YSA yaklagimidir. Bu
yaklagimin kalite karakteristiklerinin izlenmesi, kontrol dis1 sinyalin tespiti ile teshisi ve
hata kaynagmin ortaya konulmasinda nasil kullanildigi ile ilgili bilgiler ve yapilan

calismalar tezin tiglincii boliimiinde yer almaktadir.

Kontrol dis1 sinyalin veya hatanin teshisine yonelik olarak yukarida agiklandigi
tizere literatiirde birgok yontem bulunmaktadir. Bu yontemlerin hepsinin bir¢ok avantaji
ve dezavantaji bulunmaktadir. Ancak giinlimiize kadar literatiirde yer alan bu
yontemlerde, ¢ok degiskenli kontrol grafiklerinde tespit edilen kontrol dis1 sinyalin
yorumlanmasi1 veya hatanin teshisi konusunda tam olarak anlayis Dbirligi

saglanamamustir.
2.4. STTG YONTEMIi METODOLOJISi

Gilinlimiizde tretim sistemlerinde veri toplanmasi icin otomatik ve yeni
teknolojiyle donatilmis sistemler gelistirilmistir. Otomatik veri toplama araglar1 ve
sayisal analiz yontemleri c¢ok hizli ve masrafsiz sekilde ¢ok degiskenli Olgiim
yapmaktadir ve birgok endiistride iiretimdeki 6lgiim miktarini1 gogaltmaktadir. Ornegin
imalat sanayinde, kullanim kolaylig1 arttirilmis hassas mastar ve olglim aletleri, lig-
boyutlu koordinat Sl¢lim cihazlari, kameralara veya lazer teknolojisine dayali optik
sistemler, bilgisayarla biitiinlesik sekilde hata teshisinde kullanilmaktadir (Barton ve
Gonzalez-Barreto, 1996; Espada-Colon ve Gonzalez-Barreto, 1997; Gong, Jwo ve
Tang, 1997; Singh ve Gilbreath, 2002). Kamera sistemleri, hem talasli hem elektronik
imalat fabrikalarinda, ti¢-boyutlu koordinat Ol¢iim cihazlar1 ise talagli i1malat

fabrikalarinda hizla yayginlasmaktadir. Bu durum sirketlerin elinde kompleks ve i¢inde
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bir¢ok gizli bilginin bulundugu ¢ok sayida veri kiimelerini yani kalite karakteristiklerini

ortaya ¢ikarmaktadir.

Giliniimiizde kalite karakteristigi sayisinin ve bu kalite karakteristiklerindeki
gozlem sayisinin artmasi geleneksel c¢ok degiskenli kalite kontrol grafiklerinin
etkinligini sorgular hale getirmektedir. Ornegin bu durumla ilgili olarak Hotelling T2
kontrol grafigini ele alalim. Hotelling (1947) tarafindan onerilen klasik ¢ok degiskenli
T? kontrol grafikleri ile Montgomery (2009)nin belirttigi lizere siire¢ ortalamasinin
takibi icin birbiriyle iliskili on ve daha az sayida degisken takip edilebilmektedir.
Dolayisiyla degisken sayisi fazlalastiginda klasik ¢ok degiskenli kontrol grafiklerinin
kabiliyeti problem kaynaklarini teshis etmek igin diigmektedir.

Hotelling 77 kontrol grafigi ile sayica fazla kalite karakteristiklerinin takibinde
hem zorlanilmakta, hem de kontrol grafiklerinin performansi diigmektedir. Bu durumda
cok degiskenli EWMA ve CUSUM kontrol grafikleri gibi oldukca etkili yontemler
olmasma ragmen, yiikselen degisken sayisi yine de bu kontrol grafiklerinin siireci
izleme ve kontrol dist sinyalleri tespit performansinin diismesine neden olmaktadir.
(Runger, Barton, Castillo ve Woodall, 2007:160). Literatirde bu durumlarda yani
degisken sayisinin fazla olmasi durumunda temel bilesenler analizi, faktor analizi ve
gizil kok gibi yontemlerin kullanilarak bu saymin azaltilmasi onerilmektedir. Cok
degiskenli kontrol grafiklerinde kullanilan faktor analizi yaklasimi ile ilgili gerekli
detaylar Apley ve Shi (1998) ve Lee ve Apley (2004) tarafindan yapilan ¢aligmalarda,
temel bilesenler analizi ile ilgili detaylar ise Yang, He ve Xie (1994) ve Ceglarek ve Shi
(1996) tarafindan yapilan calismalarda bulunmaktadir. Ayrica, degisken sayis1 fazla
oldugunda kontrol altina alinabilen ve bilinen nedenlere (anticipated assignable causes)

bagli kontrol grafiklerinin dizayn edilmesi de 6nemlidir.

[statistiksel agidan ortalama sapmalarni saptama giicii ¢ok yiiksek olan ¢ok
degiskenli kontrol grafiklerinin diger taraftan miihendislerce yorumu zordur. Ciinkii,
T? istatistiginin pratikte bir anlami yoktur. Son yillarda 77 sinyallerini dogru
yorumlayarak hata teshisini kolaylastirmak i¢in dnceki kisimlarda da agiklandigi gibi
bircok yontem gelistirilmistir (Mason, Chou ve Young, 2001; Stoumbos, Reynolds,
Ryan ve Woodall, 2000; Fuchs ve Kenett, 1998). Bu yontemlerin bir kismi 72

grafiklerindeki sinyallerden hangi degiskenlerin sorumlu oldugunu saptamayi
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amaglamaktadir (Murphy, 1987; Doganaksoy, Faltin ve Tucker, 1991; Mason, Tracy ve
Young, 1995; Nedumaran ve Pignatiello, 1998; Birgoren, 2000; Maravelakis, Bersimis,
Panaretos ve Psarakis, 2002). Bu yontemlerde sinyale etkisi en ¢ok olan degisken ya da
degisken grubunun belirlenmesiyle hata kaynagmin dogrudan saptanacagi

varsayilmaktadir.

Hata kaynaklarmin belli degiskenleri dogrudan etkileyecegi varsayimi her zaman
dogru degildir ya da belli degiskenler siirecteki hata kaynaklarinin sadece bir kisminin
etkilerini agiklayabilir. Bu varsayimin gecgerli olmadigi durumlarda, siirecteki hata
kaynaklarmin ¢ok degiskenli gozlemlerde ne tiir izler birakacagi siire¢ uzmanligina
dayanarak belirlenip bu izlerin saptanmasina yonelik yontemler gelistirilmistir. Bu izler,
degisken ortalamalarinin belli yonlerde sapmasi seklinde (Barton ve Gonzalez-Barreto,
1996, Birgoren, 2000, Espada-Colon ve Gonzalez-Barreto 1997; Birgoren, 2000;
Maravelakis, Bersimis, Panaretos ve Psarakis, 2002; Apley ve Lee, 2003) ya da 77
sinyallerinin kontrol grafiklerinde meydana getirdigi Grafik 2.1°dekine benzer izler
(oriintiiler) seklinde (Mason, Chou, Sullivan, Stoumbos ve Young, 2003)
olabilmektedir. Genellikle bu g¢alismalar zaman boyunca degil, sadece bir parcadan
alian gdzlemlerde olusan izler iizerine yogunlasmistir. Bu kapsamda bir parca iizerinde
ayni kalite karakteristiginin ¢oklu Slgiimleri alinip bir kalite vektorii olusturulmus bir
cok ornekleri literatiirde bulunmaktadir. Bu parganin gdstergesi olarak bu dl¢iimlerin
birlestirilmesi sonucu olusturulan bu, kalite vektoriidiir. Bu c¢alismalara 6rnek olarak,
Can ve Zhou (1993) ve Avis ve Classen (1995) tarafindan yapilan caligsmalar

gosterilebilinir.

Uretilmis bir parganin yiizeyindeki hata oriintiileri ile siire¢ hatalar1 arasinda iliski
kurma, kalite vektoriinii temsil ederek parcalarin tizerinde gozlemlenen hata oriintiilerini
teshis etmek icin bir yol saglar. Siirecteki degiskenligin veya yanliliginin her potansiyel
nedeni icin bir hata izini tanimlamanin miimkiin oldugu kabul edilir. Bu bilgiler siire¢
bilgisinden, siire¢ hatalarmin derin bir sekilde tanmitilan deney tasarimindan ya da
simetri/asimetri Oriintiilerden elde edilir (Barton ve Gonzalez-Barreto, 1996). Bu
kapsamda, Apley ve Lee (2003), Apley ve Shi (2001) ve Jin ve Zhou (2006) gegmiste
birikmis verilerde Oriintii izlerinin tanimlanmasi i¢in metodlar onermislerdir. Ding,

Gupta ve Apley (2004), Huang ve Shi (2004) ve Jin ve Zhou (2006) ise gozlemlenen
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kalite vektoriinlin drneklem kovaryans matrisini kullanarak hata izlerini tanimlamak i¢in

cesitli yontemler gelistirmislerdir.

Bu konu {izerine yapilan arastirmalar, ¢ok degiskenli verilerde olusan bazi
oriintiilerle problem kaynaklar1 arasinda dogrudan baglantilar olmasindan hareket

etmislerdir.
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Kaynak: Or¢anh K., Oktay E. ve Birgéren B. (2015). “Cok Degiskenli Kontrol Kartlar: Oriintii Tanima
Literatiiriinde Bir Arastirma”, Social Sciences Research Journal, 4(2), 23-42.

Grafik 2.1: Cok Degiskenli Kontrol Grafiklerinde Olusan Tipik Oriintii Ornekleri

Yukarida sozel olarak agiklanan hususlar1 daha somut olarak ortaya koymak

amactyla literatiirden bir 6rnek verilecektir.

Espada-Colon ve Gonzalez-Barreto (1997), baskili devre kartlarma lehim baski
siirecinde bu tiir izlerin nasil olustugunu incelemistir. Sekil 2.1, bir baskili devre
kartindaki lehim pozisyonlarin1 gostermektedir. Burada kalite degiskenleri, her
pozisyondaki lehim miktarlarinin hedef degerden farklaridir. Kalite vektori ise
X=(X1,%X2, X3yeeueeen. X,0)'dir. Kalite vektoriinde negatif degerli bir x'in olmasi, hedef
degerden az oldugunu, pozitif degerli bir x'in olmasi, hedef degerden fazla oldugunu

gosterir.
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Kaynak: Espada Colon, H. 1. ve Gonzalez-Barreto, D. R., (1997). “Component Registration
Diagnosis for Printed Circuit Boards using Process-Oriented Basis Elements”, Computers and
Industrial Engineering, 33, 389-392.

Sekil 2.1: Baskili Devre Kartinda Lehim Pozisyonlari

Baskili devre kartinda toplam yirmi lehim pozisyonu bulunmaktadir. Her
pozisyondaki lehim miktar1 kamera ile oOlciilmektedir. Kalite degiskenleri, 6l¢iilen
miktarlarin hedef degerden farklar1 seklinde tanimlanmistir. Bir parca iizerinde olusan
oriintiiler ve bunlara neden olan hata kaynaklari, siire¢ uzmanlariyla yapilan miilakatlar

ve veri analiziyle ortaya ¢ikarilmistir. Bu izler Sekil 2.2°de gosterilmistir:
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1. Hata kaynag1 2.Hata kaynag1 k.Hata kaynag:

Kaynak: Espada Colon, H. 1. ve Gonzalez-Barreto, D. R., (1997). “Component Registration
Diagnosis for Printed Circuit Boards using Process-Oriented Basis Elements”, Computers and
Industrial Engineering, 33, 389-392.

Sekil 2.2: Baskili Devre Kartinda Olusan Hata Kaynaklar

Her pozisyondaki sapma, sapmanin negatif ya da pozitif yonde olmasina gore
iceri ya da disar1 bir okla gosterilmistir. Ok uzunluklar1 sapmanin miktar: ile orantilidir.
Ardindan izin belirginlesmesi i¢in ok uclart dogru parcalartyla birlestirilmistir.
Sekil 2.3'de, 1. hata kaynag ile iliskili izin bir vektorle nasil ifade edilecegini de

gosterilmektedir.
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Kaynak:Espada Colon, H. 1. ve Gonzalez-Barreto, D. R., (1997). “Component Registration
Diagnosis for Printed Circuit Boards using Process-Oriented Basis Elements”, Computers and
Industrial Engineering, 33, 389-392.

Sekil 2.3:Baskili Devre Kartinda Olusan izlerin Vektorde Gosterimi

Hata kaynaklarinin vektordeki degerlerin goreli biiyiikliikler olmasi 6nemlidir. Bu
stirecte hata kaynaklartyla dogrudan iligkili k& adet yon saptanmistir. Gozlenen kalite
vektoriinde bu yonlerde bir sapmanin tespit edilmesi, iliskili hata kaynagina dogrudan
isaret edecektir (u, yonii icin 2. hata kaynag: gibi). Bu amagla gelistirilen yontemler
arasinda regresyonla kalite vektoriiniin yonler cinsinden ¢oziimlenmesi (ST7G-process
oriented basis representation) (Barton ve Gonzalez-Barreto, 1996, Espada-Colon ve
Gonzalez-Barreto, 1997), ¢ok degiskenli uzayda yonlerle iliskili kontrol bolgeleri
tanimlanmasi (Birgoren, 1998) ve 77 sinyalinin Scheffe tipi araliklarla ¢ézlimlenerek

anlamli sapma yonlerinin bulunmasi (Birgoren, 2000) sayilabilir.
2.4.1. Siire¢c Tabanh Temel Gosterimler Yontemi'nin Temelleri

STTG yontemi, Barreto ve Barton (1996) tarafindan gelistirilmis istatistik tabanlt
cok degiskenli bir siire¢ teshis yontemidir. (Birgdren, 1998; Birgoren, 2004: 19; Colon,
1998: 3; Padilla, 2005: 9). Bu yontem;
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- Cok degiskenli verilerde olusan desenleri saptamak amaciyla

gelistirilmistir.
- Coklu dogrusal regresyona dayanmaktadir.

- Uretim siireglerindeki dzel nedenlerin kalite vektorii iizerinde olusturdugu
ortintiilerle baglanti kurarak {iriin performansindaki degiskenligin en muhtemel

sebeplerini tanimlar.

STTG yontemi, 1950 yilinda Seder tarafindan ortaya konan pozisyon boyut
diyagramlari ile ¢ok boyut cizelgelerine dayanmaktadir. Pozisyon boyut diyagramlari,
parcalarin teknik c¢izimlerini andiran sekiller iizerinde, gozlem alinan noktalardaki
Olctimleri gosterir. Cok boyut cizelgeleri ise, birbiriyle iliskili birden ¢ok kalite
degiskenini belli geometrik sekiller olusturacak sekilde c¢izelgeler, boylece hata

kaynaklarinin tirettigi izler kolayca gozlenebilir.

STTG yonteminde bir iirline ait cok degiskenli kalite karakteristikleri vektoriiniin
hedef degere gore sapmalarin olusturdugu Oriintli, birbirine gore bagimsiz hata
kaynaklarinin hedef degere gore olusturdugu Oriintiilerin cebirsel toplamina esit oldugu
mantigia dayanir. Dolayisiyla her bir hata kaynaginin olusturdugu oriintiiniin standart
bir temel vektorii bulunmaktadir. Bu nedenle STTG yonteminde 6nerilen matematiksel
modellere girmeden 6nce standart temel vektor, bagimsiz—normal vektor ve vektorlerin

bagimsizlig1 kavramlariin agiklanmasinda yarar saglayacagi diisiiniilmektedir.

2.4.1.1. Standart Temel Vektor, Dogrusal Birlesimler (Kombinasyonlar) ve

Vektorlerin Bagimsizhigr Kavramlar

Standart temel vektor, dogrusal birlesimler (kombinasyonlar) ve vektorlerin
bagimsizlig1 kavramlari iki boyutlu bir kartezyen koordinat diizlemi yani iki degiskenli

bir uzayda anlatilmaya caligilacaktir.

2.4.1.1.1. Standart Temel Vektor

Grafik 2.2'de oldugu gibi X; ve X, eksenleri lizerinde sirasiyla v; ve v, noktalar
verilmis olsun. Bu noktalar1 vektor olarak gostermek istersek, v;(1,0) ve v,(0,1)
vektorleri seklinde gosterilir. Yani, herhangi bir boyutta verilen kartezyen eksenler

vektorler ile gosterilebilmektedir. Bu durumu k boyutlu bir uzayda genelleyecek
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olursak; gosterim sekli vy, v,...v; gibi olur. Bu vektorlere ''standart temel vektorler'

ad1 verilmektedir (Sharma, 1996:24-25).

X,

V5 (L,0)

1-’1(1.0)

Grafik 2.2:Standart Temel Vektor
Burada |v,|=1, |v,|=1 ve v; ve v, vektorleri arasindaki a¢1 90°‘ye esit olmaktadir. Birim
uzunlukta ve birbirine dik vektorlere de 'bagimsiz—normal vektorler'" adi

verilmektedir.
2.4.1.1.2. Dogrusal Birlesimler (Kombinasyonlar)

R%’deki her nokta veya vektor temel vektoriin dogrusal bilesimi olarak
gosterilebilir. Grafik 2.3'de gosterildigi gibi a; ve a, vektorleri, x; ve x, temel
vektorlerinin sirasiyla x; ve x, skaler degerleriyle carpilmasi ile elde edilen iki

vektordiir.

A X,

a;=x,X,=(0, x7)

a;(xl; X2)

a; =éch1=(x1 ,0)

[
»

X4
Grafik 2.3:Dogrusal Birlesimler (Kombinasyonlar)
a,=x1X1=(x1,0)
(2-1)
az=x2X,=(0, x3)
yukaridaki iki vektoriin toplami bitis noktast A olan yeni bir vektordiir.

a=a,+0a,;=0X1+0,X,=(x1,0)+(0, x2)=( X1, X3) (2-2)
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Diger bir anlatimla a vektorii iki temel vektoriin agirhikli toplami olarak
hesaplanmaktadir. Agirliklar (x; ve x;) x; ve x, eksenlerine gore A noktasinin
koordinatlar1 olarak adlandirilir. Ayrica agirliklar A noktasini gdsteren a vektoriiniin
bilesenleri olarak da adlandirilir. Agirliklarin toplami dogrusal kombinasyonlari
gostermektedir. Yani a vektorii temel vektorlerin dogrusal bilesimidir. Burada a,; ve a,
vektorleri a vektoriinden x; ve x, eksenleri iizerindeki izdiigiimleri ile elde
edilmektedir. izdiisiimii vektorlerin biiyiikligli, aynt zamanda ayr1 ayri x; ve X,
eksenleri lizerinde koordinatlar sirast ile x; ve x, olan a vektoriiniin bilesenleridir.
Genel olarak k boyutlu bir uzayda herhangi bir vektor temel eksenlerin dogrusal
bilesimi olarak ifade edilebilmektedirler. Yani a(x;, x5,...... X)) olarak verilen bir vektor

asagidaki gibi ifade edilmektedir. Yani;

a=x1 X1 +x X +..... x, X (2-3)

2.4.1.1.3. Vektorlerin Bagimsizhg:

Iki boyutlu bir kartezyen koordinat sistemi, sirasiyla v;(1,0) ve v,(0,1) gibi iki
bagimsiz—normal vektorler tarafindan gosterilebilmektedir. v; ve v, vektorlerinin

dogrusal bilesimi ile gosterilen bir a(x;, x,) vektoriinli diisinelim. Yani,
a=x1V1+X,V,=x1(1,0)+x,(0,1)=(x1, x2) (2-4)

Burada x; ve x, sirasiyla X; ve X, eksenlerinin koordinatlarin1 géstermektedir. Bu fi¢
vektorden (a, v4, v,) birisi diger iki vektoriin dogrusal birlesimi olarak gosterilebilirse,
bu vektorler "birbirleriyle dogrusal olarak bagimhdir'" denir. Diger taraftan, 6rnegin
v; ve v, vektorlerinden birisi digeri cinsinden dogrusal olarak ifade edilemezse, iki
vektoriin birbirinden dogrusal olarak bagimsiz oldugunu gosterir. Benzer sekilde, a ve
v; vektorleri gibi a ve v, vektorleri birbirinden dogrusal olarak bagimsizdirlar. Genel
olarak a4, a,,.... a; gibi bir grup vektérden herhangi biri digerinin veya digerlerinin
dogrusal bilesimi olarak gosterilemiyorsa, bu vektdriin veya vektorlerin dogrusal

bagimsiz oldugunu gosterir (Sharma, 1996:30-31).
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2.4.1.2. STTG Yontemine Matematiksel Bakis

STTG yontemi, bir siirecte 6zel nedenlerin ¢ok degiskenli kalite vektori x
tizerinde bilinen Oriintiiler olusturdugu durumlarda regresyon analizi gibi tekniklerle

kalite vektoriinde hangi 6zel nedenlerin etkili oldugunu ortaya koymay1 amaglar.

x, kalite vektorii iizerinde hata kaynaklarinin olusturdugu sapmalardan olusan
Oriintlii matrisini, A, hata matrisini, a;, A hata matrisinin i’nci siitunu i’nci 6zel nedenin
olusturdugu Oriintliyli veya hata vektoriinii, k, bir silirecte tespit edilen hata sayisini
i=1,2,...k ve m ise degisken sayisin1 temsil etsin. Dolayisiyla £ adet hata kaynaginin
olusturdugu A hata matrisi, A=[a4|a,|...|a;] seklinde ve her bir hata ise a; seklinde
gosterilir. Burada {aq,a,,...,a; }'e siire¢ tabanli temel elemanlar denir. Kalite vektorii
lizerinde olusan x Oriintii vektoriinii bagimli degisken ve A hata matrisinin her bir
elemanini veya slire¢ tabanli temel elemani bagimsiz degisken olarak kabul edersek
STTG yonteminde matematiksel modeller hata matrisindeki satir ve siitun sayisina bagh

olarak denklem (2-5) ve denklem (2-6) scklinde kurulmaktadir.

x=Az (2-5)
veya
x=Az+¢, e~(0,0%) b.o.d (2-6)

Denklem (2-5) ile denklem (2-6)’daki z’ler hata kaynaginin biiyiikliigiinii temsil
etmektedir ve STTG katsayilar1 olarak adlandirilir. Denklem (2-5)’deki parametreler
basit lineer denklem ¢oziimii ile ve denklem (2-6), parametreler ise en kiiciik kareler
yontemi ile elde edilmektedir. S6z konusu iki model c¢oziimlenerek z'ler yani STTG

katsayilar1 elde edilmektedir.

Hata matrisinin satir ve siitunlar1 yani ¢ok degiskenli kalite vektoriindeki degisken
sayist ile hata sayisi esit ise yukarida belirtilen matematik modelden denklem (2-5)
kullanilir. Eger hata kaynak vektorleri veya STTE’ler birbirinden bagimsiz veya
ortogonal ise soz konusu birinci matematiksel model x=z,a,+z,a,+... +z,a; seklinde
kurulmaktadir. Hata matrisinin satir sayist siitun sayisindan biiyiikse denklem (2-6)’de
yer alan matematiksel model kullanilir. Ancak genellikle kalite vektorii boyutu 6zel

neden sayisindan biiyiik oldugu i¢in daha cok bu matematiksel modellerden
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denklem (2-6)’da yer alan matematiksel model kullanilir. Literatiirde hata terimi
vektorii € icin & ~ N(0,06°) ve bagimsiz, 6zdes, dagilmis (b.6.d.) varsayilmistir.
Denklem (2-6)’de yer alan matematiksel modelde a;’ler bilinen 6zel nedenleri
modellediginden hata terimi genel nedenler ile siire¢ iizerinde az veya hi¢ etkisi

olmayan ve bilinmeyen diger 6zel nedenleri temsil eder.

Yukarida sozel olarak aciklanan yontem matematiksel olarak su sekilde

agiklanabilir.

Bir iirtindeki ¢oklu 6l¢iim degerlerinin siirecin sonunda ulasilmasi istenen hedef
degerlerden sapmalarindan olusan ¢ok degiskenli kalite vektorii x, STTE matrisi A ve
STTG katsayilar z ile gosterilecek olunursa yontemle ilgili denklem (2-5) ile denklem
(2-6)’da yer alan iki adet matematiksel model Onerilmektedir. Denklem (2-5)’de yer
alan matematiksel model x=zA ve denklem (2-6)’da yer alan matematiksel model ise
x=zA+¢ dir. Burada &~(0,6%) ve b.o.d.’dir. STTE hata matrisindeki kalite degisken
sayist ile STTE sayisinin esit olup olmamasma gore STTG katsayilarinin
hesaplanmasinda bazi farkliliklar bulunmaktadir. Kalite degiskeni sayisi temel eleman
sayisina esit (denklem (2-5)) ise STTG katsayilar1 yani z’ler basit lineer esitlik
yardimiyla yani z=(A4) " x ¢oziimii ile bulunur. Eger STTE hata matrisinin satir sayisi
siitun sayisindan biiylikse (denklem (2-6)) bu durumda ise STTG katsayilari,
z=(A'A)"A'x ¢oziimii ile ¢oziilmektedir. Fakat STTE hata matrisinin satir sayisi siitun
sayisindan kii¢iik olmasi durumunda belirtilen ¢6ziim yaklasimlar ile STTG katsayilari

hesaplanamamaktadir.

STTG yontemi literatiiriinde denklem (2-5) ve denklem (2-5)’lerde yer alan
matematiksel modeller bulunmaktadir. m'y1 kalite vektoriindeki kalite degisken sayisi ve
k’y1 hata kaynagi sayisit olarak kabul edersek m<k durumu yani kalite degisken
sayisinin hata kaynagi sayisindan az olmasi durumunda literatiirde ¢oziim yolu veya
uygulamaya yonelik yapilmis bir ¢alisma bulunmamaktadir. m<k durumunda

kullanilabilecek yol olarak degisken secimi kavrami ortaya ¢ikmaktadir.

Cok degiskenli regresyon c¢oziimlemesinde, modeli olusturan bagimsiz
degiskenlerden bazilarinin modele katkis1 Onemsiz olabilir. Bu nedenle bagimh
degiskeni en uygun sekilde agiklayacak bagimsiz degiskenlerin belirlenmesi ve 6nemsiz

degiskenlerin modelden ¢ikarilmasi gerekir. Bu siirece degisken se¢imi denir. Degisken
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secimi i¢in kullanilan gesitli yontemler bulunmaktadir. Bu yontemlerden biri adimsal
regresyon yontemleridir. Adimsal regresyon yontemleri ile ilgili detayli bilgiler

uygulama boliimiinde verilmistir.

Yukarida agiklandigr iizere temel elemanlar1 temsil etmek lizere eger konuyu basit
bir cebir islemi olarak diisiinecek olursak x vektoriiniin her bir bileseni birbirinden
bagimsiz temel elemanlar olusturmaktadir. Bu durumda x vektorii, bagimsiz temel
elemanlarin toplamindan olusur ve x=a,e;+aze;+aszes+........axe; seklinde olur.
Burada temel elemanlar yani e'ler (1,0,0,........ ,0), (0,1,0,........ ,0), (0,0,1,........ 0),.......
(0,0,0.,........ ,1) seklinde alabiliriz. Ancak temel elemanlarin bu sekilde alinmasi
problemin ¢6ziimii i¢in yeterli olmamaktadir. Cilinkii temel elemanlarin bagimsizligi
saglanmistir ancak her temel vektor sadece bir kalite karakteristigini temsil etmektedir.
Bu temel elemanlar yerine ¢ok degiskenli kalite vektoriinii temel eleman olarak temsil
eden temel elemanlara ihtiyag duyulmaktadir. Iste bu durumda temel elemanlari
gostermek amaciyla Barton ve Gonzalez (1996) tarafindan Onerilen temel eleman

hesaplama yonteminin degeri ortaya ¢ikmaktadir.

Buraya kadar STTG yonteminin mantigi ve kullanilan matematiksel modeller
anlatilmaya calisilmistir. Ozet olarak ele almmasi gerekirse STTG metodolojisinin
uygulama adimlar1 asagiya c¢ikarilmistir. STTG metodolojisinin grafiksel olarak

anlatimi ise Sekil 2.4’de yer almaktadir.

1. Adim: Kesin siire¢ problemleri belirlenir. Her farkli siire¢ problemi,
A, Ag,e..... ay olarak adlandirilir. Her bir a vektori bir adet hata kaynagini temsil eder
ve bunlar siire¢ tabanli temel elemanlardir. Daha sonra STTG metadolojisine uygun
olarak siire¢ tabanli temel elemanlar: birlestirilerek hata kaynagi matrisi yani temel

elemanlar matrisi olusturulur.

2. Adim: m elemanl x kalite vektoriinli olusturmak i¢in tek bir {iriin i¢in benzer

Olctim seti bulunur.

3. Adim: 2. adimda elde edilen x kalite vektorii bagimli degisken ve 1. adimda
elde edilen siire¢ tabanli temel elemanlari (hata kaynaklari) agiklayici (bagimsiz)
degiskenler olarak ele alinir ve bunlara siradan en kii¢lik kareler yontemi uygulanir. Bu

sayede x=Az+¢ seklindeki basit coklu dogrusal regresyon yontemi ¢oziiliir ve regresyon
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katsayilar1 elde edilir. Burada elde edilen regresyon katsayilar1 STTG katsayilar1 olarak

adlandirilir.

4. Adim: STTG katsayilar1 tek veya cok degiskenli kontrol grafikleri ile izlenir ve
siire¢ hakkinda karar verilmeye calisilir. Eger kontrol dis1 sinyal tespit edilirse uygun
ayristirma yontemi ile hata kaynagi hangi STTG katsayis1 veya katsayr gruplarindan
kaynaklandig1 bulunmaya calisilir.

| Gozlemlenmis Proses Sapmalar: |

; \l /

Proses Tabanl Temel IvIamm A
= a1| Az e a,l]

| Gozlemlenmis Proses Hatalar (x)

a4, =
! x =4z + 0 - lineer modelin ¢dziimii (en kiiciik kareler ile efer A’min rank:

tam degilse) temel matris uzayindaki hatalarin bir
gOsterimini saglayacaktir.: z; . @; ‘nmin katsayisidir.

O = O = O = QO

| Potensiyel proses nedenleri. bilylik z; katsayilarina sahip Oriintiiler ile iliskilidir.

Sekil 2.4: STTG Yonteminin Ozet Olarak Grafiksel Gosterimi
2.5. STTG YONTEMININ YARARLARI

STTG yonteminin iiretim siireglerinde yapilan kalite kontrol uygulamalari
kapsaminda sagladig1 yararlar Schmitt, Marcus ve Barton (2002) tarafindan yapilan
calismada incelenmistir ve bu calismada, simiilasyon ile temel bilesenler analizi ile
STTG yontemi karsilastirllmigtir. Karsilastirma sonucunda STTG yonteminin temel
bilesenler analizi yonteminden {istiin oldugu ortaya konulmustur. Bu karsilagtirmaya
dayanarak Schmitt, Marcus ve Barton (2002) STTG yonteminin yararlarim1 dort ana

baslikta toplamistir. Bu kapsamda STTG yonteminin sagladigi yararlar sunlardir.

- STTG yontemi, ¢cok sayidaki birbiriyle iligkili ¢ok degiskenli verileri daha
az boyuta indiren ve onlari anlamli bir hale sokan bir yontemdir. Bu sayede siirecte

meydana gelen kontrol disi sinyali yorumlayacak hata teshisi siire¢ uzmanlar1 veya



80

miihendisler agisindan daha basit hale gelmektedir (Barreto ve Barton, 1996; Schmitt,

Marcus ve Barton, 2002; Birgoren, 1998).

- Bir siirecte tek ve ¢ok degiskenli kontrol grafikleri ile slirecin davranisi
veya degiskenlik durumu izlenebilmektedir. Ancak, siiregte kontrol disi bir durum
olustugunda hata kaynaklarinin tespiti i¢in baska analitik yontemler gerekmektedir.
Ayrica, ¢ok degiskenli kontrol grafikleri ile izlenen degisken sayisi onun iizerine
ciktiginda kontrol grafiklerinin etkinligi azalmaktadir (Montgomery, 2013:518). STTG

yontemi, belirtilen bu iki duruma bir ¢6ziim olarak kullanilabilmektedir.

- Barton ve Barreto (1999)’ya gore STTG yonteminde, bir siirecin
davranigin1 anlamak ve izlemek i¢in diger istatistiksel kalite kontrolii yontemlerine gore

daha az caba harcanir.

- Apley ve Shi (2001)'e gore STTG yonteminde, kontrol dis1 sinyalin
arkasinda yatan hata daha kolay teshis edilebilir.

- STTG yonteminde bir siirecte meydana gelen kontrol dis1 sinyali yonetme
ve kontrol dis1 teshis ile ilgili maliyetler diger yontemlere gore daha diisiiktiir. Ciinkii
siirecte meydana gelen hata kaynaklari O6nceden belirlendiginden dolayr gayret ve
cabalar onceden belirlenen hata kaynaklarina yonelmektedir. Dolayisiyla biitiin hata
kaynaklar ile ilgilenme yerine sadece belirlenen hata kaynaklar: ile ilgilenildiginden

maliyet digmektedir.
2.6. STTG YONTEMININ SINIRLILIKLARI

Klasik tek degiskenli siire¢ kontrol teknikleri, STTG metadolojisinde
kullanilmaktadir. Tek degiskenli kontrol grafiklerinde, siire¢ degiskenlerini izlemek
yerine en kii¢iik kareler yontemi sonucunda elde edilen STTG katsayilar1 izlenmektedir.
Ancak STTG katsayilarmin ¢ok degiskenli kontrol grafikleri ile ilgili prosediirler

uygulanacak olmas1 durumunda ii¢ 6nemli problem bulunmaktadir. (Birgéren, 1998:2)

Birinci problem, STTG katsayilarinin ¢ok degiskenli normal dagilmasi
varsayimini saglayip saglamadig ile ilgili problemdir. Cok degiskenli kontrol
grafiklerinde izlenecek olan degiskenlerin ¢ok degiskenli normal dagilmasi varsayimin
saglamas1 gerekir. Burada STTG katsayilar1 birlikte ¢ok degiskenli normal dagilmasi

varsayimini saglamasi konusunda bir garanti yoktur. Bu nedenle STTG katsayilarin1 ¢ok
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degiskenli kontrol grafikleri ile izlemek i¢in parametrik olmayan yontemler dnerilmistir

(Birgoren, 1998:2).

Ikinci problem cok degiskenli kontrol grafikleri ile izlenen STTG Kkatsayilariyla
ilgili yorumlama problemidir. Her ne kadar normal olarak ge¢misten giiniimiize kontrol
dist sinyalin yorumlanmasiyla ilgili ve bu boliimiin ikinci kisminda anlatilan bazi
yontemler olsa da, kesin bir ¢6ziim elde edilememektedir. Barton ve Barreto (1996)
tarafindan yapilan calismada, STTG katsayilar1 tek degiskenli kontrol grafikleri ile
izlenebilecegi gosterilmistir. Ayrica bu katsayilarin ¢ok degiskenli kontrol grafikleri ile
de izlenilebilecegi belirtilmistir. Ancak, Birgoren (1998), genel bir eksiklik olarak bu
katsayilarin ¢ok degiskenli kontrol grafikleri ile de izlenilebilecegi ile ilgili tam olarak
acik olmadigin1 belirtmektedir. Bu durumda parametrik olmayan yontemlerin

kullanilmasi gerektigi belirtilmektedir.

Uciincii problem, ortaya konan hata vektorleri yani temel elemanlar arasindaki
coklu baglanti sorunudur (Birgoren, 1998:2). Coklu baglant1 ortaya c¢iktiginda, eger
coklu dogrusallik tam ise STTG Kkatsayilar1 belirsiz olup bunlarin standart hatalar
sonsuzdur. Eger ¢oklu dogrusallik tamdan az ise, STTG katsayilar1 belirlenebilmekle
beraber katsayilara oranla biiyiik standart hatalar tasirlar. Bu da, katsayilarin biiyiik bir
dogruluk veya kesinlikle tahmin edilememeleri anlamina gelir (Gujarati, 1995:322).
Barton ve Barreto (1996), Espada-Colon ve Gonzalez-Barreto (1997), Padilla (2005)
s0z konusu problemin STTG metodolojisinde nasil halledilebilecegini gdstermis ve
yontemleri agiklamistir. Ag¢iklanan bu yontemlerin detaylar1 miiteakip kisimlarda ¢oklu

dogrusallik durumunun ortadan kaldirilmasi ile ilgili yontemler kisminda anlatilmistir.
2.7.8TTG YONTEMI ILE ILGILI LITERATUR TARAMASI

STTG yontemi, ilk olarak Barton ve Gonzalez-Barreto (1996) tarafindan ortaya
atilmistir. Barton ve Gonzalez-Barreto (1996) tarafindan yapilan c¢alismada, STTG
yontemi elektronik sanayinde geometrik sapmalarin modellenmesinde basarili bir
sekilde uygulanmistir. Calismada, en kiiciik kareler yontemi ile hesaplanan STTG

katsayilarinin her biri tek degiskenli kontrol grafigi ile izlenmistir.

Birgoren (1998) coklu baglantt problemini ¢6zmek icin STTG icin ¢oziim
uzayinin sinirlandirilmasi (Constrained Space Solution (CSS)) startejisini gelistirmistir.

Bu teknik, izlenen siirecin fiziksel Ozelikleri ile tutarli bir ¢oziimii ortaya koyan
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regresyon katsayilari i¢in ¢6ziim uzaymi sinirlamaktadir. Bir¢ok siirecte STTE’ler ile
tutarl olan siire¢ hatalarinin biiyiikliigi i¢in ulasilabilir en yiiksek seviye miihendislerce
belirlenebilir. Coziim uzaymin smirlandirilmasi teknigi bu STTG katsayilari alttan
veya yukaridan veya her iki yonden daraltmak i¢in bu en yiiksek hata seviyelerini

kullanir. Bu nedenle, STTG katsayilar1 i¢in uygun alanda esit olmayan kisitlara maruz
kalir.

Colon (1998) tarafindan hazirlanan yiiksek lisans tezinde, STTG yonteminin
Printed Circuit Boards’da uygulanabilirligi gosterilmistir. Calismada, en kiigiik kareler
yontemi ile hesaplanan STTG katsayilariin her birini tek degiskenli kontrol grafigi ile

izlemistir.

Foster (2002) tarafindan yapilmis olan doktora tez ¢alismasinda, STTG yontemini
bir isletmeye ait dagitim zincirinde dagitim esnasinda karsilasilan engelleri modellemek
icin uygulanmistir. Ayrica s6z konusu dagitim siirecinin yeterliliginin Sl¢iimi i¢in

STTG yontemine dayali bir yeterlilik indeksi 6nermistir.

Schmitt, Marcus ve Barton (2002) tarafindan yapilan calismada, STTG
yonteminin etkili bir boyut indirgeme metodu oldugu gosterilmistir. Calismada, STTG
yontemi bir 6rnek lizerinde yapilan simiilasyon ¢alismasi ile temel bilesenler analizi ile
karsilastirmis ve ¢calismanin sonunda elde edilen ortogonal temel bilesenlerin anlamlilig
acisindan STTG yonteminin daha istiin bir yontem oldugu ortaya konmustur. Ayrica

ayni ¢alisma, STTG yOnteminin yararliliklarini genelleyerek literatiire kazandirmistir.

Foster, Barton, Gautam, Truss ve Tew (2005) tarafindan yapilan ¢alismada, ¢ok
degiskenli bir siirecin yeterligini ortaya koymak i¢in ¢ok degiskenli yeterlilik ol¢iisii
Onermistir. Calismada, Gonzalez ve Aviles (1995) ve Barton ve Gonzalez-Barreto
(1996) tarafindan ortaya konan STTG yontemi kullanilmistir. Klasik tek degiskenli
stire¢ yeterlilik indekslerin yalnizca siireclerin kontrol altinda oldugunu belirttigi ancak
kontrol dis1 kaynagin hangi sebepten kaynaklanmadigini belirtmektedir. Bu giicliigii
gidermek icin STTG yonteminin kulllanilmasi gerektigi Onerilmistir. Bu yodntemin
ozellikle ¢ok sayida ve farkli kalite karakteristikleri oldugunda kullanilmasinda daha
yararli oldugu belirtilmektedir. S6z konusu yontem, iki farkli endiistri alanindaki

siireclerde uygulanmis ve uygulanabilirligi gosterilmistir.
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Birgoren (2004) tarafindan 1998 yilinda yaptig1 tez calismasinda ¢ok degiskenli
kalite kontroliinde problem teshisi i¢in dnerdigi STTG yoOntemi i¢in ¢6ziim uzaymnin
sinirlandirilmasi isimli yontemi ortogonal olmayan STTE’ler arasinda ciddi derecede
coklu baglant1 problemi oldugunda olduke¢a etkin sonuglar verdigini gostermistir ve bir

ornek ile uygulamasini yapmustir.

Bir siiregte iiretilen nihai {irliniin performans degerinin istenilen diizeyde olup
olmadig1 kalite degiskenleri ile ilgili dlglimlere dayanmaktadir. Kalite degiskenleri
degerlerinin giivenilir dlclimii ise literatiirde genellikle iki yontemle yapilmaktadir. Bu
yontemler, tekrarlanabilirlik (repeatability) ve tekrar iiretebilirlik-tekrarlanabilirlik
(reproducibility) yontemleridir. Ikisi beraber diisiiniildiigiinde soz konusu yontem
Ingilizce de "The gauge repeatability and reproducibility (GR&R)" yer almaktadir.
Tekrarlanabilirlik  (repeatability), bir kalite karakteristiginin dl¢limiinde bir
degerlendirici tarafindan bir olcim aleti ile bircok defa Olgiilerek elde edilen Sl¢iim
degerlerindeki degiskenligi; tekrar iiretebilirlik veya tekrarlanabilirlik (reproducibility),
bir kalite karakteristiginin 6l¢iimiinde farkli degerlendiriciler tarafindan ayn1 6l¢tim aleti
ile yapilarak elde edilen ol¢iim degerlerinin degiskenligi olarak ifade edilmektedir.
Literatiirde, genel olarak bu yapilan dlgtimler tek kalite karakteristigi ile ilgili degerler
elde edilmektedir. Cok degiskenli kalite karakteristiklerinin esanli Glgiilmesi ve
degerlendirilmesini inceleyen arastirmalar oldukc¢a azdir. Wang ve Chen (2001)
tarafindan STTG yontemine dayali olarak bu kapsamda bir calisma yapilmistir.
Onerilen yontemin literatirde ANOVA yontemi ile temel bilesenler analizi yontemine

dayali olarak yapilan yontemlerden daha {istiin sonuclar elde edildigi belirtilmektedir.

Padilla (2005) ortogonal olmayan siire¢ tabanli temel elemanlara dayali STTG
katsayilarin1 siradan en kiiglik kareler, bagimsiz alt gruplar, basit regresyon, ridge
regresyon ve sinirlt ¢éziim uzayr yontemi ile elde ederek en kiiciik hata kareler (the
lower Square Error (SE)) ve giiven araligi yontemine (higher number of times the
coefficient is between a confidence interval (Count)) gore karsilastirmasini yapmistir.
Karsilagtirma ile ilgili sonuclardan ortogonalligin arastirilmasi ve giderici tedbirlerle

ilgili teorik bilgilerden sonraki boliimde verilecektir.

Runger, Barton, Del Castillo ve Woodall (2007) tarafindan yapilan ¢alismada,
STTG katsayilarina dayali Hotelling 72 istatistiginin Runger (1997) tarafindan ortaya
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konan U? istatistigine esit oldugunu gostermistir. Buna ek olarak STTG yaklasiminin
baz1 6rnekler i¢in orijinal kalite vektoriine uygulanan geleneksel Hotelling 72 kontrol
grafigi ile karsilastirildiginda OCS performansi agisindan daha iyi sonuglarin saglandigi

ortaya konmustur.

Birgoren (2004) tarafindan yapilan c¢alismada, ¢ok degiskenli kontrol
grafiklerinde yorumlama ile yapilan teknikler incelenmistir. Birgéren'e (2004) gore bu
teknikler, geleneksel tek degiskenli kontrol grafikleri, yapay sinir ag1 uygulamalar1 ve

cok degiskenli kontrol grafikleridir.

Ranjana ve Maiti (2013) tarafindan yapilan calismayyjda, kendilerinin yaptigi
calismaya kadar STTG yontemi ile ilgili calismalarin sadece uygulamaya doniik
yapildig1 belirtilmektedir. Bu ¢alisma da siire¢ tabanli temel elemanlari olusturmada
degiskenler arasinda mesafeyi kullanan c¢ok degiskenli istatistiksel yontemler olan
kiimeleme ve faktdr analizi yontemleri kullanilmistir. Bu sayede STTG yonteminde
kalite vektorii lizerinde etkili olan belli sayida ve en Onemli hata kaynaklari ele
aliirken, bu yontem ile bir siiregte kalite vektoriinii iizerinde etkili olan daha fazla hata
kaynaginin ele alinmasi saglanmistir. Ayrica bu yonteme bagli olarak bir siirecin
kontrol altinda olup olmadig ile ilgili bir siire¢ yeterlilik indisi ortaya atilmistir. One
siriilen yontemin uygulamasi elektronik endiistrisinde ¢ok katmanli ¢ip iiretimi

stirecinde yapilmistir.
2.8. ORTOGONAL OLMAYAN SUREC TABANLI TEMEL ELEMANLAR
2.8.1. Genel

STTG yonteminde kurulan iki adet matematiksel modelden birinci model
(denklem (2-5)) basit lineer esitlige, ikinci model (denklem (2-6)) ise regresyon
modellerinden biri olan sifir noktasindan gecen basit lineer regresyon modeline
dayanmaktadir. Ikinci matematiksel modelde parametreler 6nceki kisimlarda da
belirtildigi iizere siradan en kiiciik kareler yontemi ile elde edilmektedir. En kiiciik
kareler yontemine dayali basit lineer regresyon hesaplamalarinda katsayilarin etkin
cikmasi icin saglanmasi gereken onemli varsayimlarindan biri, bagimsiz degiskenlerin
ortogonal olmas1 yani ¢oklu regresyon analizinde ¢oklu baglantinin olmamasidir. Bu

durum STTG yonteminde de en Onemli varsayim veya saglanmasi gereken Onemli
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kosullardan biri olarak karsimiza ¢ikmaktadir. Bu boliimde regresyon analizinde

kullanilan ¢oklu baglantiy1 tespit ve giderme yollarin1 STTG agisindan incelenecektir.

Regresyon yontemleri, bagimsiz degisken veya degiskenlerdeki degisikliklerin bir
fonksiyonu olarak bagimli degisken veya degiskenlerdeki degisiklikleri modellemek
icin kullanilmaktadir. (Alkan, 2013:1) Dolayistyla bir regresyon modelinin amaci,
bagimli degiskenler ile bagimsiz degiskenler arasindaki goreli etkiyi tanimlamak ve
model i¢in en uygun degisken alt kiimesini tahmin etmek ve se¢mektir. Regresyon
analizi, STTG yontemi agisindan incelenecek olunursa {iiriiniin performans degeri
bagimli degisken ve iiriinlin performans degerini etkileyen hata kaynaklar1 da bagimsiz
degisken olmaktadir. Bagimsiz hata kaynaklarinin ortogonal yani ¢oklu baglantinin sifir
oldugu hata kaynaklarin toplamu iiriin performans degerine esittir. Bu durum simgelerle
gosterilecek  olunursa  ve  Onceki  boliimlerde de  gosterildigi  iizere;
X=Q1Z1+A3Z,+A3Z3+........ +a,z, seklinde gosterilir ve modelde eger coklu baglanti
yoksa veya hata kaynaklari olan a'lar ortogonal ise {iriiniin perfomansi, hata
kaynaklarmin {irlin lizerinde yaptig1 etkilerin toplamina esittir. Burada z'ler x {izerinde
etki diizeyini verir. Eger hata kaynaklar1 arasinda ¢oklu baglant1 varsa hata kaynaklarini
temsil eden Kkatsayilarin giivenilir olmamasma neden olmaktadir. Idealde hata

kaynaklar1 arasinda ¢oklu baglantinin sifir olmasi arzu edilir.

Coklu baglanti, STTG katsayilari ile ilgili yapilacak islemleri yararsiz yapan ve
olumsuz olarak etkileyen c¢ok ciddi bir problemdir. Ciinkii ¢oklu baglanti, STTG
katsayilarinin tahmin etme kabiliyetini olumsuz yonde etkiler. Coklu baglantinin
kaynag literatiirde ¢esitli yazarlarca arastirilmistir. Bu kapsamda Montgomery, Peck ve
Vining (2012) gore coklu baglantinin dort temel kaynagi vardir. Coklu baglantinin
kaynag1 sirasiyla kullanilan veri toplama yontemi, model ya da kitle iizerindeki

kisitlamalar, modelin 6zellikleri ve asir1 tanimlanmis bir modeldir.

STTG elemanlar1 i¢in ¢oklu baglanti olup olmadigini arastirmak gereklidir.
Ciinkii, STTG katsayilan siirecte meydana gelen kontrol disi durumlar hakkinda bize ip
uclar1 saglamak icin anahtardir. STTG katsayilar1 asir1 tahmin edilirse veya yanlis bir
sekilde isaret edilirse siiregte olan seyler i¢in yapilan yorumlar uygun olmayacaktir. Bu
nedenle c¢oklu baglantiya neden olan bu hata kaynaklarinin agiklanmasi STTG

metodolojisi ile irtibatlandirilarak bir sonraki kisimda detaylar tartigilacaktir.
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STTG elemanlarinin ortogonal olmast STTG metadolojisinin basarisinda énemli
bir rol oynar. Temel elemanlar dikse STTG metodolojisi, ¢cok degiskenli kalite vektorii
ve STTE’ler ile karakterize edilen siire¢ hatalar1 arasinda giivenilir ve yeterli bir
baglant1 kurar. Birbirine ortogonal olan STTG elemanlarina yine bunlara ortogonal olan
bagska bir hata kaynagini temsil eden yeni bir temel eleman eklendiginde STTG
elemanlarinin temsili olan z katsayilarinda herhangi bir degisikler meydana gelmez. (Bu
durum degiskenlerin ortalamaya gére sapma degerleri hesaplandiginda elde edilen

degerler regresyon analizinde kullanildiginda ayni ozellik gecerlidir.)

Siire¢ problemlerini modelleyen siitunlar yani STTG elemanlar1 arasinda ciddi
coklu baglanti mevcut oldugunda bazi problemler ortaya ¢ikmaktadir. Bu problemler
STTG katsayilarinin giivenirligi ve agiklayici giiclinde ortaya ¢ikar (Padilla, 2005).
STTG elemanlarinin dik olmamas1 ¢ok degiskenli siire¢ verilerinde meydana gelen ufak
degisikliklere karsi ¢ok hassas STTG katsayilar iiretir. Ayrica STTG katsayilari, asirt
biiyiik olabilir ve yanlis sinyaller verebilir. STTG katsayilarinda ¢oklu baglantinin

varlig1 yiiksek varyansl siradan en kiiciik kareler tahmin edicilerine neden olur.
2.8.2. STTG Yontemi ve Coklu Baglanti

Giris boliimiinde anlatildig: sekilde Barreto ve Gonzalez-Barton (1996) tarafindan
ortaya konan STTG yoOnteminin yorumu, hata vektorii olan A vektoriinlin siitunlarinda
bulunan STTG elemanlarinin arasinda kuvvetli bir ¢oklu baglanti olmamasi varsayimina

baghdir (Barton ve Gonzalez-Barreto, 1996).

STTG yontemi regresyon denklemleri m=k ve m<k durumlarinda asagida
belirtildigi gibi yazilir (Barton ve Gonzalez-Barreto, 1996). Burada m kalite vektoriinde
bulunan degisken eleman sayisinm1 ve k ise STTG eleman sayis1 yani hata sayisini
gostermektedir. Bu agiklamalar 15181inda STTG ile ilgili mevcut literatiirde gosterilen iki
durum cercevesinde STTG katsayilar1 asagida agiklandigr sekilde hesaplanmaktadir.
Gosterilen hesaplama daha oOncesinden aciklanmasi nedeniyle sadece hatirlamak
maksadiyla konmustur.

m=k oldugu durumlarda;

x=Az, ve z,=A"1x (2-7)

m<k oldugu durumlarda;

x=Az,+e ve z=(A'A)"1Ax (2-8)
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Burada x, bagiml degiskene, A, bagimsiz degiskenlere ve z;,, STTG katsayilarina ve ¢

hata terimine karsilik gelmektedir.
2.8.3. Coklu Baglantinin Kaynaklar
STTG modeli asagida yer aldig1 sekilde yazilmaktadir.
x=Az+¢ vedolayisiyla (A’A)z=A’x (2-9)

Burada x, mx1'lik kalite vektoriinii, A, mxk'lik siire¢ tabanli temel elemanlarin matrisini,
z, kxI'lik bilinmeyen STTG katsayilar1 vektoriinii ve €, €; ~ NID(0,0?) olacak sekilde
mx1'lik rastgele hatalar vektoriinii temsil etmektedir. Kalite vektorii ile silire¢ tabanl
temel elemanlar1 merkezilestirilmis ve birim uzunluga gore Olgeklendirilmistir.
Dolayisiyla (A’A), siire¢ tabanli temel elemanlar1 arasindaki mxm boyutlu korelasyon
matrisidir. A’z ise silire¢ tabanli temel elemanlar1 ile kalite vektorii arasindaki mx1

boyutlu korelasyonlar vektoriidiir.

A matrisinin j. slitunu a; olarak gosterilsin ve A=[ay, a, a] olsun. Boylece

..............

ay., j. sire¢ tabanli temel elemanin m sayida diizeyini icermektedir. Temel olarak ¢oklu
baglantiy1 A matrisinin siitunlar1 arasindaki dogrusal bagimlilik olarak tanimlayabiliriz.

Hepsi sifir olmayan t; t, t; sabitleri varsa;

.............

k
2-10

=1

ise aq,a, a, vektorleri dogrusal olarak bagimlidir. Yukarida yer alan esitlik A

STTE’ler matrisinin siitunlarinin herhangi bir altkiimesi i¢in gegerliyse o zaman (A’A)
matrisinin rank1 k’den kiigiiktiir ve (4’A)~! var olamaz. Yukarida yer alan esitligin A
STTE’ler matrisinin siitunlarinin bazi alt kiimeleri i¢in yaklasik olarak dogru oldugunu
farz edelim. Bu durumda, (A’A) matrisinde yakin dogrusal bagimlilik olacak ve ¢oklu
baglanti1 probleminin oldugu sdylenecektir. Coklu baglantinin (A’A) matrisinde
gerceklesen bir kotii kosullanma bigimi olduguna dikkat edilmelidir. Aslinda sorun bir
dereceleme sorunudur. Yani A siire¢ tabanli temel elemanlar matrisinin siitunlari
ortogonal (A’A bir kosegen matrisidir.) olmadik¢a her bir veri kiimesi bir dereceye

kadar coklu baglantidan etkilenmektedir. Ortogonallik, genellikle tasarlanmis bir

deneyde ortaya ¢ikmaktadir.
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2.8.4. Coklu Baglantinin Etkileri

Coklu baglantinin STTG katsayilarinin en kiiciik kareler kestirimi lizerinde ciddi
etkileri bulunmaktadir. Bu etkiler iki hata kaynaginin oldugu bir siiregte kullanilan bir

ornek tizerinde gosterilmeye calisilacaktir.

Bir siirecte a; ve a, gibi yalnizca iki hata kaynagmin bulundugunu varsayalim.

a,, a, ve x’in birim uzunluga dl¢eklendirildigini varsaydigimizda bu model;
X =2z10a4 + Zy aq + € (2-11)
biciminde ve en kii¢iik kareler normal denklemleri de asagidaki gibi olacaktir:

(A"A)z=A"x

[ 7”12] | rlx
T'12 T2x

Burada 75, a; ve a, arasindaki basit korelasyon, 1y,, a; ve x arasindaki basit

(2-12)

korelasyon ve k=1,2’dir. Buna gore (A A)’nin tersi;

1/(1 - r2%) ~712/(1 = 115?) (2-13)
—7112/(1 = 115?) 1/(1 = r3%)

olur. STTG katsayilarinin kestirimleri ise agagidaki gibi olur.

C= (A'A)-lz[

_(r1x—T1272x)

L (2-14)

_(Tr2x—=T12T1x)

2
(1-112%)

Eger z; ve z, arasinda giiclii bir ¢oklu baglant1 varsa o zaman 7y, korelasyon
katsayisi biiyiik olacaktir. 71,=1 ya da 11,=-1 olmasina gére |ry,|=1, Var(zj)=Cjjo? ~ ©
ve Cov(zy, z)= C1,6*> ~ £ o elde edilir. Boylece a; ve a, arasindaki gii¢lii ¢oklu
baglanti STTG katsayilarinin en kiigiik kareler kestiricileri i¢in biiyiikk varyans ve
kovaryansa yol agmaktadir. Bu durumda ayn1 A diizeylerinde alinan farkli 6nlemlerin,

model parametreleri i¢in ¢ok farkli kestirimlere yol agtigin1 diislindiirmektedir.
Ikiden fazla a hata kaynag vektorleri oldugunda, ¢oklu baglant1 benzer etkilere

yol agmaktadir. C=(4"A)~! matrisinin kdsegen elemanlar1 asagida belirtildigi gibi

gosterilebilir.
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j=1,2,....... Lk (2-15)

Burada Rjz, a, hata kaynagi vektoriniin geri kalan k-1 hata kaynagi degiskeni
lizerindeki regresyondan elde edilen ¢oklu belirtme katsayisidir. Eger a; ve diger k-1
sayidaki hata kaynagi degiskeninin herhangi bir alt kiimesi arasinda gii¢lii bir ¢oklu

baglanti  varsa, Rjz’nin degeri bire yakin olacaktir.  z;’nin  varyansi

Var(zj)=C;; o’=(1 — Rjz) ~162 oldugundan yiiksek ¢oklu baglanti, zj STTG katsayisinin
en kiiglik kareler kestiriminin varyansinin ¢ok biiyiik oldugunu gosterir. a; ve q;

dogrusal bir iligki i¢indeyse z; ve z;’nin kovaryansi da blytik olacaktir.

2.8.5. Coklu Baglantinin Ortaya Cikarilmasi

STTG katsayilarinin arasindaki ¢oklu baglantiyr saptayabilmek igin birgok
yontem Onerilmistir. Ancak STTG katsayilarinin elde edilmesinde regresyon analizinin
temeli olan en kiiciik kareler yonteminin kullanilmasindan dolayr buradaki sorunu
¢ozmek amaciyla regresyon analizi yontemindeki c¢oklu baglantinin giderilmesinin
saglanmasi i¢in ortaya konan yontemler temel alinmaktadir. Bu kapsamda STTG
katsayilarinin arasindaki coklu baglantiy1 tanilama icin gerekli olan hususlar asagida

belirtilmistir.

2.8.5.1. STTG Katsayillarinin Arasindaki Coklu Aciklayicihk Katsayis1 ve

Frisch’in Kavsak Coziimlemesine Dayali Yontem

Coklu baglantinin etkilerinin ciddiligi, basit korelasyon katsayisinin derecesine
(r,z41, Zz) oldugu kadar coklu agiklayicilik katsayisina da (R, z;, Zz;) baghdir. Bu
nedenle standart hatalarin, kismi korelasyon katsayilarinin ve c¢oklu agiklayicilik
katsayisinin  ¢oklu baglantiyr smnamakta kullanilmasi Onerilmektedir. Ancak bu
Ol¢iilerden hig biri tek bagina ¢oklu baglantinin yeterli bir gostergesi degildir. Ciinkii,
biiyiik standart hatalar her zaman c¢oklu baglant1 ile birlikte goriilmez. z;’lerin
degerlerinin ve standart hatalarmin kotii etkilenmesi i¢in hata kaynagi degiskenlerinin
coklu baglantinin yiiksek olmasi da gerekmez ve coklu agiklayicilik katsayisi yiiksek
olabilir ama sonugclar yine de biiyiik 6lciide kesinlikten uzak ve anlamsiz (yanlis isaretli
ve biiyiik standart hatali) ¢ikabilir. Ancak bu Olgiitlerin bir birlesimi, c¢oklu
dogrusalligin ciddiligi konusunda olabildigince fazla bilgi edinebilmek amaciyla 6ziinde

Frisch’in kavsak ¢6ziimlemesinin degisik bir bi¢imi olan siirecin izlenmesi 6nerilebilir.



90

Frisch’in kavsak ¢oziimlemesinde ¢oklu baglantiya sahip degiskenler arasindaki biitiin
regresyonlar her degiskeni sirasiyla bagimli degisken olarak alip ¢oziimlemeye teker
teker katilan biitiin 6teki degiskenlerle arasindaki biitiin regresyonlar hesaplanarak
uygulanir. Yani kurulan her bir regresyon modelinden elde edilen belirtme katsayilar
bir sonraki anlatilan 6lgiitlerden biri olan varyans sisirme katsayist formiiliinde yer alan

R]-2 katsayisinin elde edildigi regresyon modelleridir.

Frisch’in kavsak ¢6ziimlemesine dayali onerilen yontem, kalite fark vektoriiniin
yani x degiskeniyle hata kaynagi degiskenlerinin her biriyle ayr1 ayri regresyonun
yapilmasiyla baslar. Boylelikle biitiin baslangi¢ regresyonlar1 elde edilmis olur. Bu
sonuglar Onsel ve istatistiksel oOlgiitlerle incelenir. Hem ©Onsel ve hem de istatistiksel
Ol¢iitlere gore en uygun baslangi¢ regresyonu segilir. Sonra tek tek diger hata kaynagi
degiskenleri eklenir. Daha sonra bunlarin tek tek STTG katsayilarin standart hatalar1 ve

coklu agiklayicilik katsayisi tizerindeki etkileri incelenir.
2.8.5.2. STTE’lerin Arasindaki Korelasyon Katsayilarinin incelenmesi

STTG katsayilar1 arasindaki ¢oklu baglantinin tespit edilmesinde en basit
Ol¢iilerden biri, (A'A)'daki kdsegen disi birimlerin kontrol edilmesidir. Eger iki STTG
katsayisi hemen hemen dogrusal bagimli ise her ikisi arasindaki korelasyon katsayisinin

mutlak degeri yaklasik bire esittir.

STTG Kkatsayilar1 arasindaki basit korelasyonlarinin incelenmesi yalmiz STTG
katsay: ciftleri arasindaki yakin dogrusal bagimliliklar1 saptamada yararli olmaktadir.
Ancak ikiden daha fazla STTG katsayisinin birlikte yakin ¢oklu baglant1 icinde oldugu
durumlarda ikiser ikiger korelasyon katsayilarindan herhangi birinin biiyiik olacaginin

garantisi yoktur.

STTG katsayilar1 arasindaki basit korelasyon ciftlerinden herhangi biri stiphe
uyandirmayacak kadar biiyilik degilse STTG katsayilar1 arasinda yakin ¢oklu baglantinin

oldugunu gosterir.

2.8.5.3. Varyans Sisirme Degerleri (Variance Inflation Factors) ve Tolerans

Degeri

Hata kaynaklar1 degiskenleri olan a;’lere ait korelasyon matrisinin (A“A) tersinin

kosegen Ogelerine varyans sisirme degerleri denir ve VIF veya C ile gosterilir.
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C=(A"A)!' matrisinin kosegen elemanlar1 c¢oklu baglantiyt saptamada oldukca

yararlhdir. ij=ﬁ denkleminde C’nin j. kosegen elemani olan Cjj, ij=(1—Rj2)'1
J

seklindedir. Burada R?, a;’nin diger k-1 sayida hata kaynagi degiskeni tlizerinden
modellendigi zaman bulunacak belirtme katsayisidir. Eger a; diger hata kaynag
degiskenlerine asag1 yukar dik ise Rj2 kiigiik ve C;; bire yakindir. Eger a; diger hata
kaynagi degiskenlerine yaklasik dogrusal bagimli ise Rjz bire yakin ve Cj; oldukga
buytiktiir. Eger j. STTG katsayis1 z;’nin varyansi Cj;6” ise Cj;’yi, z;’nin varyansini hata
kaynaklar1 degiskenleri arasindaki yakin dogrusal bagimliliklar dolayisiyla, artiran

etken olarak kabul edebiliriz. Var (zj) su ii¢ etmene baghdir. o2, Zajz ve C.

Varyans sisirme degeri (VIF) terminolojisi Marquardt (1970)’den alinmistir.
Modeldeki her bir hata kaynagi degiskeninin VIF’ni, hata kaynagi degiskenleri
arasindaki bagimliliklarin o hata kaynagi degiskeninin varyansi iizerindeki birlesik
etkilerini Olcmektedir. Bir ya da daha fazla biiyilk VIF, c¢oklu baglantiy1 isaret
etmektedir. Bu VIF’lerden herhangi biri 5 ya da 10’u asarsa bu durum ilgili STTG
katsayilarinin ¢oklu baglanti nedeniyle zayif bir bigcimde kestirildiklerinin gostergesidir
ve ilgili STTG katsayilarina pek gilivenilmemesi gerektigini bildirir. Baz1 yazarlar VIF
degerinin ancak 30’un iizerinde olmasi durumunda, ilgili hata kaynaklar1 adegiskenleri
arasinda giiclii ¢oklu baglant1 oldugunu belirtmektedir. VIF’ler iki ya da daha fazla

coklu baglantinin varligini gostermede yararli olabilecek en 1yi dl¢iilerden biridir.

Baz1 yazarlar da c¢oklu baglantiyr aramak i¢in tolerans degeri Olciisiinii

kullanmaktadir. Bu 6l¢ii sdyle tanimlanir.
Tolerans Degeri (TD)=(1—R]-2) veya 1/VI F (2-16)

Agiktir ki a; oteki hata kaynagi degiskenleriyle iligkisiz yani dik ise TD=1, tam iligkili
ise TD=0 olur.

STTG Kkatsayilarinin giiven araligimin uzunlugu; h;=2(C;; 02)"? ta/2,m—k-1
seklinde ve orijinal tasarimla ayni 6rneklem biiyiikliigii ve kareler ortalamasi karekokii
degerlerine sahip dik referans tasarimmna dayanan ilgili araligin uzunlugu ise

h*=26 ty/;m-k-1 seklinde yazilabilir. Bu iki giiven araligmin orani hj/h*=C; j1/2 dir.
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Boylece j. VIF’in karekokii, j. STTG katsayisinin giiven araliginin ¢oklu baglantidan

dolay1 ne kadar uzun oldugunu gostermektedir.

2.8.5.4. (A’A) Matrisinin Kosul Sayisi, Kosul Indisleri ve Ozdeger-Ozvektor

Degerlerinin Incelenmesi

(A’A) matrisinin belirgin karakteristik veya oOzdegerleri yani A4, 1,5, A5
verilerdeki ¢oklu baglantinin boyutunu 6lgmek i¢in kullanilabilir. Eger verilerde bir
ya da daha fazla yakin dogrusal bagimlilik varsa o zaman 6z degerlerden biri ya da daha
fazlas1 kiigiik olacaktir. Bir ya da daha fazla kii¢iik 6zdeger, A matrisinin siitunlar
arasinda yakin dogrusal bagimlilik oldugunu gosterecektir. Bazi arastirmacilar (A’A)

matrisinin kosul sayisini degerlendirmeyi tercih etmektedirler:

Kosul Sayisi= Ama"/ Ll 2-17)
min

Yukarida yer alan kosul sayis1 A’A matrisinin 6z deger spektrumundaki yayilimin
bir olciistidiir. Genellikle kosul sayis1 100°den kiiciikse ciddi bir ¢oklu baglanti sorunu
yoktur. Eger kosul sayis1 1000’1 gecerse ciddi bir ¢oklu baglanti sorunu vardir.

Ayrica bir regresyon modelinde ¢oklu baglanti, 1000’den biiyiik olan kosul indis
sayisina baglidir. Kosul indis degeri ve dolayisiyla (A’A) matrisinin kosul indisleri

degerleri ise asagida yer alan formiil ile hesaplanmaktadir.

Kosul Indisleri ;= Amax/lj j=12, ...k (2-18)

Burada en biiyiik kosul indisi kosul sayisinin hesaplandigi formiildeki hesaplanan kosul
sayisidir. Biiyiik olan (yani = 1000) kosul indislerinin sayisi, (A’A) matrisinde yakin

dogrusal bagimliliklarinin sayisina iligkin kullanigh bir 6l¢iidiir.

Kosul sayis1 ve kosul indisleri degerlerinin yaninda verilerdeki yakin dogrusal
bagimliliklarin yapisini belirlemek i¢in 6zdeger-6zvektor analizi de kullanilmaktadir.

Bu kapsamda A ’A matrisi asagida yer alan esitlikte gosterildigi gibi ayristirilabilir.
AA=TAT’ (2-19)

Burada ana kosegen elemanlar1 (A’A) matrisinin A; (j = 1,2, .... k) Ozdegerleri

olan bir mxm kosegen matrisi ve 7, siitunlar1 (A’A) matrisinin 6zvektorleri olan kxk dik
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matrisidir. 7°nin sttunlari, ¢y, t,,...... t; olarak gosterilsin. Eger A; 6zdegeri verilerde
yakin dogrusal bagimlilik gosterecek sekilde sifira yakinsa ilgili t; Ozvektoriiniin
elemanlar1 bu dogrusal bagimliligin yapisini betimler. Burada t; vektoriiniin elemanlari
coklu baglantinin tanimi verilirken kullanilan Z?:l tj a; = 0 esitligindeki ¢y, t,...... tx

katsayilaridir.

Belsley, Kuh ve Welsch (1980), ¢oklu baglantiyr tanimlamak ig¢in benzer bir
yaklasim Onermistir: mxk olan A matrisi asagidaki gibi ayristirilabilir.

A=UDT' (2-20)

Burada U, mxk; T ise kxk’dir. U’U=I, T’T=I ve D’de negatif olmayan u, j=1,2,....k
kosegen elemanli kxk kdsegen matrisidir. u;, A’nin tekil degerleri olarak tanimlanir ve

A= UDT dir, A’nin tekil deger ayrisimi olarak adlandirilir. Tekil deger ayrisimi 6zdeger
ve Ozvektér kavramlariyla yakindan iliskilidir. Ciinkii, (4'A) = (UDT)UDT =
TD?T' = TAT' ve dolayisiyla A’nin tekil degerlerinin kareleri (A’A)’ nin 6zdegerleridir.
Burada 7, A’A matrisinin 6zvektorlerinin matrisidir ve U, (A ’A) matrisinin sifir olmayan

k sayida 6zdegerlerine karsilik gelen siitunlar1 6zvektdr olan matristir.

A matrisindeki kotii kosulluluk tekil degerlerin biiytikliigiine yansir. Her bir yakin
dogrusal bagimlilik i¢in kiigiik bir tekil deger olacaktir. Kotii kosulluluk, her bir tekil

degerin en bliyiik p,,,4, tekil degerine gore ne kadar kiiclik olduguna baghdir.

Yapilan hesaplamalar sonunda elde edilen STTG katsayilarinin kovaryansi

asagida yer alan esitlikte oldugu gibi hesaplanir.
Var(Z) = 02(A'A)™ = o*TA™'T’ (2-21)

J. STTG katsayisinin varyansi bu matrisin j. eleman1 yada asagidaki esitliktir.

t2. t2.
_2yp bi _ 2yp L B
Var(zj) =0 )i = o’y 711' (2-22)

Ayrica, 62’den baska TA™!T' matrisinin j. kdsegen elemanimin j. VIF’tir. Boylece

VIF=yk Gy G (2-23)
= di=172 T di=13
12 i

olur. Acik bir sekilde bir yada daha fazla kiiclik tekil degerler Var(zj)’nin degerini

belirgin bir sekilde artirabilir.
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Belsley, Kuh ve Welsch (1980), coklu baglant1 Olgiitii olarak varyans ayirim
oranlarini kullanmay1 6nermektedir.

2
u?

4

;] =12 .k (2-24)

TT;: =
Y viF;

Eger m;;’yi bir kxk boyutlu 7 matrisinde siralarsak o zaman 7’nin her bir siitunundaki
elemanlar, i. tekil degerin her bir Var(zj)’na katkisinin oranidir. Eger iki ya da daha
fazla STTG katsayisi i¢in varyansin yiiksek bir orani tek bir kiiclik degere karsilik
geliyorsa bu durum coklu baglantiya isaret etmektedir. 30’dan biiyiik kosul indisleri ve

0.5’den biiylik varyans ayrisim oranlar1 6nerilen referans degerleridir.
2.8.5.5. Korelasyon Matrisinin Determinantinin Elde Edilmesi

Bir diger ¢coklu baglant1 6l¢iisii siire¢ tabanli temel elemanlarina iliskin korelasyon

matrisinin determinantini almaktir.

Bir korelasyon matrisinin determinanti 0 ile 1 arasinda degisir. Eger |R|=1 ya da
I’e yakin ise bagimsiz degiskenler ortogonaldir. Bu durum g¢oklu baglantinin
olmadiginin bir gostergesidir. Determinantin degerinin sifira yaklasmasi ise giiglii coklu
baglantiy1 gosterir. (Alpar, 2012:524) Bu yontemin uygulanmasi basit olmakla beraber
hangi degiskenler arasinda ¢oklu baglant1 oldugunu yani ¢oklu baglantinin kaynagini

gostermez.

Bu kapsamda VIF’lere ve (A’A) matrisinin 6zdegerlerine dayali islemler var olan
en 1yi coklu baglanti tanilama araclarindandir. Bunlarin hesaplamasi kolaydir,

yorumlamasi dogrudandir ve ¢oklu baglantinin yapisini sorgulamak i¢in kullanishdir.
2.8.6. STTG Yonteminde Coklu Baglantiya Yonelik Diizeltici Tedbirler

Su ana kadar STTG ydnteminde katsayilarin en kiiciik kareler yontemi ile elde
edildigi denklem (2-6)’da yer alan matematiksel modelde ¢oklu baglantinin oldugu
durumlarda bunun tespitine yonelik kullanilan yontemlerden bahsedilmistir. Bu
bolimde ise c¢oklu baglantinin tespit edilmesi durumunda kullanilacak diizeltici

tedbirlerden bahsedilecektir.

Dik olmayan hata kaynagi degiskenlerine en kiiciik kareler yontemi

uygulandiginda STTG katsayilarinin ¢ok zayif kestirimleri elde edilir. En kiiciik kareler
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yontemindeki sorun Z’nin yansiz bir kestirici olma zorunlulugudur. Gauss-Markov
ozelligi en kiiciik kareler kestiricisinin yansiz dogrusal kestiriciler sinifindaki en kiigiik
varyansa sahiptir. Ancak bu varyansin kiiclik olacaginin bir garantisi yoktur. Bu

durumda regresyon modelinde ¢oklu baglantinin tespiti ve giderilmesi 6nem tasir.

STTG yontemindeki ikinci matematik modelde eger ¢oklu baglant: tespit edilirse,
bu coklu bagantiyi gidermek i¢in literatiirde kullanilan yontemler, ek verilerin
toplanmasi, modelin yeniden belirlenmesi, temel bilesenler regresyonu ve ridge
regresyonudur. Ancak en ¢ok kullanilan yontem ridge regresyonudur. Bu béliimde
belirtilen yoOntemler tanitilacak, ancak bunlarin matematiksel boyutu kisaca ele
alinacaktir. Konuyla ilgili detayli bilgiler i¢in Montgomery, Peck ve Vining (2012)

tarafindan hazirlanmis esere bakilabilir.

Farrar ve Glauber (1967) ve Silvey (1969), ¢oklu baglantiyr gidermede en iyi
yontem olarak ek verinin toplanmasimi Onermistir. Ancak ek veri toplanmasi
ekonomik kisitlar veya calisilan slirenin 6rneklemeye uygun olmamasi durumunda her
zaman miimkiin degildir. Ek veriler olsa bile eger yeni veriler bagimsiz degiskenler
araligini arastirmacinin inceleme alaninin 6tesine kaydiracak sekilde artiriyorsa ek

verilerin kullanilmas1 uygun olmayabilir.

STTG yonteminde ¢oklu baglantiyi giderme yollarindan bir digeri modelin
yeniden belirlenmesidir. Modelin yeniden belirlenmesine yonelik temel yaklasimlar;
temel elemanlarinin yeniden tanimlanmasi, degisken eleme ve degisken se¢imi gibi
yontemlerdir. Ancak bu yontemlerin kullanilmasi matematiksel modelde ¢oklu

baglantinin azaltilacagi her zaman garanti etmez.

STTG yonteminde temel elemanlar arasinda ¢oklu baglanti oldugunda giderme
yollarindan biri de, temel bilesenler regresyonudur. Temel bilesenler regresyonu,
STTG yontemindeki denklem (2-6)’da yer alan ikinci matematiksel modelin ortogonal
temel elemanlar kiimesine dayanarak yeniden aciklanabilecegi gercegi lizerine
olusturulmustur. Bu yeni ve ortogonal temel elemanlar, orjinal agiklayict temel
elemanlarin dogrusal bileseni olarak elde edilirler ve temel elemanlarin temel bilesenleri
olarak adlandirilir. Temel elemanlar kiimesinde dogrusal bagimlilik yoksa bu veri
kiimesinin dik oldugu sdylenir. Temel bilesenler analizi sonucunda, ortogonal olmayan

bir veri kiimesi i¢in temel elemanlarin birbirine tamamen ortogonal olan yeni bir temel
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elemanlar kiimesi elde edilir. Elde edilen yeni temel elemanlar arasindaki korelasyon
katsayilari, temel elemanlarin birbirine ortogonal olmasindan dolayi sifira esittir. Gunst
ve Mason (1977) tarafindan yapilan bir ¢aligmada, veriler kotii kosullu oldugunda temel
bilesenler regresyonunun en kiiciik kareler yontemine gore belirgin bir iyilesme ortaya
koydugunu gosterilmistir. Hawkins (1973) ve Webster, Gunst ve Mason (1974)
tarafindan yapilan ¢alismalarda temel bilesenler yontemindeki yaklagim takip edilmis ve
gizil kok islemlerini gelistirmislerdir. Gizil kok regresyonun hata kareler ortalamasinda

en kiiciik karelere gore belirgin bir iyilesme saglayabilecegi belirtilmektedir.

Yukarida STTG yonteminde c¢oklu baglantinin giderilmesi amaciyla ti¢ farkli
yontem anlatilmistir. Literatirde en ¢ok kullanilan dordiincti yontem ise ridge

regresyon yontemidir.

STTG katsayilarinin yanli kestiricilerini elde etmek icin farkli islemler
gelistirilmistir. Bunlardan birisi Hoerl ve Kennard (1970) tarafindan ortaya konan ridge
regresyonu yontemidir. Zp ile gosterilen ridge kestiricisi; (A’A+kl) Zg=Ax
denkleminin ¢dziimii olarak tamimlanir. Buradan Zz=(A’A + kI)"'A’x elde edilir.
Burada k>0 arastirmaci tarafindan segilen bir sabittir. Bu islem ridge regresyonu olarak
adlandirilir. k=0 oldugunda ridge kestiricisinin en kiigiik kareler kestiricisi olmaktadir.

Ridge kestiricisi; Zg = (A'A + kI)7*A’x=(A’'A + kI)"Y(A’A)Z =DZ esitliginden
oturi en kiiciik kareler kestiricisinin dogrusal bir doniisiimiidiir. Dolayisiyla
E(Zgr)=E(DZ) =DZ, Zy oldugundan Zg, Z'nin yanl bir kestiricisidir. Genellikle k sabiti

yanlilik parametresi olarak adlandirilir. Z; ’nin kovaryans matrisi,
Var(Zg)= c(A'A + kI)"TA’A(A'A + k1)t (2-25)
olarak elde edilir.
Ridge regresyonunun hata kareler ortalamasi ise;
MSE(Zg)=Var(Z)+( Zg 'deki yan)? (2-26)

=’ Tr[(A'A+ kD)"Y A’A (AA+ kD)™Y] +k2Z'(A'A + kI)™2Z

_ A1 0 A? -2
=Y (Gt FZ(AA+ KD Z
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Burada A4, 4;...., 4, A’A nin 6zdegerleridir. Bu denklemin sag tarafinda yer alan ilk
terim Zg'deki parametrelerin varyanslari toplanudir. ikinci terim de yamin karesidir.

Eger k>0 ise Zg'deki yan k ile artmaktadir. Ancak k azaldik¢a varyans azalmaktadir.

Ridge regresyonunda artik kareler toplami da asagida wverildigi sekilde

hesaplanmaktadir.

SSRes=(y'AZ-}\?)'()"AZ-}\?) (2-27)

=(y-AZ)'(y-AZp)+( Zg-2)A'A(Zp-Z)
Yukarida yer alan denklemde sag tarafta yer alan ilk terim Z en kiiciik kareler
kestiricisi icin artik kareler toplami oldugu i¢in k arttigindan artik kareler toplami da
artmaktadir. Sonug¢ olarak toplam degisim sabit oldugundan k arttiginda R?

azalmaktadir.

Literatiirde ridge regresyonu yonteminde en cok tartisilan konu k yanlilik
parametresinin se¢imidir. Ancak su ana kadar optimum ¢oziimii garanti edebilecek bir
yaklagim heniiz bulunamamustir. Literatiirde ¢esitli arastirmacilar (Marquardt,1970;
Hoerl ve Kennard, 1970; Mallows, 1973; Hoerl, Kennard ve Baldwin, 1974; McDonald
ve Galarneau 1975; Wahba, Golub ve Health, 1979) k’y1 se¢mek i¢in bazi grafiksel ve
analitik yaklasim yontemleri Onermislerdir. Ancak k'nin segilmesi arastirmacinin
deneme yanilma yolu ile segmesini gerektiren bir kavramdir. k, 0 ile 1 aralifinda
degerler alir; 1’e yaklastikca tahminlerin yanlilig1 artmakta, fakat varyanslar

azalmaktadir.

2.8.7. STTG Coziimleri Acisindan Yanh Kestiricilerin Karsilastirilmasi ve

Degerlendirmesi

STTE’ler arasinda ortogonallik olmamas1 durumunda STTG metadolojisi etkilidir.
Ancak ¢oklu baglantinin olmasi durumunda uygulanan en kiigiik kareler yontemi yanh
cikmakta ve dolayisiyla giivenilmeyen STTG katsayilar1 elde edilmektedir. Onceki
kisimlarda ciddi c¢oklu baglanti veya tam ¢oklu baglantinin olmasi durumundan
giivenilir STTG katsayilarinin elde edilmesi i¢in dort adet yontem tanitilmistir. Bu
yontemler sirasiyla ridge regresyonu, temel bilesenler regresyonu, gizil kok regresyonu

ve sinirli uzay ¢éziimii yontemi oldugu belirtilmis ve yontemlerin detaylar1 anlatilmistir.
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Padilla (2005), dort yontem ile bagimsiz altgruplar (independent subsets) ve lineer
regresyon yontemleriyle STTG katsayilarini elde etmis ve hata kareler (square error) ve
giiven simirlar1 (confidence interval) agisindan degerlendirmistir. Elde edilen sonuglara
gore smirli uzay ¢oziimii yontemi ile ridge regresyonu yontemi en diisiik hata kareler
toplamina ve en yiliksek giiven (count) degerine, lineer regresyon, siradan kareler ve
bagimsiz altgruplar yontemleri ise daha yiiksek hata kareler ve daha kiiglik count
degerine sahip olmustur. Siire¢ tabanli temel elemanlar1 arasinda ortogonallik olmamasi
durumunda en giivenilir STTG katsayilar1 sinirli uzay ¢ozimii yontemi ile elde

edilmistir.

STTG haricinde de, yanli kestiricileri incelemek ve hangi islemlerin en iyi sekilde
isledigini belirlemeye calismak igin literatiirde bazi calismalar yapilmistir. Yapilan
calismalardan ortaya tek bir en iyi yontem ¢ikmazken ¢oklu baglanti oldugu durumlarda
yanli kestirimin en kii¢lik kareler yonteminden daha iyi olduguna dair 6nemli kanitlar
bulundugu goriilmiistiir. Ancak STTG yonteminde yanli kestiricilerin kullanilmasina

karsi ¢ikan bazi arastirmacilarda bulunmaktadir.

2.9. STTG YONTEMI VE PROFIL iZLEME (PROFILE MONITORING)
YONTEMI

STTG yontemi ile bazi konularda benzerlik gosteren yontemlerden biri profil

izleme yontemidir.

Profil izleme ydntemi, bir iiriiniin veya siirecin kalitesinin bagimli degisken ile
bagimsiz bir veya daha fazla agiklayici degisken arasinda fonksiyonel bir iligki ile
karakterize edilmesi durumunda kontrol grafiklerinin kullanilmasidir. STTG

yonteminde ise aciklayici degiskenler bagimli degiskenin bir boyutudur.

Her iki yontemde kontrol grafikleri ile izlenen katsayilar regresyon analizi veya en
kiiciik kareler yontemi ile hesaplanmaktadir. Katsayilarin yani parametrelerin

hesaplanmasinda baska yontemler de kullanilabilir.

STTG yonteminde katsayilarin hesaplanmasinda lineer modeller kullanilir. Ancak
profil izleme yonteminde problemin durumuna gore katsayilarin hesaplanmasinda lineer

olmayan modellerde kullanilabilir.
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Katsayilarin kontrol de olup olmadigr her iki yontemde de kontrol grafikleri ile

izlenmektedir.

STTG yonteminde kalite vektoriinii etkileyen, bilinen hata kaynaklarinda elde
edilen parametreler kontrol grafikleri ile izlenir. Profil izleme yonteminde ise kalite
vektorii ile fonksiyonel iligkisi olan bagimsiz degiskenlerden elde edilen parametreler

kontrol grafikleri ile izlenmektedir.

Profil izleme yoOnteminde nominal degerler ile islem yapilirken STTG
yonteminde hedef deger ile nominal deger arasinda kalan hata degerleri ile islem

yapilmaktadir.
2.10. STTG YONTEMI VE TEMEL BIiLESENLER ANALIZi

Giinlimiizde bilgi toplama teknolojilerinin gelismesi sonucunda ¢ok daha fazla ve
cesitli veriler toplanmaktadir. Bu duruma paralel olarak cok degiskenli analiz
yontemleri de gelismektedir. Bu gelisen ortamda bir {riiniin  kalitesinin
degerlendirilmesi ve takibi de tek degiskenle degil cok degiskenle yapilmaya
baslanmustir. Onceki béliimlerde belirtildigi {izere degisken sayismin az oldugu
stireclerde bu degiskenleri klasik ¢ok degiskenli kontrol grafikleri ile kolay ve etkili bir
sekilde takibinin yapildig1 belirtilmisti. Ancak gelisen iiretim ve 6l¢iim teknolojileri ile
birlikte iiretim siireclerinde {iiriinler veya siire¢ hakkinda daha fazla bilgi toplanmaya
baslanmistir. Bu da Montgomery (2009) dedigi gibi eger izlenecek siirecte kalite
karakteristiklerin sayisi on ve daha fazla oldugunda klasik ¢ok degisken kontrol karti
yeterince etkili olamamaktadir. Dolayisiyla degisken sayisinin onu astigi durumlarda,
degiskenleri klasik cok degiskenli kontrol grafikleri ile takip etmek icin degisken
sayisint makul bir seviyeye daha dogrusu onun altina indirmek gerekir. Aslinda bu bir

boyut indirme islemidir.

Literatlirde boyut indirmek i¢in ¢esitli yontemler bulunmaktadir. Bu yontemlerin
en Oonemlilerinden bazilar1 temel bilesenler analizi, faktor analizi ve kiimeleme analizi
gibi yontemlerdir. Ancak bilimsel caligmalarda bu boyut indirme metodlarinin hepsi
yogun olarak kullanilsa da, en c¢ok kullanilan ydntem, temel bilesenler analizi

yontemidir.



100

Bu bolimde STTG yontemi ile temel bilesenler analizi arasindaki ortak yonler
ortaya konmaya calisilacaktir. STTG yontemi ile faktor analizi ve kiimeleme analizi

yontemlerinin ortak yonleri ise bir sonraki kisimda anlatilacaktir.

Temel Bilesenler Analizi, orijinal k degiskenin varyans yapisini1 daha az sayida ve
bu degiskenlerin dogrusal bilesenleri olan yeni degiskenlerle ifade etme yontemidir.
Aralarinda korelasyon bulunan k& sayida degiskenin agikladigi yapiyi, aralarinda
korelasyon bulunmayan ve sayica orijinal degisken sayisindan daha az sayida orijinal
degiskenin dogrusal bilesenleri olan degiskenlerle ifade etme yoOntemine temel

bilesenler analizi denir.

Veri matrisinde yer alan k& degiskenin dogrusal bilesenlerini bulmak igin
kovaryans matrisinin ya da korelasyon matrisinin 6zdegerleri ve 6zvektorleri kullanilir.
Eger degiskenler ayni birim veya karsilastirilabilir birimlerde ve degisken varyanslari

ayn1 boyutta ise varyans-kovaryans matrisi kullanilir.

Temel bilesenler analizi, orijinal degisken uzaymi daha az boyutlu temel
bilesenler uzayina indirgemektedir. Temel bilesenlerin birim degerleri veya yeni
degiskenler, noktalarm bu eksenler iizerindeki izdiisiimleridir. Ornegin, orijinal
degiskenlerin yerine verilerdeki bilginin ¢ok 6nemli bir kismini agiklayan x yeni
degiskeninin kullanilacagini varsayalim. Geometrik olarak iki boyutlu orijinal degisken
uzayinin tek boyutlu bir uzayla temsil edilmesiyle ayni anlami tagimaktadir. Boylece bir
aragtirmact A-boyutlu bir veri matrisini m-boyutlu (m<k) bir uzayda gosterebilir.
Orjinal veri uzaymni daha az boyutlu bir uzayla tanimlanmasina boyut indirgeme adi
verilmektedir. Verilerin daha az boyutlu bir uzaydaki gosteriminde agiklanmayan

toplam varyans diizeyi, bilgi kaybinin 6l¢iisii olarak kullanilmaktadir.

Veri metrisindeki toplam varyans, tiiretilen birkac temel bilesen tarafindan
aciklanabilmesi durumunda, aragtirmaci k sayidaki orijinal degisken yerine daha az
sayidaki temel bileseni yorumlamak veya regresyon ve diskriminant analizleri gibi diger
analizlerde kullanilabilmektedir. Bu anlamda temel bilesenler analizine bir boyut

indirgeme teknigi olarak bakilabilir.

Verilerin ¢6zlimlenmesinde temel bilesenler analizi tekniginin uygun olup
olmadiginin degerlendirilmesi ¢aligmanin amacina baghidir. Amag birbirinden bagimsiz

degiskenler elde etmekse, elde edilen bilesenlerin kavramsal olarak yorumlanabilir
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olmasi1 gerekir. Temel bilesenler kavramsal olarak yorumlanamiyorsa, bu bilesenlerin
diger analizlerinde (regresyon analizi gibi) kullanilmasi ¢ok anlamli olmayabilir. Diger
bir anlatimla bdyle bir durumda temel bilesenler analiz ile birbirinden bagimsiz yeni
degiskenler tiiretilmemelidir. Amag orijinal degisken uzayini1 daha az boyutlu ve orijinal
degiskenlerin dogrusal bir birlesimi olan temel bilesen uzayna indirgemekse, bu
durumda orijinal degisken, bu durumda, orijinal degisken sayisindan daha az, fakat

onemli bilgi kaybina neden olmayacak yeterli temel bilesenin tiiretilmesi gerekir.

Yukarida belirtilen temel bilesenler analizi ile ilgili sinirlilik STTG yonteminde

bulunmamaktadir.

Bu konu iizerine STTG yonteminin yararlarin1 ortaya koymak i¢in schmitt ve
barton tarafindan yapilmis calisma da rastlamaktayiz. yapilan ¢alisma da simiilasyon
yardimi ile silire¢ tabanli temel gosteimleri yontemi karsilastirilmis ve elektronik
sanayisinde temel bilesenler analizine gére STTG yOnteminin istiinliigiini ortaya

koymustur.
2.11. STTG YONTEMI, KUMELEME ANALIZi VE FAKTOR ANALIZi

STTG yontemi, ayni zamanda kiimeleme analizi ve faktor analizi ile beraber
kullanilabilmektedir. Bu konu ile ilgili bir adet calismanin yapildigit STTG yontemi ile
ilgili literatiir arastirmasinda belirtilmistir. Ranjana ve Maiti (2013) tarafindan bu
kapsamda yapilan calismanin 6zelligi, STTG yonteminin istatistiki metodlar agisindan
teorik olarak gelistirilmesidir. Her ne kadar STTG yontemi, Birgdren (1998) tarafindan
teorik olarak gelistirdiyse de bu gelisim katsayilar agisindan smirli olmustur, ancak
temel elemanlar agisindan olmamistir. Ranjana ve Maiti (2013) tarafindan yapilan

calismada;
- STTE’lerin faktor analizi ve kiimeleme analizi ile hesaplanabilecegi,

- Kiimeleme analizi ve faktor analizi tabanli temel elemanlardan hesaplanan
STTG katsayilarina ait siire¢ yeterlilik 6l¢lim degerlerinin, aralarinda korelasyona gore
tek veya cok degiskenli istatistiksel kontrol grafikleri ile de izlenebilecegi

onerilmektedir.
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2.12. STTG YONTEMI VE ISTATISTIKSEL SUREC KONTROLU

Literatiirde STTG katsayilarinin tek degiskenli kontrol grafikleri ile izlenebilecegi
onerilmektedir. STTG katsayilar1 bagimsiz ise yani aralarinda korelasyon yoksa, tek
degiskenli kontrol grafikleri ile basarili bir sekilde izlenebilir. Ancak siire¢ tabanli temel
elemanlar arasinda bir korelasyon varsa bu durum, matematiksel modelde c¢oklu
baglant1 problemine neden olur. Bu durumda hata kaynaklarini temsil eden katsayilara

giiven azalir.

STTG katsayilar1 her zaman bagimsiz olmamaktadir. Bu durumda s6z konusu
katsayilar, katsayilar arasindaki iliskiyi dikkate alan ¢ok degiskenli kontrol grafikleri ile
de takip edilebilir ve kontrol dig1 sinyal tespit edildiginde ise literatirde mevcut
ayristirma ve degiskenleri siniflandirma yontemleri kullanilabilir. STTG yonteminde
onceki boliimlerde de belirtildigi iizere biiyiikliigli hatanin biiytikliigiinii temsil ettigi ve
biiyiik degere sahip katsay: {irliniin performansinda meydana gelen hatada en biiyiik

paya sahiptir.

Ancak, STTG katsayilarinin istatistiksel kontrol grafikleri ile izlenmesinde iki

onemli problem ortaya ¢cikmaktadir.

Birinci problem; tek ve ¢ok degiskenli kontrol grafiklerinde gbzlemlerin normal
ve c¢ok degiskenli normal dagilmasi varsayimi bulunmasidir. STTG katsayilarinin her
zaman bu varsayimi saglayacaginin garantisi bulunmamaktadir. Bu durum parametrik
olmayan prosediirlere bagvurma mecburiyetini ortaya cikartir. Bu kapsamda Birgoren
(1998) tarafindan bir ¢alisma yapilmis ve STTG katsayilarinin yorumlanmasi ile ilgili
parametrik olmayan yontem olarak degerlendirilen "Cok Boyutlu Uzayin

Swtirlandirilmasi” isimli bir yontem onermistir.

Ikinci problem; ¢ok degiskenli kontrol grafiginde kontrol dis1 sinyallerin
yorumlama sorunudur. Her ne kadar STTG yontemi teshis ve yorumlama igin bir
yontem Onerse de, STTG katsayilarinin istatistiksel Onemi katsayilar1 izleyen
istatistiksel kontrol kartlar1 tarafindan belirlenir. Ornegin Gonzalez-Barreto (1996) her
biri bir adet kontrol disi sinyalden sorumlu olan STTG katsayilarin1 Hotelling 77
istatistigine bazi ¢ekincelerle uygulamistir. Ancak STTG katsayilarinin her biri bir hata
kaynagini temsil etse de, kontrol dis1 sinyale sebep veren degiskenin dogru katsayilar ile

temsil edildigine dair bir kesinlik bulunmamaktadir.
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Li, Jin ve Shi (2008) tarafindan yapilan ¢alismada, ¢cok degiskenli Hotelling 77
kontrol grafiginde kontrol dis1 sinyallere neden olan sebeplerin ortaya konmasi
problemi irdelenmistir. Li, Jin ve Shi (2008)’ye gore diger ¢alismalarda oldugu gibi
istatistiksel kontrol grafiklerinde kalite karakteristikleri sadece izlenmektedir ve siirecte
meydana gelen bir kontrol disi sinyalin tespiti veya teshisi ile ilgili bir bilgi
saglanmamaktadir. Boyle bir durumda kontrol dist sinyalin tespiti veya teshisi ile ilgili
bircok yontemin oldugunu belirtmektedir. Bu yontemlerden biri ise Mason, Tracy ve
Young (1995) tarafindan bir boyut indirgeme metodu olarak ortaya konan ve kisaca
MTY yontemi olarak adlandirilan bir yontemin oldugunu belirtmektedir. Ancak
Hotelling 7% kontrol grafiginde kontrol dis1 bir sinyal oldugunda MTY yontemi sadece
kontrol dis1 sinyale sebep olan degiskenin bulunmasinda faydali oldugunu ancak hata
kaynaginin kokiine inilemedigini belirtmektedir. Iste burada Li, Jin ve Shi (2008),
yaptiklar1 ¢alismada, “the causation-based 72 decomposition method” olarak
adlandirilan bir metod 6nermistir. Bu metotta MY7T yontemi ve bayesgil yaklasimi hibrit

bir sekilde kullanilmaistir.

Bu boliimde STTG yontemiyle ilgili literatiirde yer alan teorik bilgiler detayli bir
sekilde anlatilmaya calisilmistir. STTG metodolojisinin teorik kisimlarinin akis

diyagramu ile gosterimi Sekil 2.5°de yer almaktadir.

STTG yonteminde Barton ve Gonzalez (1996) regresyon modellerinden elde
edilen hata teriminin karesi degerlerinin yani |e|? degerlerinin EWMA kontrol grafigi ile
takibini onermektedir. |e|? degerlerinin EWMA kontrol grafigi ile takibi igin hazirlanan

akis diyagrami Sekil 2.6'da yer almaktadir.
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Siire¢ uzmanlari

Siire¢ tabanli temel D
- Deney tasarimi
elemanlarin — . .
Artik incelemesi
bulunmasi

Simetri/ve asimetri Oriintiiler

@
A 4

A matrisinin
olusturulmasi
A=[A4|A,]...... |4,]

A’A matrisi igin
Ozdegerlerin
bulunmasi

A matrisi
ortogonal

A matrisi
tekil mi?

En az bir
—> 0zdeger
sifir olmali

Sekil 2.5: STTG Metadolojisi
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v

Ciftlerin arasindaki bagimliligin
kontrolii i¢in korelasyon
matrisinin incelenmesi

v

Daha kompleks bagimlilik i¢in
SVD boyut indirgemesi veya
Ozdeger yonteminin kullanilmasi

A

Siire¢ tabanli temel gosterimleri igin temel
elemanlarin se¢imi

\ 4

Analiz i¢in bagimsiz temel elemanlarin segimi

Sekil 2.5 devam: STTG Metodolojisi
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A matrisinin

Olceklendirilmesi
v
En kiiciik kareler yontenp ile siireg 7= A-1lx n=gq ise
tabanli temel gosterimleri
katsayilarinin bulunmasi Z=(A’A)A’x n>qise
- Her Z'yi Benfori Y
hmltlte;ll(ntli:guilslligr?ﬁ Zur eg tf:rbﬂ@anl'l temel Yeni temel eleman
kont.dig. yontemi osterimiert __ ] icin hata elemanlarn
ile takip katsayilaria tek incelenmesi
o degiskenli siireg
- Cok degiskenli
kont.dig. yontemi kontrol
ile takip cizelgelerinin
uygulanmasi 17 —l

Temel Standartlagtiritlmis  C. chart
bilesenler P-D diyagramimin ~ norm error
analizi kullanilmast vector

Sekil 2.5 devam: STTG Metodolojisi
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Ciddi
coklu
baglant1

©

Mak(VIF) >4

Evet

v

A matrisinin
Olceklendirilmesi

\ 4

Ridge regresyonu i¢in
k degerinin ortaya
konmasi

Ridge regresyonun Z*
degerlerinin bulunmasi

A

Z* degerlerine siire
& ¢ Yeni temel eleman igin

kontrol .
di —> artik degerlerin
iyagramlariin -
kontrolii
uygulanmast

Sekil 2.5 devam: STTG Metodolojisi



Her kalite degiskeni
i¢in |e|? hesapla

\4

ACF tahmin et ve
“run” testlerini

kontrol et

Evet

le|?
verilerindeki
yap1 kontrol
altinda m?

Havir

|e|? nin
I kontrol grafigi
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Yeni temel

A

elemanin
arastirilmasi

Evet

|e]? 'nin
EWMA kontrol
grafigi

{k

Kontrol
grafigi
kontrolde
mi?

Evet

Kontrol
grafigi

I = e o)

kontrol
altinda
mi1?

Sekil 2.6: STTG Metodolojisi Hata Teriminin Analizi
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UCUNCU BOLUM
YAPAY SiNiR AGLARI VE COK DEGISKENLI iSTATISTIKSEL KONTROL
GRAFIKLERI
3.1.GENEL

Gilinlimiizde bilgisayarlar, hem olaylar hakkinda karar verebilmekte, hem de
olaylar arasinda iligkileri 6grenebilmektedir. Bilgisayarlar1 bu 6zellikler ile donatan ve

bu yeteneklerin gelismesini saglayan unsurlar ise zeki sistemlerdir.

Zeki sistemler miihendislik, sosyal bilimler ve bilgisayar bilimlerinde meydana
gelen karmasik ve zor karar problemlerin ¢oziimiinde oldukga fazla kullanilmaktadir.
Zeki sistemlerin temel amaci, geleneksel yolla ¢oziilemeyen gercek yasamdaki
karmagik ve zor problemlerin ¢oziimiidiir. Zeki sistemlerin en temel o6zelligi ise, bir
yandan bilgiye dayali olarak karar verebilme 6zelliklerinin olmasindan dolayr olaylara
ve problemlere ¢oziimler iiretirken ve diger yandan eldeki bilgiler ile olaylar1 6grenerek

sonraki olaylar hakkinda karar verebilmeleridir (Oztemel, 2012).

Giiniimiizde bircok alanda kullanilan zeki teknik cesitleri bulunmaktadir. Bu
tekniklerden bazilar1 destek vektdr makineleri, genetik algoritmalar, yapay sinir aglar
(YSA), bulanik yontemler, benzetilmis tavlama, tabu arama, karinca koloni

optimizasyonu, par¢acik siirii optimazasyonu ve diger sezgisel yontemlerdir.

Zeki tekniklerin kullanim alanlarindan biri kalite yonetimi alanidir ve bu teknikler
kalite yonetimi problemlerini ¢cozmek i¢in oldukca etkin bir sekilde kullanilmaktadir.

Ciinkii;

- Kalite yonetimindeki problemlerin ¢ogunun yapisinda bir¢cok degisken ve

parametreler bulunmaktadir.

- Kalite problemlerindeki veri tipleri genellikle belirsiz, tam olmayan,

giivenilmeyen ve belirsiz verilerdir.

- Kalite problemlerindeki veriler, genel olarak problemin modellenmesi veya

optimize edilmesi kolay olmayan ¢ok degiskenli verilerdir.

Yukarida sayilan sebeplerden dolay1 zeki teknikler kalite kontroliinde verileri

analiz etmek ve karar almak i¢in basarili bir sekilde kullanilmaktadir. Bu baglamda
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bilgisayar ile entegre edilmis iiretim siireclerinin gelismesi, kalite kontrolii gérevlerinin

otomatik olarak yapilmasina imkan tanir.

Zeki karar alma tekniklerden birisi de YSA'dir. Son yillarda YSA konusu, pek ¢ok
uygulama alaninda ilgi c¢ekmektedir. Ozellikle bilgisayarlarm birim zamanda
yapabildigi islem sayisinin fazlasiyla artmis olmasi, YSA'nin daha etkin kullanilmasini
da saglamistir. YSA'nin en fazla model se¢imi ve siniflandirilmasi, islev tahmini, en
uygun degeri bulma ve veri simiflandirilmasi islerde basarilidir (Elmas, 2011, 23).
Ayrica, Oriintii tanima uygulamalarinda da kullanilmaktadir. Kalite kontrolii
uygulamalarinda en fazla ileri beslemeli YSA mimarilerin kullanildig1 goriilmektedir

(Cura, 2008).
3.2.YAPAY SiNiR AGLARI

YSA modelleri, insan beyninin sorunu ¢ézmek iizere kullandigr yontemi taklit
etmeye calisarak belirli tiirde problemleri ¢6zmek igin tasarlanmig bir yap1 olmasina
ragmen ayni zamanda c¢ok boyutlu, dogrusal olmayan veriler i¢in de kullanilan
modellerdir (Montgomery, Peck ve Vining, 2012). YSA modelleri, insan beyninin
bilgiyi dijital bilgisayardan temelde tamamen farkli bir bigimde islendiginin

anlasilmasiyla ortaya ¢ikmustir.

Insan beyninden esinlenerek gelistirilmis olan YSA modelleri, agirlikli baglantilar
araciligr ile birbirine baglanan ve her biri kendi bellegine sahip islem elemanlarindan
olusan paralel ve dagitilmis bilgi isleme yapilaridir (Elmas, 2011, 23). YSA modelleri
makine 6grenme algoritmalari, paralel dagitilmis islem, dogal zeka sistemleri gibi ¢esitli

isimlerle de anilmaktadir.

Yukarida belirtildigi tizere YSA modelleri, biyolojik sinir sisteminden esinlenerek
gelistirilmisir. Dolayisiyla YSA modellerinin ne oldugunu anlamak i¢in, baslangicta

insan beyninin ¢aligma mantigini ortaya koymak gerekmektedir.

Insan beyni, sinir sisteminden ve sinir sistemi de birbiriyle iletisim halinde olan
sinir hiicrelerinden meydana gelmektedir. Beyindeki sinir hiicreleri, akson, c¢ekirdek
(soma), dendrit ve beyindeki diger sinir hiicrelerine baglantilardan (sinaps)
olusmaktadir (Oztemel, 2012:47). Sinir hiicresinin basit bir gosterimi Sekil 3.1'de

sunulmustur.
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— Diger Hiicreler

Kaynak:StateMaster. (2015) The Major Structures of The Neuron, http://www.statemaster.com/
wikimir/images/upload.wikimedia.org/wikipedia/en/b/bd/Neuron.jpg, (Erisim Tarihi: 22.02.2015).

Sekil 3.1:Sinir Hiicresinin Basit Gosterimi

Burada sinir hiicreleri arasinda iliski baglantilar (sinaps) yardimiyla
kurulmaktadir. Sinir hiicreleri arasindaki bu baglantilar fiziksel olmayip sinirler
arasindaki elektrik baglantisinin iletilmesini saglayan bosluklardir. Bir sinir hiicresinden
alian sinyaller baglantilar ve akson yardimiyla sinyalin gittigi somaya gider. Soma
gelen bu sinyali isleme tabi tutar ve kendi ¢iktisini olusturur. Ancak sinyaller hiicre
cekirdegine dogru iletilirken, her biri ayn1 agirlikta ve 6nemde etkide bulunmamaktadir.
Burada kimi daha yiiksek etki gosterirken, kimi ise daha zayif etki gostermektedir. Daha

sonra bu sinyal dentride iletilir (Y1lmaz, 2015).

Bir sinir sisteminin ¢aligma 6zelligi yukarida verilen milyarlarca sinir hiicresinin
bir araya getirilmesiyle olusmustur. YSA biyolojik hiicrelerin bu 6zelliklerinden

yararlanilarak gelistirilmistir.

Literatiirde YSA ile ilgili aragtirmacilar tarafindan yapilan cesitli tanimlar

mevcuttur. Ancak herkes tarafindan kabul edilmis genel bir tanim bulunmamaktadir.

YSA, en genel anlami ile Oztemel (2012) tarafindan “insan beyninin
ozelliklerinden olan ogrenme yolu ile yeni bilgiler tiiretebilme, yeni bilgiler
olusturabilme ve kesfedebilme gibi yetenekleri herhangi bir yardim almadan

otomatik olarak gerceklestirmek amaciyla gelistirilen bilgisayar sistemleri” olarak,
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Haykin (1999) tarafindan ''Deneyimsel bilgiyi depolamak ve bunlarin
kullanilmasim saglamak icin basit islem birimlerinden olusan paralel dagitilmis

bir islemci" olarak,

Sagiroglu, Besdok ve Erler (2000) tarafindan '"yerel bir hafiza yapisi
tammmlayan ve birbirleriyle c¢esitli sekillerde baglantih olan veri isleme
elemanlarimin  dagitilmis veriyi gelistirebildikleri paralel bir yap1" olarak

tanimlanmaktadir.

Yukarida yer alan tanimlar incelendiginde, YSA beyne iki yonden benzemektedir.
Birinci yonii bilgiyi 6grenerek elde eder. Ikinci yonii ise 6grendigi bilgiyi prosesler

arasindaki baglantilardaki agirliklarda saklar ve kullanir (Haykin, 1999:2).
3.2.1.Yapay Sinir Aglarinin Genel Ozellikleri

YSA'nin 6zellikleri uygulanan ag modeline ve algoritmasina gore degismektedir.
Ancak literatirde YSA'min genel Ozellikleri dogrusal olmama, ornekten Ogrenme,
paralellik, genelleme yetenegi, uyarlanabilirlik ve hata toleransi olarak yer almaktadir
(Kargi, 2015). YSA'nin sayilan bu 6zellikleri ile ilgili detayl bilgiler literatiirde yer alan
YSA ile hazirlanmis birgok kaynakta (Haykin, 1999; Oztemel, 2012) kolaylikla

bulunabilmektedir.
3.2.2.Yapay Sinir Aglarinin Avantajlar
YSA'nin literatiirde yer alan bazi avantajlar1 asagida siralanmagtir.

- YSA, o6grenebilme yetenegine sahiptir ve farkli 6grenme algoritmalart ile

Ogrenebilirler.

YSA, uyarlanabilir ve esneyebilir.

- YSA, matematiksel modele ihtiya¢c duymaz.

- YSA, kural tabanli kullanimi1 gerektirmezler.

- Diger {istiinliikleri ile ilgili hususlar Oztemel (2012) tarafindan

hazirlanmis "Yapay Sinir Aglar1" isimli esere bakilabilir.
3.2.3.Yapay Sinir Aglarinin Dezavantajlari

YSA, bir¢ok avantaja sahip olmasimna ragmen, bazi dezavantajlara da sahiptir

(Oztemel, 2012). Literatiirde yer alan dezavantajlardan bazilar1 asagida siralanmustir.
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- YSA'nm en biiylik dezavantaji, agin davranisinin agiklanamamasidir. Bu

kapsamda YSA kara kutu olarak adlandirilmaktadir.

- YSA'nin ikinci dezavantaji, sinir aginin bilgisayarin donanimina bagl
olarak calismasidir. Her ag i¢in belli Ozeliklerde bilgisayar donanimina ihtiyag

duyulmaktadir.

- YSA'nin iglincii dezavantaji, probleme uygun olarak secilecek ag
modelinin ve bu agda kullanilacak parametrelerin deneme yanilma yolu ile se¢ilmesidir.

Literatiirde bu konularla ilgili olarak kesin bir yontem bulunmamaktadir.

- YSA'nin dordiincii dezavantaji ise problemin aga gosterim seklinde bir

standartligin olmamasidir.

Ancak yukarida sayilan dezavantajlarina karsilik giiniimiizde bircok arastirmaci
istiinliiklerinden dolayr bircok alanda YSA yaklagimini basarili bir sekilde

kullanmaktadir.
3.2.4.Yapay Sinir Aglarinin Yapilarn

YSA'lar, proses olarak adlandirilan ¢ok sayidaki islem elemanlarinin bir araya
getirilmesinden olusur. YSA'larin ilk olarak ortaya konan modellerinden iizerinde en
cok calisilan modeli, proseslerin sirali bir sekilde art arda baglanmasindan olusan

hiyerarsik sinir ag1 yapisi olmustur.

YSA'larin prosesleri ve baglantilar1 ¢ok degisik bicimlerde bir araya getirilebilir.
Aglar bu proses ve baglanti mimarilerine gore degisik isimler alirlar. Bu durum farkl
ogrenme kurallarindan ve bu kurallarin bir agin yapisim1 nasil degistirdiginden
kaynaklanmaktadir (Elmas, 2011). Bu kapsamda YSA, c¢esitli sekillerde

siniflandirilmaktadir. Bu siniflandirmalar su sekildedir.
3.2.4.1.Sinirler Arasindaki Baglantilarin Yonlerine Gore

YSA, sinirler arasindaki baglantilarin yonlerine gore ileri beslemeli (feedforward)

ve geri beslemeli (feedback/recurrent) aglar olmak tizere ikiye ayrilmaktadir.
3.2.4.1.1.ileri Beslemeli Aglar

Reel degerli n boyutlu girdi 6zel vektorleri su sekilde ifade edilir; j gizli katman

siniri, i girdisini w(i=1,2,.....n, j=1,2,...) agirhigina gore alir. j birimi x girdi isaretinin ve



114

w agirliklarinin bir islevini hesaplayip, sonucu sonraki tiim komsu sinirlere iletir. Tlk
gizli katman gibi ikinci gizli katman sinirleri de agirliklarla Onceki katmana tam
baglidir. Bu sinirler de girislerin ve girislerin agirliklarinin bir islevini hesaplayip
sonucu aktarir. Bu islem, ¢ikis katmanindaki sinirler tarafindan da yapildiktan sonra
tamamlanir. Bu aglar, cok katmanli ileri beslemeli aglar olarak isimlendirilir.

Sekil 3.2°de cok katmanli ileri beslemeli bir ag goriilmektedir.

<« I— w0 o

Kaynak:Burmaoglu, S. (2009). "Birlesmis Milletler Kalkinma Programi Beseri Kalkinma Endeksi
verilerini kullanarak diskriminant analizi, lojistik regresyon analizi ve yapay sinir aglarinin
simiflandirma basarilarimin degerlendirilmesi"”, Yaymlanmamis Doktora Tezi, Atatiirk Universitesi
Sosyal Bilimler Enstitiisii Isletme Anabilim Dali, 72, Erzurum.

Sekil 3.2:Cok Katmanli ileri Beslemeli Ag Modeli
3.2.4.1.2.Geri Beslemeli Aglar (feedback/recurrent)

Bir geri beslemeli YSA, cikis ve arakatman ¢ikislarin, giris birimlerine veya
onceki ara katmanlara geri beslendigi bir ag yapisidir. Boylece girisler hem ileri yonde
hem de geri yonde aktarilmis olur. Bu ¢esit sinir aglarinin dinamik hafizalar1 vardir. Bir
andaki ¢ikis hem o andaki hem de Onceki girigleri yansitir. Bundan dolay1 dzellikle
onceden tahmin uygulamalari i¢in uygundur. Sekil 3.3’de ¢cok katmanli ileri beslemeli

bir ag goriilmektedir.

X(t) F(WwWy(t) y(t+d)

X(t)

Gecikme d

Kaynak:Burmaoglu, S. (2009). "Birlesmis Milletler Kalkinma Programi Begeri Kalkinma Endeksi
verilerini kullanarak diskriminant analizi, lojistik regresyon analizi ve yapay sinir aglarinin
simiflandirma basarilarinin degerlendirilmesi", Yaymlanmams Doktora Tezi, Atatiirk Universitesi
Sosyal Bilimler Enstitiisii Isletme Anabilim Dal1, 72, Erzurum.

Sekil 3.3:Cok Katmanli Geri Beslemeli Ag Modeli
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3.2.4.2.Katmanlar Arasi Baglanti Cesitlerine Gore

Katmanlar arasinda kullanilan degisik tiirde baglantilar vardir. Elmas (2011)

tarafindan yapilan baglanti ¢esitleri gruplamasi sunlardir.
Tam Baglantili: Ik katmandaki her sinir ikinci katmandaki her sinire baglidir.
Kismi Baglantih: Ikinci katmanda bir sinir, birinci katmandaki her sinire bagl
degildir.
fleri Beslemeli: ilk katmandaki sinirler ¢ikislarim ikinci kat sinirlere gonderir,

fakat ikinci kat sinirlerinden geri bir giris almazlar. Ileri beslemeli baglantilar tam veya

kismi olabilir.

Cift Yonlii: ikinci katman sinirlerinin ¢ikislarini birinci katman sinirlerine tasiyan

bir bagka baglanti kiimesi vardir. Cift yonli baglantilar tam veya kismi olabilir.
Hiyerarsik: Eger sinir ag1 hiyerarsik yapiya sahipse, diisiik katmanlarin sinirleri
bir sonraki seviyedeki katmanin sinirlerine iletilebilir.

Rezonans: Cift yonlii baglantili katmanlar ve kesin durum olusuncaya kadar

defalarca mesaj1 baglant1 lizerinden gondermeye devam edebilir.

Yukarida sayilan bu baglanti ¢esitlerinden en yaygin kullanimi olan baglantilar

ise, tam baglantili ve kismi baglantih olan aglardir (Psarakis, 2011).
3.2.4.3.Sinirler Arasi Baglantiya Gore
Tekrarlamali ve merkez/¢evre disi olarak ikiye ayrilmaktadir.
3.2.4.4.Uygulamaya Gore

Off-line ve on-line 6grenme yaklasimlar1 olarak ikiye ayrilmaktadir. Off-line
o0grenme de, ag kullanima alinmadan elde bulunan hazir 6rneklemler ile egitilir ve on-
line olarak kullanima sunulur. Ag kullanimda iken agirliklar1 degistirilmez. Eger
agirliklarin degistirilmesine ihtiyag duyulursa, ag on-line olarak kullanimdan ¢ikarilir ve
gecmis veriler kullanilarak agirliklar degistirilir. On-line 6grenmede ise kullanimda olan

ag kullanimdan ¢ikartilmadan egitilir.
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3.2.4.5.0grenme Stratejilerine Gore

Literatiirde ¢esitli calisma alanlarma gore degisik 6grenme kurallar1 ve bu
O0grenme kurallarina dayali olarak gelistirilmis bircok Ogrenme algoritmasi
olusturulmustur. Giinlimiizde temel olarak kabul edilen dort tip 6grenme kurali
bulunmaktadir. Bu 6grenme kurallar1 Hebb, Delta, Kohonen ve Hopfield 6grenme
kurallaridir.  Ogrenme kurallarinin  ¢ogunlugu bu temel &grenme kurallarmdan
esinlenerek iiretilmistir. Ayrica Delta, Kohonen ve Hopfield 6grenme kurallar1 da, Hebb
O0grenme kuralindan iiretilmistir. YSA'da 6grenme islemi, karisik, ¢ok parametreli ve

matematiksel olarak modellenmesi oldukga zor bir istir.

Hebb 6grenme kurali, "bir noron diger bir nérondan giris aliyorsa, her iki
noronda aktif ise noronlar arasindaki agirhk degeri kuvvetlendirilir" prensibine,
Hopfield 6grenme kurali, "eger istenilen cikis ve girisin her ikisi aktif veya her ikisi
de aktif degilse, 6grenme oram tarafindan baglanti agirhg artirihr, diger
durumlarda ise azaltilir." prensibine, Delta 6grenme kurali, "'néronun gercek cikisi
ile istenen cikis degerleri arasindaki farki azaltan, giris baglantilarim giiclendiren
ve siirekli olarak degistiren" diisiinceye yani "ortalama karesel hatayr baglanti
agirhk degerlerinin degistirilmesiyle diisiirme" prensibine, Kohonen 6grenme kurali,

"kazanan tamamim ahr" prensibine dayanmaktadir (Oztemel, 2012).

Aglarin egitimi i¢in kullanilan 6grenme algoritmalari, 6grenme kurallarina gore,
damismanh o6grenme (supervised learning), damismansiz 6grenme (unsupervised
learning) ve pekistirerek o0grenme (reinforcement learning) olmak iizere iice

ayrilmaktadir.
3.2.4.5.1.Damsmanh Ogrenme (supervised learning)

Danismanlt 6grenmede, istenen ag ¢ikisinin elde edilebilmesi i¢in ¢ikis hatasinin
diistiriilmesinde YSA'nin agirliklarinin uyarlanabilir hale getirilmesini gerekli kilar. Bu
o0grenme tipinde her giris degeri i¢in arzu edilen ¢ikis sisteme gosterilir ve YSA'nin giris

ve ¢ikis iliskisini gergeklestirene kadar asama asama ayarlar.

Danigmanli 6grenmede, sistemin olayr 6grenebilmesi i¢in bir §gretmen yardimei
olmaktadir. Sistemin 6grenmesi i¢in §gretmen tarafindan 6grenilmesi istenen olay ile
ilgili ornekler aga girdi ve ¢ikt1 seklinde verilir (Zurada, 1992:57). Yani olayla ilgili

orneklerin girdileri sisteme verilirken diger yandan bu 6rneklerin ¢iktilar1 da sisteme
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gosterilir. Istenilen ve gergek cikt1 arasindaki hataya gore katmanlar arasi baglantilarin
agirligini en uygun cikist elde etmek icin c¢alisilir. Bu sayede sistem tarafindan olayin
girdileri ile ¢iktilar1 arasindaki iliski Ogrenilmektedir. Sekil 3.4’de danismanli

O0grenmenin sekilsel gdsterimi goriilmektedir.

Kaynak:Burmaoglu, S. (2009). "Birlesmis Milletler Kalkinma Programi Beseri Kalkinma Endeksi
verilerini kullanarak diskriminant analizi, lojistik regresyon analizi ve yapay sinir aglarinin
siniflandirma basarilarinin degerlendirilmesi”, Yaymlanmamis Doktora Tezi, Atatiirk Universitesi
Sosyal Bilimler Enstitiisii Isletme Anabilim Dal1, 73, Erzurum.

Sekil 3.4:Danigsmanli Ogrenmenin Sekilsel Gosterimi

3.2.4.5.2.Damsmansiz Ogrenme (unsupervised learning)

Danismansiz  6grenmede, sistemin olayr Ogrenebilmesi i¢in herhangi bir
Ogretmene ihtiya¢ duyulmamaktadir. Sisteme sadece girdi degerleri gosterilir, ¢ikt
degerleri gosterilmez. Sisteme gosterilen 6rneklerin parametrelerin arasindaki iligkilerin
sistem tarafindan kendi kendine 6grenmesi beklenilir (Zurada, 1992:57). Danismansiz
ogrenme, danigmanl 6grenmeye gore ¢ok daha hizlidir ve matematiksel algoritmalari

da daha basittir. Sekil 3.5’de danismansiz 6grenmenin sekilsel gosterimi goriilmektedir.

Kaynak:Burmaoglu, S. (2009). "Birlesmis Milletler Kalkinma Programi Beseri Kallkinma
Endeksi verilerini kullanarak diskriminant analizi, lojistik regresyon analizi ve yapay sinir
aglarmmin  siniflandirma  basarilarimin  degerlendirilmesi”, Yaymlanmamig Doktora Tezi,
Atatiirk Universitesi Sosyal Bilimler Enstitiisii Isletme Anabilim Dali, 74, Erzurum.

Sekil 3.5:Danismansiz Ogrenmenin Sekilsel Gosterimi
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3.2.4.5.3.Pekistirerek (")grenme (reinforcement, graded)

Pekistirerek 6grenmede, sistemin olay1 6grenebilmesi i¢in bir 6gretmen yardimci
olmaktadir. Bu 6grenme yonteminde, 6gretmen sistemin kendisine gdsterilen girdilere
karsilik ciktilarint iiretmesini bekler ve iiretilen ¢iktinin dogru veya yanlis oldugunu

gosteren bir sinyal iiretir.

Pekistirerek 6grenmede, aglar dogrudan gergek ag ¢ikisini vermez, ancak aglarin
cikisini 1yi veya kotii olarak degerlendirmesini yapar. Bu aglarin performans bilgisi
genellikle ikili sayidir. Sekil 3.6’da pekistirerek 6grenmenin sekilsel gosterimi

goriilmektedir.

i)

Koxitik Elritil T akvizye
lgmretler Igaret i
Ureteca 1y

Kaynak:Burmaoglu, S. (2009). "Birlesmis Milletler Kalkinma Programi Beseri Kalkinma
Endeksi verilerini kullanarak diskriminant analizi, lojistik regresyon analizi ve yapay sinir
aglarvmin  simiflandirma  basarilariin  degerlendirilmesi”, Yayinlanmamis Doktora Tezi,
Atatiirk Universitesi Sosyal Bilimler Enstitiisii Isletme Anabilim Dal1, 74, Erzurum.

Sekil 3.6:Pekistirerek Ogrenmenin Sekilsel Gosterimi
3.2.4.6.08renme Stratejilerine Gore YSA Cesitleri;

Ogrenme stratejilerine gore en ¢ok kullanilan YSA cesitleri Tablo 3.1'de yer
almaktadir (Elmas, 2011).

Tablo 3.1:Ogrenme Stratejilerine Gore YSA cesitleri

Danismansiz Damismanh

- Perceptron - Hopfield Ag1

- Cok katmanl Perceptron - Olasiliksal Sinir Aglari

- Geri Yayilim Ag1 - Uyarlanir Rezonans Ag1

- Daha Yiiksek Diizeyli Sinir Ag1 - Ozorgiitlemeli Harita Ag1

- Islevsel Bag Ag1 - Boltzman Makinesi



119

- Hamming Ag1

- Geri yayma Ozoérgiitlemeli Harita A
- Kars1 Yayma Ag1

- Ogrenme Vektdr Nicelendirmesi

- Rekabetci Ogrenme Aglar

Kaynak:C.Elmas, Yapay Sinir Aglart (Kuram, Mimari, Egitim, Uygulama), Seckin
Yaynevi, 2011, 69.

3.2.5.Yapay Sinir Aglarinin Yapisi ve Temel Bilesenleri

YSA, birbirine bagh ¢ok sayida islem elemanlarindan olusan ve genellikle paralel
isleyen yapilardir. Bu tiir aglar giris katmani, bir veya birden fazla gizli katman ve ¢ikis
katmanindan olugmaktadir. Bu katmanlar ve her katmanda bulunan proses elemanlari
arasindaki iligkiyi gosteren bir YSA'nin basit gosterimi Sekil 3.7 dedir. Sekil 3.7°de yer
alan gosterimde yuvarlak sekiller proses elemanlarini temsil etmektedir. Bu proses
elemalarmi birbirine baglayan cizgiler ise YSA'da baglantilarn gostermektedir.

Dolayisiyla katmanlarda yer alan proses elemanlari ve baglantilar1 basit bir YSA’y1

olusturmaktadir.
; Proses
G Elemanlari C
R ‘ K
o (U T
i |
s [ O s
E ) E
T — (= B
i i

Y : k ‘|
Cikti Katman

Kaynak:E.Oztemel, Yapay Sinir Aglar1, Papatya Yaymlari, 2012, 53.
Sekil 3.7:Yapay Sinir Aglarinin Basit Gdsterimi

YSA'nin temel ¢aligma prensibi, kendisine girdi olarak gosterilen bir giris setini
cikt1 setine ¢evirmek olarak agiklanabilir. Tabi ki dogru ¢iktiya ulasabilmek icin agin
kendisine gosterilen giris drneklerini dogru ¢iktiya ulagabilecek sekilde egitilmis olmasi
gerekmektedir. Ilk olarak aga girdi olarak gosterilecek Ornekler bir vektdr haline

getirilir. Daha sonra agin girdi vektoriine karsilik ciktt vektoriiniin elde edilmesi
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saglanir. Bu c¢ikti vektoriiniin dogru ¢ikt1 vektdriiniin elde edilinceye kadar agin

parametre degerleri degistirilir.

YSA, bir girdi vektoriinii istenen Ozelliklerde bir ¢ikt1 vektoriine doniistiiriilmesi
konusunda egitilebilir ve bu duruma parametre degerleri degistirilebilir. Ancak bu
islemin nasil yapildig: ile ilgili ag bilgi verememektedir. Agin bu 6zelligine literatiirde
kara kutu yaklasimi olarak isimlendirilmektedir. Kara kuru yaklasiminda ag, girdileri

alip ¢iktilar1 vermektedir. Ancak bu islemi nasil yapildigi ile ilgili bilgi verememektedir.

YSA, siire¢ elemanlar1 olarak adlandirilan yapay proses elemanlarindan
olugmaktadir (Trippi ve Turban, 1996). Genel olarak YSA'min yapisi ve temel
bilesenleri girdiler, agirliklar, toplama fonksiyonu, aktivasyon fonksiyonu ve ¢iktilar
olmak tizere bes temel eleman1 vardir (Tsaukalas ve Uhrig, 1997) ve Sekil 3.8de yer

almaktadir.

Giris katmani girisleri, giris katmani ve gizli katman arasindaki agirliklar ile
carpilarak gizli katmana iletilmektedir. Gizli katmana gelen bu degerler gizli katmanda
toplanir. Daha sonra bu degerler giris katmaninda oldugu gibi gizli katman ile ¢ikis
katmani arasindaki agirliklar ile carpilarak ¢ikis katmanina iletilir. Cikis katmanindaki

sinirler de, gelen bu degerleri toplayarak uygun ¢ikislar {iretir.

Girigler Agirliklar Toplama islevi Etkinlik Islevi Cikis

fetkinlik) — — v

Kaynak:C.Elmas, Yapay Sinir Aglart (Kuram, Mimari, Egitim, Uygulama), Segkin
Yaymevi, 2011, 32.

Sekil 3.8:Yapay Sinir Aglarinin Genel Yapis1 ve Temel Bilesenleri
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Sekil-3.8'de girisler x; sembolii ile gosterilmistir. Bu girislerin her biri agirlik w
ile garpilir. Basitge bu iriinler esik degeri 6; ile toplanir. Sonucu olusturmak igin

etkinlik islevi ile islem yapilir ve y; ¢ikist alinir.
3.2.5.1.Girisler

Cevreden veya kendinden onceki sinirlerden alinan bilgi, sinir agina giris katmani
ile getirilir. Giris verileri ham veriler veya bu ham verilerden 6zellik ¢ikarma ile elde
edilen veriler olabilir. Giris verilerin ham veri yani ¢ok sayida olmasi sinir ag1
mimarisinin biiylik olmasin1 saglar. Bu durum performansin diismesine sebep

olabilmektedir.
3.2.5.2.Agirhiklar

Agirliklar iki proses arasindaki baglantinin giiciinii dlger ve bir prosesin ¢iktisini
belirleyebilir ya da engelleyebilir (Burmaoglu, 2009). Bir agirligin degerinin biiyiik
olmasi, o girisin yapay sinire gii¢clii baglanmasi ya da dnemli olmasi, kiigiik olmast,
zayif baglanmasi ya da Onemli olmamasi anlamina gelmektedir (Elmas, 2011).

Agirliklarin degistirilmesi ise sinir aglariin 6grenmesi olarak tanimlanabilir.
3.2.5.3.Toplama islevi

Toplama islevi v;, sinirde her bir agirligin ait oldugu girislerle ¢arpiminin
toplamlarini esik degeri 6; ile toplayarak etkinlik iglevine gonderir. Bazi durumlarda
toplama islevi minimum, maksimum, ¢ogunluk veya birka¢ normallesme algoritmasi
gibi ¢ok daha karmasik olabilir (Elmas, 2011). Literatiirde yapilan arastirmalarda
toplama fonksiyonu olarak degisik fonksiyonlarin kullanildigr goriilmektedir.
Tablo 3.2'de literatiirde kullanilan ¢esitli toplama fonksiyonlart yer almaktadir
(Oztemel, 2012). Tablo 3.2°de yer alan toplama fonsiyonlarina bakildiginda bazi
toplama fonksiyonlarinda sadece gelen girdilerin degeri 6nemli olurken bazilarinda ise
girdilerin sayis1 onemli olmaktadir. Bir problem i¢in hangi toplama fonksiyonu
kullanilacag ile ilgili su ana kadar genel bir yontem bulunmus degildir. Genellikle
deneme yanilma yolu ile belirlenmektedir. Her proses elemani ayni toplama
fonksiyonunu kullanabilecegi gibi farkli toplama fonksiyonuna da sahip olabilir. Bu

durum tamamen Y SA'y1 tasarlayan arastirmacinin verecegi bir karardir.
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Tablo 3.2:Literatiirde Kullanilan Cesitli Toplama Fonksiyonlar1

Net giris Aciklama

Agirlik degerleri girdiler ile carpilir. Daha sonra
bulunan degerler birbiri ile carpilarak net girdi
hesaplanir.

N adet girdi icinden agirliklar ile carpildiktan
sonra en bilyligli yapay sinir hiicresinin net girdisi
olarak kabul edilir.

N adet girdi iginden agirliklar ile ¢arpildiktan
sonra en kii¢iigli yapay sinir hiicresinin net girdisi

Carpim
Net Girdi=[] G;4; i=1,....N

Maksimum
Net Girdi=Max(G;A;), i=1,...N

Minimum
Net Girdi= Min(G;4;), i=1,....N

olarak kabul edilir.

N adet girdi iginden agirliklar ile c¢arpildiktan
Cogunluk sonra pozitif veya negatif olanlarin sayis1 bulunur.
Net Girdi=), sgn(G;4;), i=1,...N Biiyiik olan say1 yapay sinir hiicresinin net girdisi

olarak kabul edilir.

Hiicreye gelen bilgiler agirlikli olarak toplanir.
Daha once gelen bilgilere eklenerek hiicrenin net
girdisi bulunur.

Kiimiilatif Toplam
Net Girdi=Net(eski)+ ),(G;4;), i=1,...N

Kaynak:E.Oztemel, Yapay Sinir Aglari, Papatya Yayinlari, 2012, 50.
3.2.5.4.Etkinlik islevi veya Aktivasyon Fonksiyonu

Etkinlik islevi, girdi verileri ve agirliklara karsilik prosesin ¢iktisini belirleyen
matematiksel bir denklemdir. Etkinlik islevine aktivasyon fonksiyonu da denmektedir.
Bir etkinlik islevinin kullanim amaci, zaman s6z konusu oldugunda toplama islevinin
cikisinin degismesine izin vermektir (Elmas, 2011). Toplama fonksiyonunda oldugu
gibi bir sinir aginin biitin proseslerinde hep ayni aktivasyon fonksiyonunun
kullanilmas sart degildir. Bir problem i¢in uygun aktivasyon fonksiyonunun bulunmasi
deneme yanilma yolu ile bulunmaktadir. Tabi ki kurulan modelin ¢iktisinin alacagi
degerler uygun aktivasyon fonksiyonunun sec¢iminde onemlidir. Bazi modeller bu
fonksiyonunun tiirevlenebilir olmasini sart kogsmaktadir. Etkinlik islevinde kullanilan

aktivasyon fonksiyonlarindan bazilar1 asagida aciklanmustir.
3.2.5.4.1.Dogrusal Doniistiirme Fonksiyonu

YSA'nin ¢ikis katmaninda kullanilan dogrusal fonksiyon Sekil 3.9'da yer

almaktadir. Islemci elemanin girisini dogrudan islemci elemanin ¢ikis1 olarak verir.
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Filag

)

Sekil 3.9:Dogrusal Doniistiirme Fonksiyonu
3.2.5.4.2.Basamak Déniistiirme Fonksiyonu

Basamak fonksiyonu tek veya cift kutuplu olabilir. Bu fonksiyonun matematiksel
formiilasyonu denklem 3.1'de ve grafik sekli ise Sekil 3.10'da gosterilmektedir.

Persepton olarak bilinen islemci elemani, bu fonksiyon olarak islem goriir.

0, x<0
y=F(v)={1 S0 3.1
1, x <0
y=F) { 1, x>0
2 T rTrTrrTrrrT T T TTrTrrr B e e e e
1oF o
I : ]
L I ]
0.8F ; i
3 . ]
0.6f ! .
: ¢ ]
04f | 1
i i ]
02F I ]
i : ]
0.0 S .
0.2L 1 1 1
2 1 0 1 2

Sekil 3.10:Basamak Dontistiirme Fonksiyonu
3.2.5.4.3.Kutuplamah Basamak Déniistiirme Fonksiyonu

Kutuplama degeri tek kutuplu ve ¢ift kutuplu basamak fonksiyonunun her ikisine

de eklenmis olabilir. Aktivasyon fonksiyonu esik seviyesi O'y1 astifi zaman ndron
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aktiftir denir. Kutuplamali Basamak Doniistirme Fonksiyonu (tek kutuplu)

denklem 3.2'de yer almaktadir.

0, w.x <0
y_F(”)_{L w.x >0 3.2)
3.2.5.4.4.Parcali Dogrusal Doniistiirme Fonksiyonu

Bu fonksiyon kiiciik aktivasyon potansiyeli icin @ kazanci olan bir dogrusal
toplayict olarak ¢aligir. Biiyiik aktivasyon potansiyeli icin noron doyuma ulasir ve ¢ikis
isareti 1 olur. Biiyiik kazancglar icin a — oo iken parcali dogrusal fonksiyon bir
basamak fonksiyonuna doniigiir. Parcali Dogrusal Doniistiirme Fonksiyonu'nun
matematiksel formiilasyonu denklem 3.3 'de yer almaktadir.

0, v<—1/2«a

y=F(v) =41, v=1/2a 3,3)
av+1/2 |v| £1/2«a

3.2.5.4.5.Lojistik Doniistiirme Fonksiyonu

Lojistik doniistiirme fonksiyonu bir ndrondaki degerin n;=€ [0,1] aralifinda

kalmasini saglar. Lojistik Doniistiirme Fonksiyonu, denklem 3.4’de yer almaktadir.

g(x) = = (3.4)

1+et

Lojistik Doniistiirme Fonksiyonu‘nda verilmis olan t parametresi bir c¢esit
hassaslik derecesi olarak kullanilir. Fonksiyonun farkli t degerleri i¢in grafigi

Sekil 3.11'de gosterilmektedir.

o
wn

Sekil 3.11:Lojistik Doniistiirme Fonksiyonu
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3.2.5.4.6.Sigmoid Tipi Doniistiirme Fonksiyonu

YSA’da en fazla kullanilan aktivasyon fonksiyonu, Sigmoid Tipi Doniistiirme
Fonksiyonu'dur. Literatiirde tek kutuplu aktivasyon fonksiyonu olarakta bilinir. Sigmoid
Tipi Doniistirme Fonksiyonu'nun matematiksel formiilasyonu denklem 3.5'de ve

grafiksel gosterimi ise Sekil 3.12'de gosterilmektedir.
(3.5)

— == (tanh(¥/y) — 1)

y= 1+e7V

Sekil 3.12:Sigmoid Tipi Doniistiirme Fonksiyonu

3.2.5.4.7.Hiperbolik Tanjant Tipli Doniistiirme Fonksiyonu

Lojistik dontistiirme fonksiyonuna benzer bigimde bir ndrondaki degerini

n;=€[-1,1] araliginda kalmasimi saglar. Hiperbolik Tanjant Tipli Doniistiirme

Fonksiyonu, denklem 3.6’da yer almaktadir.

R

(3.6)

X
et —e
x
et +e

gx) =

R

Fonksiyonun farkli t degerleri i¢in grafigi Sekil 3.13'de gosterilmektedir.

irikag

F 3

Sekil 3.13:Hiperbolik Tanjant Tipli Doniistiirme Fonksiyonu
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3.2.5.4.8.Hiperbolik Secant Tipli Doniistiirme Fonksiyonu

YSA'da, Hiperbolik Secant Tipli Doniistiirme Fonksiyonu az kullanilan bir
dontistirme fonksiyonudur. Hiperbolik Secant Tipli Doniistirme Fonksiyonu,

denklem 3.7°de yer almaktadir.

1 eger x =0
8(%) :{—x 2 — degilse 3.7
er—e
3.2.5.4.9.Siniis Tipli Doniistiirme Fonksiyonu

Siniis Tipli Doniistiirme Fonksiyonu, denklem 3.8°de ve grafiksel gosterimi ise

Sekil 3.14'de yer almaktadir.
g(x)=sin(x) (3.8)

¥ = sinz

Sekil 3.14:Siniis Tipli Dontistiirme Fonksiyonu
3.2.5.4.10.Gauss Doniistiirme Fonksiyonu

Gauss Doniistirme Fonksiyonu, Lojistik Dontistiirme Fonksiyonu gibi bir
norondaki degerin n;=€ [0,1] araliginda kalmasin1 saglar. Denklem 3.9°da gosterilen

fonksiyon, Gauss Donlistiirme Fonksiyonu’dur.

(x=b)*

gx) =e 2 (3.9)

Fonksiyonun farkli t degerleri icin grafigi Sekil 3.15 'de gosterilmektedir.
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Sekil-3.15:Gauss Donlistiirme Fonksiyonu
3.2.5.5.Cikis

Cikis katmaninda bulunan proses elemanlari ara veya gizli katmandan gelen
bilgileri isleyerek agin girdi katmanindan sunulan girdi veri seti i¢in tiretmesi gereken
ciktiyr iiretirler. Uretilen ¢ikt1 dis diinyaya gonderilir. Yani Sekil-3.8 incelendiginde
cikis y;=f(s), etkinlik iglevi sonucunda dis diinyaya veya diger sinirlere gonderildigi
yerdir. Her bir sinirin bir¢ok girisi olmasina ragmen tek bir ¢ikis1 vardir. Bu ¢ikis diger
yiizlerce sinirin girisi olabilir. Bu durum biyolojik sinirlerde oldugu gibidir. Biyolojik

sinirde de bir¢ok girig varken sadece bir ¢ikis etkinligi vardir.

Yukarida bir YSA'nin sahip olmasi gereken ana kisimlari anlatilmistir. Bu
anlatilan hususlar ¢ergevesinde biyolojik sinirler ile yapay sinir arasindaki benzerlikler

Tablo 3.3°deki gibi gosterilebilinir.

Tablo 3.3:Biyolojik Sinir Sistemi ile YSA'nin Benzesimleri

Biyolojik Sinir Sistemi Yapay Sinir Ag1
Sinir sistemi Sinirsel hesaplama yontemi
Sinir Diguim
Sinaps Sinirler aras1 baglant1 agirliklari
Dendrit Toplama islevi
Hiicre govdesi Etkinlik islevi
Akson Sinir ¢ikis1

Bir ornek, YSA'ya gosterildiginde istenilen ¢ikt1 degerinin elde edilmesi istenir.
Istenilen ¢ikt1 degerin veya en yakin degerin elde edilmesi i¢in agin baglant1 degerleri
degistirilir. Agda istenilen ¢ikti degerine en yakin deger elde edilinceye kadar agin
baglant1 degerleri degistirilir ve istenilen deger elde edildiginde sonlandirilir. Iste bu

olaya agin 6grenmesi denmektedir. Baslangicta bu baglant1 degerleri rastgele atanir.
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Agin agirliklarinin degerleri belli kurallara gore degistirilmektedir. Bu kurallara da agin
O0grenme kurallar1 denir. Literatiirde c¢esitli 6grenme kurallari bulunmaktadir. Agin
egitimi bu 6grenme kurallarina gore tamamlandiktan sonra agin 6grenip 6grenmediginin
test edilmesine ise agin test edilmesi denmektedir. Agin egitimi ve testinde agin
gormedigi farkli orneklemler kullanilmaktadir. Egitim esnasinda kullanilan egitim veri
setine egitim seti ve test agsamasinda kullanilan egitim setine ise test veri seti olarak
adlandirilmaktadir. Egitim esnasinda agin agirlik degerleri degistirilir ancak test
asamasinda ise degistirilemez.
Literatiirde su ana kadar birgok YSA modelleri gelistirilmistir. Oztemel (2012)’e

gore bir YSA modelini su bilgiler karakterize etmektedir.

- Agm topolojisi,

- Kullanilan toplama fonksiyonu,

- Kullanilan aktivasyon fonksiyonu,

- Ogrenme stratejisi,

- Ogrenme kurali.
3.2.6.Yapay Sinir Aglarinin Tasarlanmasi

Literatiirde yapilan arastirmalar ve edinilen tecriibelere goére YSA'nin

tasarlanmasinda genel olarak izlenecek yol asagida yer verilmistir.
3.2.6.1.0rneklerin Toplanmasi

YSA ile bircok dogrusal olmayan problemler c¢oziilebilmektedir. Bunun
basarilabilmesi i¢in YSA uygulamalarinda uygun yaklasimin belirlenmesi 6nem tagir.

Bu kapsamda yapilmas1 gereken ilk adim orneklerin toplanmasidir.

Secilen oOrneklerin problem uzaymi temsil etmesi gerekmektedir. Bazi
aragtirmacilar ¢aligmalarda problem uzaymimn bir kismini veya ug¢ degerlerini aga
gostermektedir ve agin biitiin problem uzaymi 6grenmesini istemektedir. Tabi ki bu
durumlarda agin bunu yapmasi miimkiin olmamaktadir. Ciinkii 6rneklemin evreni temsil
etmemesi durumunda yanli sonuglara ulagilmaktadir. Cekildigi evreni tam olarak
yansitmayan ya da evren igindeki bazi alt gruplara 6rneklemde daha fazla yer veren
ornekleme yanli 6rneklem denir. Yanli 6rneklemden elde edilecek bilgilerle evrene

genelleme yapmak evrendeki ger¢ek durum hakkinda yaniltici bilgiler verecektir. Bu
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kapsamda ag tasarimcilarinin Orneklemleri tiim problem uzaymn her bolgesinden ve

problemi temsil edebilecek sekilde segmesi gerekmektedir.

YSA'da evreni temsil eden 6rneklem elde edildikten sonra 6rneklem egitim, test
ve capraz gecerlik veri seti olmak {lizere iic gruba ayrilir. YSA’nin egitiminde
kullanilacak 6rnek setine egitim veri seti, testinde kullanilacak 6rnek setine test veri seti
ve modelin gegerliliginin kontroliinde kullanilacak veri setine ise ¢apraz gegerlik veri
seti olarak adlandirilir. Orneklemin hangi oranlarda egitim, test ve capraz gegerlik veri
seti olarak ayrilacag: ile ilgili literatiirde cesitli yaklasimlarda bulunmaktadir. Bazi
calismalarda bu oran % 80 egitim verisi ve % 20 test verisi iken, bazi calismalarda ise
% 60 egitim verisi, % 20 test verisi ve % 20 carpraz gecerlilik verisi olarak secilmekte
olup problemin durumu ve arastiricinin tercihine goére degismektedir. Burada onemli
olan husus, problemin literatiirde uygulamalarinin arastirllmast ve uygulama
orneklerinin bulunmasidir. Eger bulunamamasi durumunda ise en basit sekilde deneme
yanilma ile egitim setinin, test veri setine gore sayica fazla olacak sekilde secilerek en

uygun karar verilmelidir.
3.2.6.2.0rneklerin Aga Sunulma Sekli

Orneklerin YSA'ya sunulma sekli agin performansini etkilemesinden dolay:
oldukca dnemlidir. Literatiir incelendiginde en ¢ok kullanilan iki yontemin oldugu tespit
edilmistir. Orneklerin YSA'ya sunulmasinin iki sekli, sirali sunulma ve rastgele

sunulmadir.

Sirali sunulma seklinde, 6rnek setindeki ornekler sira ile aga sunulur. Bu islem,
O0grenme saglanincaya kadar devam eder. Sirali sunulma seklinde, 6rnek setindeki biitiin

orneklerin aga gosterilme sanslari esittir.

Rastgele sunulma seklinde, ornek setindeki Ornekler aga rastgele sunulur. Bu
sunulma seklinde iki durum olusmaktadir. Birinci durumda segilen bir 6rnek tekrar
ornek setine atilir ve rastgele tekrar se¢im yapilir. Ikinci durumda ise segilen bir 6rnek
ornek setine bir daha atilmaz. Veri seti i¢inde kalanlar arasindan rastgele tekrar 6rnek

secilerek aga sunulur.

En ¢ok tercih edilen 6rneklerin aga sunulma sekli, rastgele sunulma seklidir.
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3.2.6.3.Yapay Sinir Aginin Topolojisinin Se¢ilmesi

Orneklem segilmesinden hemen sonra uygulanacak diger adim probleme uygun
olacak sekilde YSA'nin topolojisinin secilmesi ve tasarlanmasidir. Bir YSA'y1 kurarken
dikkat edilmesi gereken sekiz kritik faktor bulunmaktadir. Basarili bir YSA’nin

tasarimda en onemli faktorler;
- Bir uygulamaya gore uygun YSA modelini secme,

- Egitim ve test setleri ve bu setlerde kullanilacak olan normalizasyon

seviyelerinin belirlemesi,

Secilen yapiya uygun giris, arakatman ve ¢ikis sayilarin belirlenmesi,

Yeteri kadar ara katman diigiim sayilariin secilmesi,

Bu modele uygun parametrelerin ve 6grenme algoritmalarin se¢ilmesi,

- Secilen diigiimlerde kullanilacak aktivasyon veya transfer fonksiyonunun
belirlenmesi hususlaridir. Ayrica Saithanu (2006) tarafindan bu hususlara birde baglanti
yontemi eklenmektedir. Bu hususlar1 belirlemek oldukc¢a ¢ok deneyim ve arastirma

gereklidir.
3.2.6.3.1.Yapay Sinir Ag1 Modelini Se¢cme

YSA’larin diiglimleri ve baglantilar1 ¢cok degisik bicimde bir araya getirilerek
olusturulabilir. Aglar bu digiim ve baglanti mimarilerine gore degisik isimler
almaktadir. Literatiirde farkli problemlerin ¢oziimii i¢in ¢ok farkli YSA modelleri

onerilmektedir.

Bir YSA modeli her zaman farkli problemleri ¢ézememektedir. Bazi alanlarda
danmismanli 6grenme kullanilirken digerinde danigmansiz 6grenme kullanilabilmektedir.
Baz1 modellerde ¢ikti i¢in 6rnegin, 0-1 arasi ¢ikt1 degeri iireten transfer fonksiyonuna
ihtiya¢ duyulurken bazi durumlarda -1-+1 aras1 ¢ikt1 degeri {ireten transfer fonksiyonu
gerekmektedir. Bazi modellerde geri yayilimli model kullanilirken baz1 modellerde ileri
yayilimli model kullanilabilinmektedir. Ancak problemin durumuna goére karmasik
uygulamalarda genellikle literetiirde ¢ok katmanli YSA mimarisi ile baslamak

onerilmektedir.
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Bir YSA'nin karmasiklginin azaltilmasinda en etkin arag, agin mimari yapisini
degistirmektir. Gereginden fazla sayida islemci eleman igeren ag yapilarinda, daha
diisiik genelleme kabiliyetleriyle karsilasilacagi unutulmamalidir. Bunun yaninda belirli
sayllarin  iizerinde noron kullanmak da YSA performansini ¢ogu zaman

yiikseltmemektedir.
3.2.6.3.2.Giris, Ara Katman ve Cikis Sayilarin Belirlenmesi

YSA'da giris katmandaki proses eleman sayis1 giris degisken sayisi ile dogrudan
baglantilidir. Giris katmanindaki proses sayisi, ozellik ¢ikarma yontemi, kodlama
stratejisi ve giris verisi biiylikligi tarafindan belirlenmektedir. Genelikle yapilan
calismalar incelendiginde proses sayisi genellikle 5 ile 60 arasinda degismektedir.

(Zorriassatine ve Tannock, 1998)

YSA’da herhangi bir problem icin kag¢ tane gizli katman ve bu gizli katmanlarda
kag tane proses elemani kullanilmasi gerektigini belirten kesin bir yontem su ana kadar
bulunmus degildir (Guo ve Dooley, 1992). Ancak uygun olan ara katman sayilarini ve
arakatman noron sayilarimi belirleyebilmek icin literatiirde baz1 yaklasimlar

sunulmustur.

Hwang ve Hubele (1993), gizli katmandaki ndron sayisinin 32 faktoriyelli deney
tasarimi yontemini onermistir. Hwang ve Hubele (1993) tarafindan yapilan ¢alisma da,
ayrica geri yayillimli mimarili bir YSA-IPK'de gizli katman proses sayisinin Tip-1 ve
Tip-2 hatasiyla herhangi bir iligkisinin olmadigini ortaya koymustur. Daha sonra bu
durum Cheng (1997) tarafindan yapilan c¢alisma ile dogrulanmistir.

Baily ve Thomson (1990), ii¢ katmanl bir YSA i¢in, gizli proses sayisinin, girdi

katmanindaki proses sayisinin % 75°1 olmasi gerektigini ileri stirmiistiir.

Katz (1992), en uygun gizli proses sayisinin, giris katmanindaki proses sayisinin

1.5 kat1 ile 3 kat1 arasinda oldugunu ileri stirmektedir.

Doig (1998), gizli katmanda olmasi1 gereken proses sayisinin gizli katman sayisina
gore ¢ok daha fazla alternatife sahip oldugundan uygun sayiyr belirlemek iizere

asagidaki formiilden yararlanilabilecegini sdylemistir.

thl/z*(Nl-+ No)+VNg (3.10)

Ng
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N},:Gizli katmandaki proses sayisini
N;:Girdi katmanindaki proses sayisini
N,:Cikt1 katmanindaki proses sayisini
Ny :Gozlem sayisini

Nj.:Katman sayisin1 gostermektedir.

Bu yaklasimlar baz1 6zel problemlerde uygun sonuglar vermeyebilir. Bunun belki
en ilkel fakat en kisa yolu ise birka¢ deneme yaparak en uygun yapinin ve proses
sayilarinin ne olmast gerektigini belirlemek uygun bir baslangi¢ olacaktir. Literatiirde
her tiirlii problemin maksimum iki ara katman kullanilmasi1 gerektigi yer almaktadir.
Ornegin smiflandirma problemi i¢in Guo ve Dooley (1992) tarafindan bir veya iki
katman olabilecegi ifade edilmektedir. Ancak 6zel problemler i¢in bu yaklagim her
zaman dogru olmayabilir. Bunun yaninda, bazi 6zel problemlerin ¢oziimiinde bazi
islemci elemanlar arasinda kompleks baglantilara ihtiya¢ duyulabilir. Bu durumlarda
sadece en uygun sayidaki islemci eleman sayisini aramak veya elde etmek yeterli

olmayabilir.

Gizli katman sayist ve diigiim sayist agm performansini  yakindan
ilgilendirmektedir. Gizli sinirlerin sayis1 agin en iyi ¢alisabilecegi bir sayida
secilmelidir. Eger gizli diiglim eleman1 sayis1 ¢ok artirilirsa, istenen sonu¢ degerinin
tizerine ¢ikilmig olur. Bu durumda agda genellesme sorunu ortaya cikacaktir. Diger
katmanlardaki diiglim sayisi, gizli katmanda bulunmasi gereken diigiim sayisi ile ilgili

hususlarla aynidir.

Arastirmacilarin sinir agim kurarken dikkat edecekleri onemli hususlardan
digerleri de baglant1 yontemi ve uygun degerli agirliklarin se¢ilmesidir. Sinir aglarinda
istenen sonucun elde edilmesi i¢in agin uyarlanabilmesi gerekir. Bunu saglamak ic¢in
uygun degerlikli agirhiklar ve dogru baglantilar secilmelidir. Ag bu sartlan
karsilayabilmek i¢in sistemin davramiglarini  6grenmeli veya kendi kendini
orgiitleyebilmelidir. Genellikle en yaygin kullanimi olan baglantilar, tam baglantili ve

kismi baglantili olan aglardir (Psarakis, 2011).
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3.2.6.3.3.08renme Algoritmalar: ve Parametrelerin Secilmesi

Bir YSA'nin uygun parametrelerle tasarlanmasi durumunda YSA siirekli olarak
kararli veya istikrarli sonuglar {retir. Bu sayede robust bir sistem tasarimi
gergeklestirilir. Ayrica sistemin tepki siliresinin yeterince kisa olabilmesi i¢inde ag
biiyiikliigiiniin yeterince kiiclik olmasi gerekir. Bu sayede ihtiyag duyulan toplam
hesaplamada saglanmis olur. Bunun i¢in uygun olan yaklasimi belirlemek YSA

uygulama basarisini artirir.

Sagiroglu, Besdok ve Erler (2003)'e goére uygun parametrelerin seg¢iminde

karsilasilan bir¢ok giicliikler vardir. Bu giigliikler;
- Probleme uygun olan YSA yapisi veya mimarisi se¢imi,

- Problemin kabul edilebilir ¢6zlimii i¢in YSA giris ve ¢ikis sayilarinin en

uygun veya en az sayida se¢imi,
- Ara katman ndron sayilariin en uygun sayida belirlenmesi,
- Ara katman sayisinin se¢imi,
- Kullanilacak 6grenme algoritmasimnin YSA yapisina uygun olmast,
- En uygun 68renme algoritmasi parametrelerinin se¢imi,
- Segilen veri kodlama yapisi,
- Veri normalizasyon yaklasimi,
- Segilen transfer fonksiyonunun yapist,
- Toplama fonksiyonu tipi,
- Uygun performans fonksiyonu se¢imi,
- Uygun iterasyon veya epok sayisi se¢imi,

- On isleme ve son isleme islemlerine uygun veri tipinin ve sayisinimn

belirlenmesi,
- Ag yapilandirmasi,

- Ayni ag yapist icerisinde farkli aktivasyon fonksiyonu secimi olarak

siralanmaktadir.



134

YSA'nin tasarlanmast esnasinda sistemi etkileyen parametreler yukaridaki
boliimde belirtilmistir. Bu parametrelerin her problem icin belirlenmesi olduke¢a zor bir
istir. Literatiirde bu problemin ¢6ziimii i¢in Onerilen kesin bir yol bulunmamaktadir
ancak Onerilen c¢esitli yaklagimlar veya pratik bazi yollar bulunmaktadir. Bu kapsamda

bu problemin ¢6ziimii i¢in;

- Literatiirdeki benzer ¢aligmalarin  gozden gecirilmesi ve bu
caligmalardaki belirlenmis parametrelerle YSA'min tasarlanmaya ve egitilmeye

baslanmasi,

- YSA yeni bir probleme uygulaniyorsa, piyasada bulunan mevcut

yazilimlardaki parametre degerlerinin kullanilmasi 6nerilmektedir.

Ogrenme katsayisinin, momentum katsayisinin ve hata farki teriminin YSA'nin

performansi tizerinde olduk¢a 6nemli bir etkisi bulunmaktadir.

Ogrenme Kkatsayisi bilyiik bir degerin se¢ilmesi durumunda;

Agin egitilme zaman diiser.

- Agm 6grenmesi i¢in gerekli olan adim sayisi1 diiser.

Agin toplam hatas1 iizerinde bir iyilesme meydana gelir.

Cok biiylik degerlerin verilmesi durumunda pek bir yakinsama olay1
meydana gelmemektedir.
Momentum terimi ile ilgili olarak;

- Momentum teriminin hesaplamaya dahil edilmesi durumunda; adim
sayisinda ve toplam ag hatasinda bir azalma meydana gelmektedir.

- Momentum terimi yiiksek alindiginda; agdaki toplam hatanin sifira dogru
daha fazla bir egilimle yaklasmaktadir.

Hata farki terimi ile ilgili olarak;

- Hata farki teriminin kii¢lik bir deger olarak alinmas1 agdaki toplam ¢ikis
hatasin1 daha fazla sifira dogru yaklastirarak baglanti agirliklarindaki hassasiyeti
artirmaktadir.

- Hata fark:i teriminin kii¢lilmesi ayn1 zamanda egitim siiresini ve adim

sayisini artirmaktadir.
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3.2.6.3.4.08renme Algoritmasi Se¢imi

Bir YSA yapisinin se¢iminden sonra uygulama basarisini belirleyen en onemli
faktor ise Ogrenme algoritmasidir. Se¢ilen YSA yapisi i¢in en uygun &grenme
algoritmasinin sec¢imi ag yapisinin se¢iminden sonra ¢oOziilmesi gereken en Onemli
problemdir. Genellikle ag yapisi, 6§renme algoritmasinin se¢iminde belirleyicidir. Bu
nedenle secilen ag yapisi iizerinde kullanilabilecek 6grenme algoritmasinin se¢imi

cogunlukla ag mimarisine baghdir.
3.2.6.3.5.YSA'larin Performansinin Degerlendirilmesi

YSA'arda 6grenme performansini bircok faktor etkilemektedir. Bu faktorlerden
biri de, performans fonksiyonudur. YSA'larda performansin 6lciilmesinde genellikle,
kullanilan performans fonksiyonlar1 karesel ortalama hata (mean square error (MSE)),
toplam karesel hata, karesel ortalama hata karekokdi, belirlilik katsayisi ve ortalama
mutlak ylizde hata (mean absolute percentage error (MAPE)) performans

fonksiyonlaridir.

Ileri beslemeli YSA'da genellikle karesel ortalama hata performans fonksiyonu
kullanilir. Karesel ortalama hata, seride gozlenen ve tahmin edilen veri degerlerinin
farkinm toplanip, toplam veri sayisina bdliinmesiyle elde edilen degerdir. Istenen deger
ile YSA modelinin iiretmis oldugu cikti arasindaki hatayir karesel olarak gosteren
parametredir. Bu degerin sifira yakin olmasi, tahmin edilen degerin kuvvetli bicimde

dogruya yakisadigini gdstermektedir. Karesel ortalama hata performans fonksiyonu;

1

S 2l (6 — td;)? (3,11)
formiilii ile hesaplanir.

lleri beslemeli YSA’da diger performans fonksiyonu, toplam karesel hata
performans fonksiyonudur. Toplam karesel hata performans fonksiyonu;

ica (t; — tdy)? (3,12)
formiilii ile hesaplanir.

Bir YSA modelinin performansi yukarida sayilan performans 6lgiilerinin yaninda
belirlilik katsayis1 ile de belirlenebilir. R? regresyon denkleminin verilere olan

uyumunun saglanip saglanmadiginin gostergesi olup, agiklanabilen degisimin toplam


https://www.google.com.tr/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=0ahUKEwif_a-Gk_vQAhVjFMAKHcj2Cl4QFggaMAA&url=https%3A%2F%2Fen.wikipedia.org%2Fwiki%2FMean_absolute_percentage_error&usg=AFQjCNGTL4Dc2epR1P1llIf14jCtqcs6Yg&sig2=yEB1mzlpEGhtLmB6fCej7w&bvm=bv.142059868,d.bGg
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degisime olan oranidir. Bu oran belirlilik katsayis1 olarak adlandirilir ve bagimli
degiskendeki degisimin ne kadarinin bagimsiz degisken tarafindan agiklanabildigini
gosterir. 0 ve 1 arasinda deger alabilen R? degerinin 1’¢ yakin olmasi bagiml
degiskendeki varyansin biiyiik bir kisminin modeldeki bagimsiz degiskeni agikladigi

sonucunu verir (Unver, 1996).

Bir YSA'min genellestirme yetenegini iyilestirmek i¢in ¢esitli yollar
bulunmaktadir. Bu yollardan birisi, performans fonksiyonuna, agin yanliliklarin ve
agirliklarin kareleri toplaminin ortalama degerini ifade eden bir sabit terim eklemektir.

Diger yol, 6grenmeyi erken sonlandirma yontemidir.

Egitim siiresince, egitim ve test verilerinde hata normal olarak diiser. Ancak YSA
egitim verisi lizerinde bir asir1 6grenme egilimine girerse hata degeri ylikselmeye baslar.
Test veri kiimesinden hesaplanan hata degeri belirlenmis bir degeri asarsa egitim
durdurulur, agirlik ve yanlilik test veri kiimesinden elde edilen hatalarin minimum

oldugu andaki degerlerine geri dondiiriiliirler.
3.3.YSA'nin Kalite Kontrol Grafiklerinde Kullanimi
3.3.1.Genel

Gliniimiizde gelistirilmis en gilincel ve en miikemmel Oriintii tanimlayic1 ve
siniflandiricilardan  biri YSA'dir. YSA giris verilerinin yetersiz oldugu, mevcut
verilerden hareketle bilinmeyen iligkilerin ortaya cikarilmas: ve algoritmasi veya
kurallar1 tam olarak bilinmeyen durumlar igin gelistirilmis bir bilgi isleme sistemidir

(Elmas, 2011).

Stiregte zaman icinde olusabilecek degisimlerin tespit edilmesi, siirecin kontrol
altinda tutulmas: ve Onlemlerin alinmasi amaciyla siirecteki anormal degisimlerin
orlintlilerini tanimlamaya yonelik son zamanlarda YSA tanima sistemleri oldukga fazla
kullanilmaktadir (Psarakis, 2011). YSA'y1 bu kadar giincel yapan eksik bilgiler ile
caligabilme ve normal olmayan verileri isleyebilme yetenekleridir (Hachicha ve
Ghorbelb, 2012; Psarakis, 2011). Desen tanima, tahmin, smiflandirma gibi pek cok
kalite kontrol problemi i¢in YSA kullanilmaktadir (Zorriassatine, Guh, Parkin ve Coy,
2004). YSA yaklasmimi ile birlikte kalite kontrol faaliyetleri daha kolay olmakta,

maliyetler ve muayene siireleri minimize edilebilmektedir (Cheng, 1997).


http://www.sciencedirect.com/science/article/pii/S036083521200071X
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Pek cok kalite kontrol probleminin ¢oziimiinde YSA'dan yararlanilmaktadir.
Ozellikle kontrol grafiklerinde meydana gelen Oriintiilerin tanmmasinda, iiriindeki
yabanci maddelerin belirlenmesi ve buna benzer problemlerde YSA’larin kullanildig:
goriilmektedir (Psarakis, 2011). YSA'larin kontrol grafiklerinde kullanimi ile ilgili

yapilan literatiir aragtirmasi asagida sunulmustur.

YSA'larin kontrol grafiklerinde kullanimi ile ilgili olarak yerli ve yabanci
literatiirde belli zaman araliklarinda hazirlanan c¢alismalar1 inceleyen arastirmalar

bulunmaktadir. Bu arastirmalar asagida siralanmustir.

- 198011 yillarin sonlart ile 1990l yillarin sonlar1 arasinda yapilan

calismalari inceleyen bir arastirma, Zorriassatine ve Tannock (1998) tarafindan,

- YSA'nm istatistik kontrol grafiklerindeki gelisim asamalarini inceleyen

iki arastirma, Perry ve Pignatiello (1999) ve Masood ve Hassan (2010) tarafindan,

- 1990 ile 2010 yillar1 arasinda yapilan ¢aligsmalari inceleyen iki aragtirma,

Hachicha ve Ghorbelb (2012) ve Psakaris (2011) tarafindan,

- 2010 ile 2015 yillar1 arasinda yapilan ¢aligmalar1 inceleyen bir arastirma,

Orcanli, Oktay ve Birgdren (2015) tarafindan,

- Tiirkce literatiirde ise yukarida yer alan ¢alismalara benzer bir aragtirma,

Kaya, Oktay ve Engin (2005) tarafindan yapilmaistir.

Bu kapsamda ilk olarak YSA'min ¢ok degiskenli kontrol grafiklerinde
kullanilmastyla ilgili yapilan literatiir calismasindan 6nce kontrol grafikleri konusunda

yapilmis genel arastirmalara yer verilecektir.

YSA'nin kontrol grafiklerinde kullanimi ile ilgili ilk arastirma ve degerlendirme
yukarida da belirtildigi lizere Zorriassatine ve Tannock (1998) tarafindan yapilmistir.
Zorriassatine ve Tannock (1998) tarafindan yapilan arastirma da, 1980'li yillarin sonlar1
ile 1990'lh yillarin sonlar1 arasindaki yillarda yapilan ¢aligmalar incelenmistir. Yapilan
arastirmanin 1980'li yillarin sonlarinda baslamis olmasinin nedeni YSA'nin kontrol
grafiklerinde ilk kullanimimnin bu zamanda baslamis olmasindan kaynaklanmaktadir.
Zorriassatine ve Tannock (1998)'a gore ilk olarak kontrol kartlarinda Oriintli tanima ile
ilgili yaklagim 1987 yilinda J.A. Swift tarafindan gelistirilmistir. Swift (1987) tarafindan

ortaya konan yaklagimin temeli, varyans ve ortalamada meydana gelen kaymalari tespit
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icin yapilan istatistik testlere ve sezgisel kurallara dayanmaktaydi. 1987 yilindan
giiniimiize kadar oriintii tanimakla ilgili bir¢cok calisma yapilmis ve yontemler ortaya
konmustur. Zorriassatine ve Tannock (1998), YSA'nin kontrol grafiklerinde kullanimini
tic alanda incelemistir. Bu alanlar, siirecte meydana gelen yapisal degisimin
tanimlanmasinda, siirecteki kontrol dis1 sinyallerin tespit edilmesinde ve siireg

ortalamasinin tahminidir.

Perry ve Pignatiello (1999), kontrol grafiklerinde Oriintii tanima uygulamalari ile
ilgili li¢ alanda genel bir degerlendirme yapmustir. Degerlendirmelerin yapildig: alanlar
yapisal degisimin tanimlanmasi, rastgele olmayan 6zel oOriintiilerin tanimlanmasi ve
otokorelasyonlu proseslerde olusan Oriintiilerin tanimlanmasi ile ilgilidir. Aragtirmaya
gore yapisal degisimin tanimlanmasi alaninda proses ortalamasinda meydana gelen
yukar1 ve asagl dogru kayma oOriintii tipinin tespiti; rastgele olmayan 6zel oriintiilerin
tanimlanmast alaninda ani kaymalar, egilim, dongiiler, sistematik, karigik Oriintii
tiplerinin tespiti, otokorelasyonlu proseslerde olusan oriintiiler ile ilgili alanda ise
otokorelasyonlu verilerin proses ortalamasinda ve varyansinda meydana gelen yukari ve
asag1 dogru kayma oriintii tipinin tespiti (Ornegin, Cook ve Chiu, 1998; Cook, Zobel ve
Nottingham, 2001) iizerine yapilmistir. Ayrica, ileriki yillarda kontrol grafiklerinde
olusan Oriintiiler ile ilgili Hwarng (1992), Guo ve Dooley (1992), Hwarng ve Hubele
(1993a,b), Pham ve Oztemel (1994), Cheng (1995), Cheng (1997), Perry, Spoerre ve
Velasco (2001) tarafindan da c¢esitli calismalar yapilmaistir.

Masood ve Hassan (2010) tarafindan yapilan ¢alismada, YSA'nin kontrol
grafiklerinde kullanimu ile ilgili gelisim siireci incelenmistir. Yapilan ¢aligmada, giris
verileri, oriintii cesitleri, YSA mimarilerinin dizayn1 ve testi, cok degiskenli kontrol
grafiklerinin izlenmesi ve teshisi iizerine gelisimin nasil oldugu ortaya konmustur.
Calismada belirtilen gliniimiizdeki yiikselen trendin, ¢ok degiskenli kontrol grafiklerinin
izlenmesi ile teshisinde, 0Ozellik tabanli ve wavelet-denoise giris verilerinin gosterim

tekniklerinde ve modiiler/entegre YSA mimarilerinde oldugu belirtilmektedir.

Hachicha ve Ghorbelb (2012) tarafindan 1990 ile 2010 yillar1 arasinda YSA'nin
kontrol grafiklerinde Oriintii tanima 1ile ilgili yapilmis calismalar icerik analizine gore
incelemesi yapilmistir. Yapilan bu c¢alisma, kontrol grafiklerinde YSA ile oriintii tanima

konusunda 1980 yillar1 sonlar1 ile 1990 yillar1 sonlar1 arasinda yazilmis dokiimanlar ile
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ilgili olarak Zorriassatine ve Tannock (1998) tarafindan yapilan c¢alismanin bir
devamidir. Caligma, 1998 ile 2010 yillar1 arasinda kontrol grafiklerinde oriintii tanima
konusuyla ilgili hazirlanmis toplam 122 adet makale igerik analizi ile olusturulmus bir
rehber araciligl ile arastirilmistir. Arastirmanin sonucunda, (1) c¢alismalarin ¢ok
degiskenli proseslerde yogunluk kazandigi, (2) ¢ok degiskenli kontrol grafiklerinde en
cok siire¢ ortalamasi ile varyansta meydana gelen kaymalar ile yapilan ¢aligmalarda
yogunlastigi, (3) oriintii tipleri olarak tek tip oriintii yerine ardisik Oriintiilerde ilginin
artt1g1, (4) orlintii tanima yaklasimi olarak YSA'nin popiilerliginin arttigi, (5) gelisen
yaklagimlarin daha ¢ok hibrit olarak kullanildigi, (5) giris vektoriiniin temsil sekillerinin
Ozellik tabanli gosterim sekillerinde daha yararli oldugu ve bu kapsamda wavelet

denoise gibi ¢esitli tekniklerin kullanilmaya baglandig1 gibi sonuglara ulagilmastir.

Kaya, Oktay ve Engin (2005) tarafindan yapilan ¢alismada, YSA'nin ne tiir kalite
kontrol problemlerinde kullanildigi ve nasil uygulandig incelenmistir. Arastirmacilarin
konuyla ilgili yaptiklar1 ¢alismalar incelendiginde kalite kontroliin alt1 temel alaninda
Y SA uygulamasinin oldugu belirlenmis ve alt1 temel alanin sirasiyla kontrol grafikleri,
proses kontrol, deney tasarimi, on-line kalite kontrol, kabul orneklemesi, hata
modu ve etkileri analizi (HMEA) oldugu ortaya konmustur. Kontrol grafikleri ile
ilgili alanlarin siireci izleme, desen tanima, kontrol diyagrami olusturma, kontrol dis1
sinyal yorumlama, tahmin, siiflandirma ve veri sikistirma, proses kontrolii ile ilgili
alanlarin parametre tasarimi, proses modelleme, parametre tahmini, veri siniflandirma,
parametre belirleme, kalite tahmini, model formiile etme, proses degerlendirme,
hesaplama problemi, otomatik kontrol, veri modelleme, durum tahmini, hata bulma, veri

analizi, desen tanima oldugu tespit dilmistir.

Yapilan aragtirmalar incelendiginde sonug olarak YSA, giiniimiizde gelistirilmis
en glincel ve en miikkemmel Oriintii taniyic1 ve siniflandiricilardan sayilabilirler. YSA'y1
bu kadar giincel yapan da, eksik bilgiler ile calisabilme, normal verileri isleyebilme

yetenekleri (Oztemel, 2012:35) ve herhangi bir 6n varsayim gerektirmemesidir.

YSA yaklasimi ile kalite kontrol grafiklerinde oOriintii tanima konusundaki
gelismeler (Masooud ve Hassan, 2010:338) oOzet olarak bir diyagram halinde
Sekil 3.16’da sunulmustur.
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A
Gok Gok degiskenli proses
degigkenli izleme ve tespit
_ Wavelet-denoise
Ozellik tabanh datalar
Entegre/modiiler
On-line kalite kontrol
Odretmensiz egitim
Tek Oriintii tanima ile ilgili YSA icin
degigkenli fizibilite calismasi
1989-1994
—
1989 1995 1997 2000

Kaynak:Masooud, I. ve Hassan, A., (2010). “Issues in Development of Artificial Neural Networkbased
Control Chart Pattern Recognition Schemes. ”, European Journal of Scientific Research, 39(3), 336-355.

Sekil 3.16:YSA'nin Kalite Kontrol Grafiklerinde Kullanimindaki Gelismeler

Diyagramda kalite kontrol grafiklerinde YSA yaklasiminin ilk olarak kullanimu,
1980’11 yillarin sonu ile 1990’11 yillarin ilk zamanlarinda oldugu goriilmektedir. 1990’11
yillardan sonra YSA'nin fizibilite calismalar1 baslamistir. Fizibilite calismalari
esnasinda Hwarng ve Hubele (1993), Pham ve Oztemel (1995) ve Cheng (1997)
YSA'nin kontrol grafiklerinde uygulanmasin1 hem teorik hem de pratikte tartismis,
cesitli alanlarda YSA'lar1 gelistirmis ve basarili bir sekilde uygulamiglardir. Bu
donemde yapilan baska calismalarda bulunmaktadir. 1995°li yillardan sonra bazi
arastirmacilar (Hwarng ve Hubele (1991); Pham ve Oztemel (1993, 1994); Hwarng
(1995a, 1995b, 1997); Al-Ghanim (1997); Tontini (1996, 1998); Guh, Tannock ve
O’Brien (1999); Guh, Zoriassatine, Tannock ve O’Brien (1999); Guh ve Hsieh (1999);
Guh ve Tannock (1999) ve Pham ve Chan (1998, 1999, 2001)) 6gretmensiz 6grenme ve
on-line kalite kontrol ile ilgili de calismalarda bulunmuslardir. Bu iki dénemin
calismalar1 daha ¢ok YSA'min performanslarini gelistirmek {izerine yogunlasmuistir.
1997 yillarinda YSA'da ki gelisme giris veri tekniklerinde yasanmistir. Daha once giris
verileri olarak ham veriler kullanilmaktayken bu yillarda verilerin azaltilmasi ve agin

performansinin artirilmast i¢in  6zellik ¢ikartilma veya filtreleme metotlarinin
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kullanilarak verileri azaltmaya yariyan tekniklerin iizerinde calismalarin basladig
goriilmektedir. Wavelet-YSA ile ilgili calismalar Al-Assaf (2004), Assaleh ve Al-Assaf
(2005), Cheng et al., (2007), Wang et al., (2007) tarafindan; sekilsel 6zellikler-YSA ile
ilgili ¢alismalar Gauri ve Chakraborty (2006), Pham ve Wani (1997) ve istatistiksel
ozellikler-YSA ile ilgili ¢caligmalar ise Hassan et al. (2003) tarafindan yapilmistir. Son
zamanlarda yani 2000’li yillardan sonra ise, ¢ok degiskenli kontrol grafiklerinde
entegre/modiiler tipi YSA modelleri kullanimi ile hata tespiti ve teshisi lizerine
caligmalarin bagsladig1 goriilmektedir. (Zorriassatine,, Tannock ve O’Brien (2003);
Cheng ve Wang (2004)); Niaki ve Abbasi (2005); Guh (2007); Cheng ve Cheng (2008);
Yu ve Xi, (2009)).

3.3.2.Literatiir Arastirmasi

Li ve Cavusgil (1995)’e gore bir alanda veya bir konuda var olan bilgileri
toplamak ve toplanan bu bilgileri diizenleyerek bir sonu¢ ¢ikarmak i¢in kullanilan iig
temel yaklasim bulunmaktadir. Bu ii¢ temel yaklasimdan birincisi bir sorunun
coziimiinde uzman goriislerinin alindig1 ve uzmanlarin yiiz yiize gelmeden bir grup
icerisinde etkilesimde bulunmalarina imkan veren bir grup iletisim siireci olarak
tanimlanan Delphi Metodu’dur (Kog¢dar ve Aydin,2013:40). Yani bir goriis birligi
saglama araci olarak ifade edilen Delphi Metodu bir problem durumuna farkli agilardan
bakan bireylerin ya da gruplarin yiiz yiize gelmeden uzlagsmalarin1 amacglayan bir
yontemdir. Dalkey ve Helmer’e (1963) gore Delphi Metodunun amaci, bir grup
uzmanin belli bir konu hakkinda sahip oldugu goériislerle ilgili en giivenilir sekilde
uzlasma saglanmasidir. Ikinci yaklasim, belirli bir konuda yapilan arastirmalari bir
araya toplayarak calismalarin sonucunu sentezlemek i¢in istatistiksel araclar kullanarak
ortak sonuglara ulagsmay1 amaglayan ve bdylece bireysel caligmalarin sirliliklarini
azaltmaya calisan bir sistem olarak tanimlanan Meta Analizi’dir (Biiyiikoztirk ve
digerleri, 2010:24). Uciincii ve son yaklasim ise, belirli kurallara dayali kodlamalarla bir
metnin bazi1 sozciiklerinin daha kiigiik igerik kategorileri ile Ozetlendigi sistematik,
yinelenebilir bir teknik olarak tamimlanan I¢erik Analizi’dir (Biiyiikoztiirk ve digerleri,
2010:269). Cohen, Manion ve Morrison (2007)’a gore igerik analizi, eldeki yazili
yayinlarin i¢erdikleri bilgilerin temel igeriklerinin ve icerdikleri mesajlarin 6zetlenmesi

ve derinlemesine analiz edilme islemi olarak da tanimlanmaktadir.
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Bu aragtirmada diger tezlerde yapilan literatiir ¢aligmalarindan farkli bir yontem
uygulanmistir. Yapilan literatiir ¢calismasin da, ¢ok degiskenli kontrol grafiklerinde
YSA'nin kullanilmas1 konusunda yapilan ¢alismalart incelemek amaciyla icerik analizi

yontemi kullanilmastir.

Kontrol grafiklerinde YSA'y1 kullanarak yapilan ve icerik analizine tabi olarak
incelenen calismalar cogunlukla (1) giris verilerinin gosterimi teknigi, (2) kontrol
grafiklerinde YSA'min kullanim maksadi (Oriintii tanimak, proses ortalamasinda ve
varyansinda kaymanin tespiti ile kontrol dis1 sinyalin tespiti ve teshisi), (3) sinir aginin
performansinin degerlendirme yontemi, (4) sinir ag1 yapisi, (5) kullanilan verilerin elde
edis yontemi ve (6) Oriintii sayisina uygun olarak degerlendirilmektedir. (Zorriassatine
ve Tannock (1998); Psakaris (2011); Hachicha ve Ghorbelb (2012) ve Masood ve
Hassan (2010))

Giris verileri gosterim teknigi, kontrol grafikleri Oriintii tanima yaklagiminda
proses giris verilerinin nasil temsil edildigi ile ilgili bir kavramdir. (Hachicha ve
Ghorbelb, 2012)) Giris verilerinin gosterimleri teknikleri kendi icinde ham veri tabanl
gosterim teknigi ve oOzellik tabanli giris veri gosterim teknigi olmak iizere ikiye
ayrilmaktadir (Masood ve Hassan, 2010). Ham veri tabanli gosterim teknigi,
gozlemlerin genel 6n veri isleme teknikleri olan standartlastirma veya normallestirme
yardimiyla degistirilen verilerdir. Ozellik tabanli gosterim teknigi ise iki adimli bir
prosediire sahiptir. Birinci adimda, veri yigilarindan onlar1 temsil edecek ozellikler
cikartilir. Ikinci adimda, ¢ikartilan bu 6zellikler kullanilarak oriintiiniin tanimlanmasi
yapilmaktadir. Ozellik tabanli gdsterim teknigi, dzet istatistik dzellikleri, frekans sayisi
ozellikleri, sekil 6zellikleri ve istatistik 6zellikleri ¢esitlerini kapsamaktadir (Masood ve

Hassan, 2010).

Yapilan calismalarin c¢ogunda giris verilerinde c¢ok sayidan olusan gdzlem
verilerini ham veri (raw based input data) olarak kullanildigin1 gérmekteyiz Ancak
YSA’da girdi vektoriiniin boyutunun biiylik olmast smiflandirma performansim
diisiirmektedir. Girdi vektoriiniin boyutunun kii¢iik olmasi, siniflandirma ve calisma
performansini artirmaktadir. Bunun i¢in girdi vektdriiniin boyutu azaltmak amaciyla
daha cok o6zellik tabanli giris veri tekni8i (feature based input data) kullanilmaktadir

(Hachicha ve Ghorbelb, 2012). Yapilan calismalarda, bu 6zellik tabanli giris veri
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gosterim tekniklerinden en c¢ok wavelet-denoise-YSA, sekil ozellikli-YSA ve

istatistiksel ozellikli-YSA modelleri kullanilmistir.

Istatistiksel ozellikli YSA modelleri ile ilgili ilk olarak Pham ve Wani (1997)
dokuz adet sekil 6zelligini arastirmistir. Gauri ve Chakraborty (2006,2008) ise Pham ve
Wani (1997) tarafindan onerilen sekil 6zelliklerinden bazilarii gelistirmistir. Hassan,
Nabi, Shaharoun ve Jamaludin (2003) ortalama, standart sapma, ¢arpiklik, ortalama kare
degeri, otokorelasyon ve CUSUM’un en son degerinden olusan alt1 adet istatistik
Ozellikli Oriintii Onermistir. Daha sonra son zamanlarda, Guh (2010) ise ortalama,
standart sapma, c¢arpiklik, basiklik, egim ve Pearson korelasyon katsayisindan olusan
baska bir istatistik ozellikli Oriintiiler grubunu 6nermistir. Bunlarin yaninda ham verili
ozellikler de, ornegin, ham verili 77 istatistigi (Guh (2007)) veya ham verili istatistik
ozellikler (Yu, Xi ve Zhou (2009), Yu ve Xi (2009)) kullanilmaktadir. Giris vektorii ile
ilgili diger bir yaklagim ise ag biiyiikliigiinii ve egitim zamanini degistirmeksizin ham
verileri filtre ederek daha az boyuta indirmek i¢in multi-resolution wavelet analysis
(MRWA) yontemini kullanmaktir. Bu yontem tek degiskenli kontrol kartlarinda Oriintii
tanima (Al-Assaf, 2004; Assaleh ve Al-Assaf, 2005) ve ardisik oriintii tanimada (Chen,
Lu ve Lam, 2007) kullanilmistir. Ayrica bu husus, sinyal izleme de ani degisimi tespit

etmek ve goriintii izleme (Wang, Kuo ve Qi, 2007) icin bir¢ok alanda kullanilmistir.

Su ana kadar yapilan c¢aligmalar YSA yaklasimi ile kalite kontrol grafiklerinde
orlintli tanima ¢aligmalarin tek degiskenli kontrol grafiklerinde oldugu goriilmektedir.
Ancak, bircok endiistride siire¢ kalitesini tanimlamak i¢in ¢ok sayida degisken soz
konusudur. Bu degiskenlerin analizinde kullanilan bir yol her bir degisken i¢in ayr1 ayr1
cizelge olusturmak ve bu cizelgeleri eszamanli gézlemektir. Ancak degiskenleri tek tek
izlemek hem maliyetli, hem c¢ok zaman alict1 ve hem de degiskenlerin arasindaki
etkilesimden dolay1 yanlis kararlarin verilmektedir. Bu problemleri ortadan kaldirmak
icin ¢cok degiskenli kontrol grafikleri kullanilmaktadir. Bu durumun yaninda kontrol
grafiklerinde bir de otokorelasyon problemi bulunmaktadir. Otokorelasyon problemi,

daha ¢cok zaman serisi verilerinde kars1 karsiya kalinmaktadir.

Kalite kontrol grafiklerinde oOriintli sayilarma gore iki c¢esit oOriintii tipi
olusmaktadir. Bunlar tek oriintii ve ardisik oriintiidiir. Bir proseste Western Elektrik

Sirketi (1958) tarafindan tanimlanan Oriintiilerin sadece bir tanesi olustugunda buna tek
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oriintii (single pattern) denir. Ancak farkli olmak kaydiyla bir oriintiiyii baska bir oriintii
takip ederse buna da ardisik oriintii (concurnent pattern) adi verilir (Hachicha ve
Ghorbelb, 2012:2008). Yapilan ¢alismalari, siiflandirma da oriintii sayis1 énemli bir
faktordiir. Ardisik oriintii ile ¢alisma yapanlar, Guh ve Tannock (1999), Guh ve Hsieh
(1999) ve Chen, Lu ve Lam (2007)’dur.

Kontrol grafiklerinde oriintiileri tanimak icin egitim ve test asamalar1 icin cok
sayida ornek oriintii gerekmektedir. Ideal olarak, oriintiiler icin gozlem verileri gercek
bir iiretim prosesinden alinmasi gereklidir. Ancak, maliyet ve zaman boyutlar
diisiiniildiiginde bu husus pratikte ekonomik olmamaktadir. Bundan dolayi
aragtirmacilar simiilasyon oOzellikle Monte Carlo simiilasyon yontemi yardimiyla

Oriintiiler olusturmaktadirlar.

Herhangi bir siirecte olusan 6zel sebepler kontrol grafiklerinde gozlem verileri
vasitasiyla tipik Oriintiiler olugturmaktadir. Kontrol grafiklerinde olusan 6zel nedenlerle
ilgili herhangi bir yorum yapilacaksa bu tipik Oriintiilere bakilarak yorum yapilir. Her
bir tipik Oriintii, 6zel sebeplerin belli neden veya nedenlerini agiklamaktadir. Bu
kapsamda her bir tipik oriintii bir sinifi olusturmaktadir. Olusan yeni Oriintiilerin tipik
ortintiilerin olusturdugu siniflardan hangisine ait oldugunu o6grenmek icin cesitli
simiflandiricilar  kullanilmaktadir.  Kontrol  grafiklerinde  olusan  Oriintiilerin
siiflandirilmasi i¢in en fazla YSA yaklasimi kullanilmaktadir. Diger siniflandiricilar

destek vektor makinesi, karar agaglar gibi yontemlerdir.

Makaleleri siniflandirma i¢in olusturulmaya c¢alisilan yontemde yer alan ve 6nceki
paragraflarda agiklanan kriterler ile olusturulan o6l¢ek Ozet olarak Tablo 3.4'de

sunulmustur.

Tablo 3.4:YSA Literatiir Tarama Olgegi
1. Veri modelinin varsayimlarina gore;
1.1. Cok degiskenli proses verileri
1.2. Otokorelasyonlu ve ¢ok degiskenli proses verileri
2. Oriintii yapis1 ¢esidine gore;
2.1. Ozel 6riintii yapist
2.1.1. Ortalamada kayma
2.1.2. Varyansta kayma


http://www.sciencedirect.com/science/article/pii/S036083521200071X
http://www.sciencedirect.com/science/article/pii/S036083521200071X
http://www.sciencedirect.com/science/article/pii/S036083521200071X
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2.1.3. Daire oriintii
2.1.4. Egilim Oriintii
2.1.5. Diger 6zel oriintiiler
2.2. Tipik oOriintii yapis1 (Yedi adet tipik yapi)
3. Oriintii say1sina gore;
3.1. Tek oriintii (single pattern)
3.2. Ardisik oriintii (concurrent pattern)
4. Girig vektoriine gore;
4.1. Ham veriler (Raw Based Input Data Representation)
4.2. Ozellik tabanli veriler (Feature Based Input Data Representation)
5. Oriintii tespiti i¢in kullanilan yaklagimlara gore;
5.1. YSA tabanli yaklagim
5.1.1. Ogretmenli 6grenme
5.1.2. Ogretmensiz 6grenme
5.2. Hibrit, entegre edilmis veya birlestirilmis yaklasim
6. Uretilen verilere gore;
6.1. Monte Carlo simiilasyonu proses verileri
6.2. Gergek proses verileri
7. Performans kriterlerine gore;
7.1. Performans kriterlerinin yoklugu
7.2. ARL tabanli olmayan performans kriteri (Recognition Accuracy)
7.3. Geleneksel ARL performans kriteri (ARLgy, ARL,)
7.4. lleri diizey ARL performans kriterleri (Pattern Distinction Capability)

Yapilan ¢alismada kullanilan makaleler Gazi Universitesi  elektronik

kiitliphanesinden 1990 ile 2015 yillar1 arasinda olacak sekilde;
“Pattern recognition’’
“Multivariate control chart pattern’’
“Artificial neural network’’
“’Shift detection”’

’

“Statistical process behavior’
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“Control chart monitoring’’ anahtar kelimeleri kullanilarak toplam olarak 218
adet makale tespit edilmis ve bu makaleler arasindan YSA'nin ¢ok degiskenli kontrol

grafiklerinde kullanilan ve Tablo 3.5'de gosterilen 42 adet makale bulunmustur.

Tablo 3.5.YSA'nin Literatiir Taramas1 Olcegine Gore Makalelerin Smiflandiriimasi

1 2 3 4 5 6 7
S. Yazarlarin Yih 1 1
No. Isimleri 1|2 1213745 211(2(1]2 112 2|11(2|1(2(3|4
1 West, Mangiameli 1999 X | X X X X X X
ve Chen
2 Wang ve Chen 2002 | x X X X X X
3 Low, Hsu ve Yu 2003 | x X X X X X | X
Zorriassatine,
4 Tannock ve Brien 2003 | x X X X X X X
5 Chen ve Wang 2004 | x X X X X X X
Zorriassatine,
6 Guh, Parkin ve 2004 | x X | x X X | X X
Coy
J/ Niaki ve Abbasi 2005 | x x| X X X X X
Zorriassatine, Al-
8 Habaibeh, Parkin, | 2005 | x X | x X X X X
Jackson ve Coy
9 Saithanu 2006 | x X X X X X
Aparisi,
10 | Avendano ve 2006 | x X X X X X X
Sanz
11 Aparlsl,~SanZ ve 2007 | x X X X X X X
Avendaiio
Arkat, Niaki ve
12 Abbasi 2007 | x X X X X X X
13 | Guh 2007 | x X X X X X X | X
14 | Cheng ve Cheng 2008 | x X X X X | X X
15 | Niaki ve Abbasi 2008 | x X X
16 | Hwarng 2008 | x X X
17 | Yu, Xi ve Zhou 2009 | x X| X X X | X X X
18 | Yuve Xi 2009 | x X X X X X X | X
19 | Niaki ve Davoodi 2009 | x X
20 | Cheng ve Ma 2010 | x X| X X X X X X
El-Midany, El-
21 | Baz ve Abd- 2010 | x x| x| x| x X X X X| x
Elwahed
22 | Hwarng ve Wang | 2010 X | x| x X X X X X | X
23 Du, Lv ve Xi 2010 | x X X X X
24 | Cheng ve Cheng 2010 | x X X X X X
25 | Wuve Yu 2010 | x X X X X
26 | Aparisi ve Sanz 2010 | x X X X X X
Ebrahimzadeh,
27 Addeh ve Rahmani 2011 4 x X X X X
Salehi,
28 | Bahreininejad ve 2011 | x X X| x X X | X X | X X
Nakhai
29 | Atashgar ve 2011 | x X X X X X x | x
Noorossana
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Noorossana,

30 | Atashgar ve 2011 | x X X X X
Saghaei

31 | Niaki ve Nasaji 2011 X | x X X X X X
Kim, Jitpitaklert,

32 Park ve Hwang 2012 X | x X X X X X
Salehi,

33 Kazemzadeh ve 2012 | x X| X X X X | X X
Salmasnia

34 | Adeoti ve Afolabi | 2012 | x X X X X X X

35 Masood ve 2012 | x X X | X X | x| x X X
Hassan
Ahmadzade,

36 | Lundberg ve 2013 | x x| X X X X X X
Stromberg

37 | Yang 2013 | x X X X X X X

38 | Shou ve Hou 2013 | x X X X X X | X

39 Masood ve 2013 | x X X | x X | X|x X X
Hassan

40 | Masoodve 2014 | x X X X
Hassan
Huda, Koubaa,

41 | Cloutier, 2014 | x X X X
Hernandez ve
Fortin

42 Alfar.o, Al 2015 | x X X X X X
Garcia

YSA yaklasimi, ilk olarak otokorelasyonlu ¢ok degiskenli kontrol grafiklerinde
West, Mangiameli ve Chen (1999) tarafindan ve ¢ok degiskenli kontrol grafiklerinde ise
Wang ve Chen (2002) tarafindan uygulanmustir.

West, Mangiameli ve Chen (1999) tarafindan yapilan ¢alismada, otokorelasyonlu
ve ¢apraz korelasyonlu verilerin bulundugu bir proseste, geri yayimli ¢ok katmanli YSA
modeli ve radial basis fonsiyonu sinir ag1 (RBFN), Hotelling 72 ve MEWMA kontrol
grafiklerinde kullanilmis ve kontrol grafiklerinin etkinlikleri Tip I hata ve ARL
yoniinden karsilagtirnllmistir. Ayrica, karsilastirma esnasinda iki ¢esit drnekleme plani
kullanilmistir. Radial basis fonsiyonu sinir agi, her iki durumda da Tip I hataya ve ARL
bakimindan ¢ok katmanli YSA modeline gore daha kisa siirede kontrol dis1 durumlar

i¢in sinyale cevap vermistir.

Cok degiskenli kontrol grafiklerinde Oriintii tanima konusunda ilk caligma ise
Wang ve Chen (2002) tarafindan yapilmistir. Wang ve Chen (2002) tarafindan yapilan
caligmada, iki degiskenli bir proseste ortalamada meydana gelen kaymanin tespiti ve
bityiikliigiiniin teshisi icin bulanmik YSA modeli onerilmistir. Onerilen model egitim ve
siiflandirma modiilii olmak tizere iki agamali bir modeldir. Egitim modiiliinde bir sinir

ag1 modeli iki degiskenli bir proseste ortalamada meydana gelen cesitli biiyiikliikte
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kaymalar1 tespit i¢in egitilmistir. Siniflandirma modiiliinde ise tespit edilen kayma
durumlar1 hakkinda karar vermek icin bulanik ve kural tabanli bir siniflandirma
algoritmasi kullanilarak YSA modelinin ¢iktilart siniflandirilmistir. Kontrol dis1 sinyalin
tespiti icin Onerilen yontem ile Hotelling 72 kontrol kartt ARL ve dogru smiflandirma
yiizdeligi kriterlerine gore karsilastiriimistir. Onerilen yontemin ARL kriteri bakimindan
Hotelling 7?2 kontrol kartindan {istiin oldugu sonucuna varilmistir. Ozellikle 6nerilen
yontemin ortalamada meydana kiiclik kaymalarda {istiin oldugu, orta ve biiylik
kaymalarda ise ayn1 oldugu sonucuna ulagilmistir. YSA'min giris katmaninda, ham veri

ve Ozellikli veri giris gosterim teknikleri kullanilmistir.

Low, Hsu ve Yu (2003) tarafindan yapilan ¢alismada, iki degiskenli bir prosesin
kalite degiskenlerinin ortalamasi kontrol altinda iken varyanstaki degisimin tespiti igin
geri yayilim prosediirii 6nerilmistir. Calismada ARL kriterine gore yapilan performans
kargilagtirmasinda, oOnerilen YSA tabanli yoOntemin performansinin, klasik cok
degiskenli kontrol grafiginin performansindan daha iyi oldugu ve YSA'nin
performansinin kovaryans matrisi ile kovaryans matrisinde meydana gelen kaymalarin

olusturdugu oriintiilere bagli oldugu ortaya konulmustur.

Zorriassatine, Tannock ve Brien (2003), iki degiskenli bir proseste oriintii tanima
konusunda oldukga yararli ve etkili olan “novelty detector” adiyla bilinen bir YSA
tabanli bir yOntemi ortaya koymustur. Calismada, ortalamada cesitli diizeylerde
meydana gelen asag1 ve yukari dogru ani kayma Oriintii ¢esitleri arastirilmistir. Ayrica,
kovaryans matrisinin biitlin elemanlarinda oransal olarak meydana gelen degisim ve iki
degisken icin siiflama dogrulugu (classification accurracy) 6lgiilmiistiir. Onerilen
modelde kullanilan ¢ok katmanli YSA'nin ara katmaninda Gaussian karisim modelleri
kullanilmistir ve ¢ikis katmaninda tek bir proses elemant ile ¢ikis degerleri elde edilerek

yorumlar yapilmustir.

Chen ve Wang (2004) tarafindan yapilan caligmada, Hotelling 77 kontrol
grafiginde kontrol dis1 sinyale sebep olan degisken veya degisken gruplarinin c¢ok
katmanli YSA ile nasil tespit edilebilecegi ortaya konmustur. Chen ve Wang (2004),
calismasinda kurulan ¢ok katmanli YSA modelinde p degisken sayisi olmak {izere
6p+degiskenlerin ortalama degeri X 6p X 6 'lik bir sinir ag1 modeli kullanmistir. Agin

gizli ve ¢ikis katmaninda transfer fonksiyonu olarak log-sigmoid ve tangent-sigmoid
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transfer fonksiyonlari, Ogrenme algoritmasi olarak Levenberg—Merquardt Quasi-
Network 6grenme algoritmasi kullanilmistir. Cikt1 olarak her bir degisken bir adet sinifi

temsil etmektedir.

Zorriassatine, Guh, Parkin ve Coy (2004) tarafindan yapilan calismada, c¢ok
degiskenli kontrol grafiginde kontrol dis1 sinyallerin hata kaynaklarinin tespitine
yonelik Zorriassatine, Tannock ve Brien (2003) tarafindan 6nerilen ''novelty dedector"
isimli YSA modelinin ¢ok degiskenli kontrol grafiklerinde Oriintii tanima konusunda
kullanmis ve olusturulan siiflar degiskenlerde meydana gelen kayma ile baglantili
olarak olusturulmaya calisilmigtir. Arastirilan Oriintii tipleri yukari ani kayma (wide
spread high shift, wide spread low shift, low spread high shift) oriintii tipleridir. Her bir
oriintii tipleri icin birer adet ayr1 YSA modelleri egitilmistir. Agin gizli ve c¢ikis
katmanlarinin her ikisinde de hyperbolic tangent sigmoid transfer fonksiyonu
kullanilmistir. Ogrenme algoritmasi olarak ise conjugate gradient dgrenme algoritmasi

tercih edilmistir.

Niaki ve Abbasi (2005), Hotelling 77 kontrol grafiginin kullanildig: iki degiskenli
proseslerde, kontrol dis1 sinyalin tespiti ve kontrol disi sinyale sebep olan degiskenin
bulunmas: i¢in iki asamali bir model onermistir. Modelin birinci asamasinda klasik ¢ok
degiskenli kontrol grafikleri ile kontrol dis1 sinyallerin tespiti ve ikinci asamasinda ise
c¢ok katmanli YSA modeli ile kaymanin meydana gelen degiskenin belirlenmesi
amaglanmistir. Calismada, iki Monte Carlo metodu ile iiretilmis yapay veriler ve bir
adet gercek proses verileri kullamlmistir. Ug 6rnek icin farkli sayida diigiim noktalar:
olan degisik YSA modelleri kullanilmistir. Onerilen modeller, dogru siniflandirma
yiizdesi kriteri kullanilarak klasik Hotelling 72 kontrol grafigi ile cok degiskenli
Shewhart kontrol grafigi ile karsilastirmislardir. Ilk ornekte iki, ikinci Ornekte 4
degisken kullanilmistir.

Zorriassatine, Al-Habaibeh, Parkin, Jackson ve Coy (2005) tarafindan yapilan
caligmada, cok degiskenli kontrol grafikleri ile izlenen degiskenlerin sayis1 on ve daha
fazla oldugunda kontrol grafiklerinin etkinliginin diistiigii ve bu durumda siniflandirma
problemlerinde YSA modellerinin olduk¢a basarili bir sekilde kullanildigi
belirtilmektedir. Ancak boyle durumlarda Zorriassatine, Tannock ve Brien (2003)

tarafindan Onerilen "novelty detector' isimli YSA mimarisinin performansinin ise
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uygulanmakta olan YSA siniflandirici modellerin performansindan daha iyi sonuglar
verdigini ortaya atmistir. Yapilan ¢aligmanin sonunda “novelty detector” isimli YSA

mimarisinin daha iyi sonuglar verdigni ortaya koymustur.

Niaki ve Abbasi (2005) tarafindan yapilan ¢alismaya benzer bir ¢alisma Aparisi,
Avendano ve Sanz (2006) tarafindan yapilmistir. Aparisi, Avendano ve Sanz (2006)
tarafindan yapilan ¢alismada, ¢ok degiskenli kontrol grafiklerinde kontrol dis1 sinyale
neden olan degiskeni tespit etmek i¢in literatiirde Onerilen Mason, Young ve Tracy
(2005) tarafindan Onerilen ayristirma yontemi ile ¢ok katmanli YSA modelinin
performans degerlendirmesinin  karsilastirmasini  yapmistir.  Yapilan ¢aligmanin
sonunda, YSA yaklasiminin geleneksel boyut indirme yaklagimina gore daha iyi

sonuclar verdigini ortaya konmustur.

Saithanu (2006) tarafindan hazirlanan doktora tezinde iki degiskenli bir proseste
cok katmanli YSA modelinin MEWMA ve Hotelling 77 kontrol grafiklerinde
kullanilmasint incelenmis ve performanslarin1  karsilagtirilmistir.  Karsilastirilmast
yapilan ¢ok katmanli YSA mimarileri, 6x5x1, 6x3x1, 2x5x1, 2x3x1 tip mimarilerdir. Bu
mimarilerin  karsilagtirllmasi ARL degerleri baz alinarak yapilmistir. Kurulan
mimarilerde alti girigli olan mimarilerin daha iyi sonug¢ verdigi, iki girisli olan
mimarilerde Hotelling 72 kontrol grafiginden daha iyi ve MEWMA kontrol grafiginde
ise daha kotii sonuglarin elde edildigi goriilmiistiir. Belirtilen sonuglarin yaninda,

degiskenler arasindaki korelasyon dikkate alinarak da bazi yorumlar yapilmistir.

Aparisi, Sanz ve Avendafio (2007) tarafindan yapilan ¢calismada, MEWMA kontrol
grafiginde meydana gelen kontrol dig1 sinyalleri yorumlamak i¢in ¢ok katmanli YSA
modeli kullanilmis ve ¢esitli durumlar ic¢in karsilastirma yapilarak performans

degerlendirmesi yapilmstir.

Arkat, Niaki ve Abbasi (2007) tarafindan yapilan ¢alismada, cok degiskenli
otokorelasyonlu verilere sahip iki degiskenli bir proseste kontrol disi1 sinyallerin tespit
edilmesinde arttk MCUSUM kontrol grafigi ve YSA yaklasimi ile hibrit bir yontem
onerilmistir. Onerilen modelde ¢ok katmanli YSA modeli, durdurma kriteri olarak hata
kareleri toplami1 (sum of squared errors (SSE)), giris verileri olarak degisken
parametreleri kullanilmistir. Calismanin sonucunda, oOnerilen modelin geleneksel

MCUSUM kontrol grafiginden daha etkili sonuglarin verdigi tespit edilmistir.
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Guh (2007), iki degiskenli bir proseste meydana gelen ortalamada kaymay1 ve
kaymanin biiyiikliigiinii tespit etmek icin bir YSA modeli 6nermistir. Guh (2007)
tarafindan Onerilen YSA modeli literatiirde “Modular-YSA” olarak bilinmektedir.
YSA modeli ardisik iki modiilden olusmaktadir. Birinci modiilde yer alan YSA, iki
degiskenli bir proseste on-line olarak ortalamada meydana gelen kaymay1 tespit etmekte
ve ikinci modiilde ise kaymanin oldugu degiskeni tespit etmek i¢in birden fazla ¢ok
katmanli YSA modeli kullanilarak siniflandirma yapmaktadir. Guh (2007) ¢alismasinda,
onerilen modeli klasik MCUSUM ve MEWMA kontrol grafikleri ile de karsilastirmistir.
Kargilagtirma sonucu, kiiciik kaymalarda Onerilen modelin daha iyi performans

gosterdigini ortaya koymustur.

Cheng ve Cheng (2008) tarafindan yapilan ¢aligmada, ¢ok degiskenli bir proseste
varyansta meydana gelen kaymanin biiyiikliigliniin tespiti i¢in Destek Vektdr Makinesi
ile YSA yontemlerinin performanslari karsilastirilmistir. Ortaya konan yaklasimda
Genellestirilmis |S| Grafigi tarafindan varyansta meydana gelen kayma tespit edildikten
sonra bu kaymaya sebep olan degiskenin tespiti i¢in siniflandiricilar kullanilmastir.
Yapilan karsilastirma sonucunda, Destek Vektér Makinesi'nin performanst YSA'nin

performansi ile benzer ¢ikmustir.

Niaki ve Abbasi (2008), coklu niteliksel verili bir proseste basit algilayici
diizeyinde (perceptron) bir YSA modeli énermistir. Onerilen modeldeki veriler, uygun
olmayan iirlin kusurlu oranmna (p) veya iirlindeki kusur sayisina (c¢) dayanmaktadir.
Onerilen metot, ortalamada meydana gelen kaymalarin tespitinde varolan yontemlere

gore daha 1yi oldugu ve daha iyi performans gdsterdigini ortaya konmustur.

Niaki ve Nasaji (2008), coklu nitel otoregresif verilere sahip bir proseste
ortalamada meydana gelen kaymanin tespiti i¢in elman ag1 YSA modelinin onermistir.
Onerdikleri metodun 2008 yilina kadar yapilan galigmalarda Onerilen metodlarin

hepsinden daha i1yi performans ortaya koydugunu gostermislerdir.

Hwarng (2008), 6nerdikleri YSA modelini proses verilerinin korelasyonlu oldugu
cok degiskenli bir proseste ortalamada meydana gelen kaymanin tespiti igin
kullanmiglardir. Calismada ortalamanin, kontrol digina ¢ikmasina sebep olan degiskenin

tespitinin nasil yapilacagi gosterilmistir.
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Yu ve Xi (2009) ve Yu, Xi ve Zhou (2009) iki degiskenli bir proseste kontrol dis1
sinyalin tespiti ve teshisi i¢in YSA yaklagimini kullanarak yeni bir 6grenme modeli
ortaya koymustur. Calismalarinda, dnerilen modelin Ingilizce ismi “’a selective NN
ensemble approach DPSOEN (Discrete Particle Swarm Optimization)’dir. Onerilen
modelde iki modiil bulunmaktadir. Birinci modiilde Hotelling 72 kontrol grafigi ile
kontrol dis1 sinyaller tespit edilmekte ve ikinci modiilde ise degiskenlerin kontrol dis1
durumlarina gore ¢ikt1 olarak alt gruplar olusturularak siniflama yapilmistir. Yani eger
X, degiskenin kontrol dis1 ise olusan alt siif ve agm ciktist (1,0), X; ve X,
degiskenlerin kontrol disi ise olusan alt smif ve agin ciktis1i (1,1) olacak sekilde
kodlanmistir. Dolayisiyla agin kontrol dist durumlara ve normal durumuna gore

toplamda sekiz adet farkl: sinifi yani ¢iktis1 bulunmaktadir.

Niaki ve Davoodi (2009), ¢ok degiskenli ve cok asamali bir proseste kontrol dis1
sinyalin teshisi ve kontrol dis1 sinyalin hangi degiskenden kaynaklandigini1 ortaya

koymak i¢in bir YSA modelini ortaya koymustur.

Cheng ve Ma (2010) tarafindan yapilan ¢aligmada, iki degiskenli bir proseste
kontrol dis1 sinyalin yorumlanmasi i¢in YSA, destek vektor makinesi ve S kontrol
grafigine dayanan bir yontem &nerilmistir. Onerilen modelde kontrol dis1 sinyal S
kontrol grafigi ile tespit edilmekte ve YSA ile destek vektor makinesi siniflayicilari ile
olusturulmus hibrit bir bir siniflayici ile kontrol dis1 sinyalin hata kaynaginin bulunmasi
amaclanmigstir. Cikt1 olarak (0,1), (1,0), (1,1) seklinde degiskenlerden alt gruplar

olusturularak simiflar olusturulmustur.

El-Midany, El-Baz ve Abd-Elwahed (2010), tarafindan yapilan ¢aligmada, YSA
yaklagimu ile ilgili dért modiilden olusan bir model 6nerilmistir. Onerilen model Multi-
Module-Structure YSA olarak adlandirilmaktadir. Yapilan ¢alisma da 6nerilen modelin
ilk modiiliinde dogal olmayan oriintiiler Hotelling 72 kontrol grafigi ile ortaya
konmakta, modelin ikinci modiiliinde meydana gelen dogal olmayan oriintiiler YSA ile
alt grup olarak (6rnegin yukari egilim (1,0,0), yukart kayma (0,1,0) olarak)
tanimlamakta, modelin ii¢lincii modiiliinde dogal olmayan oriintiilerin varligina neden
olan degiskenler her bir degisken i¢in bir adet YSA egitilerek belirlenmekte ve modelin

dordiinci  modiilinde ise dogal olmayan Oriintiilerin parametreleri YSA ile
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siiflanmaktadir. Onerilen modelin &rnek uygulamasi iic degiskenli bir proseste

gosterilmisgtir.

Hwarng ve Wang (2010) tarafindan yapilan c¢alismada c¢ok degiskenli ve
otokorelasyonlu verilerde proses ortalamasinda meydana gelen kaymanin tespiti i¢in
ogrenme algoritmas1 Rumelhart ve Mcclelland (1986) tarafindan 6nerilen geri yayilimli
bir YSA modeli kullanilmistir. Onerilen ydntemin performansi, klasik ¢cok degiskenli
kontrol grafikleri olan Hotelling 72 ve MEWMA kontrol grafikleri ile tek degiskenli Z
kontrol grafigi ile karsilastirilmis ve olduk¢a detayli bir degerlendirme yapilmistir.
Onerilen yontemin proses ortalamasinda meydana gelen kiigiik ve orta kaymalar1 tespit
etmede diger kontrol grafiklerine gore en iyi oldugu ve en iyi kararli olma 6zelligine
sahip oldugu sonucuna ulasilmistir. Ayrica yliksek otokorelasyonlu verilerle kontrol dist
sinyalin kaynaginin tespitinde ise Z kontrol kartindan daha kararli oldugu goriilmiistiir.
Kullanilan YSA modeli baslangigta offline olarak egitilmis, daha sonra online olarak
kontrol grafiklerinde kullanilmistir. Performansin degerlendirilmesi i¢in klasik kontrol
grafiklerinin  performansinin  degerlendirilmesinde  kullanilan ARL  degerleri

kullanilmustir.

Du, Lv ve Xi (2010), proses degiskenligini tanimlamak ve on-line olarak
izlenmesi icin ¢cok degiskenli kontrol grafigi ile birlesik YSA modelinin entegre edilmis

bir yontemi ortaya koymustur.

Cheng ve Cheng (2010) tarafindan yapilan ¢alismada, iki degiskenli bir proseste
varyansta meydana gelen kaymanin tespitinde ¢esitli egitim algoritmalar1 ve giris verisi

bliytikliigline gore cok katmanli YSA'lar1 karsilastirmislardir.

Wu ve Yu (2010) tarafindan yapilan calismada, birbiriyle iligkili degiskenlerin
oldugu bir proseste meydana gelen ortalama ile varyanstaki kaymanin tanimlanmas i¢in
cesitli YSA'larin birlikte olusturdugu toplamali (ensemble) sinir ag1 mimarisi Onermistir.
Onerilen modelin tek bir sinir agina gore daha iyi performans gosterdigi ortaya

konmustur.

Aparisi ve Sanz (2010) tarafindan yapilan ¢alisma da, iki ve {i¢ degisken icin
dizayn edilen iki MEWMA kontrol grafiklerinde kaymalari tespit i¢in geri yayilimli iki
adet YSA ag1 olusturmustur ve performanslarini karsilagtirmistir. YSA'larin giris verisi

olarak verilerden elde edilen ortalama degerler, arasindaki korelasyon katsayilari,
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MEWMA kontrol grafiginin kurulmasi esnasinda kullanilan diizlestirme katsayilarinin

degerleri ve 6rneklem biiyiikligii sayist kullanilmistir.

Bahreiminejad, Naseri, Saleh1 ve Salmasnia (2010) tarafindan yapilan ¢alismada,
iki modiilden olusan bir model Onerilmistir. Modelin birinci modiiliinde ¢ok katmanli
YSA ile Hotelling T? kontrol grafiginde olusan iki adet Oriintiiniin (egilim ve kayma)
tespiti yapilmistir. Modelin ikinci modiiliinde ise her bir dogal olmayan Oriintii i¢in birer
adet ¢cok katmanli YSA kullanilarak her bir kalite degiskeni i¢in ¢esitli diizeylerde egim
miktar1 ve ortalamada kayma miktar1 tanimlanarak dogal olmayan oriintiiler {izerinde

etkiler arastirilmistir.

Ebrahimzadeh, Addeh ve Rahmani (2011), YSA ve kontrol grafiklerinden olusan
iki asamal1 bir model 6nerilmistir. Birinci asamada kontrol dis1 sinyal kontrol grafikleri
ile tespit edilmektedir. Ikinci asamada ise ¢ok katmali YSA modeli ile kaymanin

biiyiikliigiine gore siniflandirma yapilmaktadir.

Salehi, Bahreininejad ve Nakhai (2011) tarafindan yapilan ¢alismada kontrol dis1
sinyalin tespiti ve bu sinyale neden olan degisken veya degisken grubunun ortaya
koymak i¢in iki asamali hibrit bir yontem Onermistir. Birinci asamada kontrol disi
sinyalin tespiti i¢in destek vektdr makineleri yontemini kullanmis, ikinci agamada ise
sinir ag1 yaklagimini siniflandirmak i¢in kullanmistir. Sinif olarak ortalamadan kayma,
egilim ve dairevi olarak {i¢ adet Oriintii tipi ve bu Oriintiiler i¢in ii¢ farkli sinir ag1 modeli

kullanilmistir.

Atashgar ve Noorossana (2011) proses ortalamasinda meydana gelen kayma ve
bunun sonucu olarak kontrol dis1 sinyalin tespiti ile kontrol dis1 sinyale neden olan
nedeni bulmak i¢in kimya sanayinde sinir ag1 tabanli bir metod 6nermistir. Onerilen
yontemde bilinen ortalama ve kovaryansa sahip birbirinden bagimsiz degiskenler
kullanilmistir. YSA modeli olarak geriye yayimli (back propagation) ¢ok katmanl
(multi-layer perceptron) bir model kullanilmistir. Onerilen modelin performans: ise

ARL ve dogru smiflandirma yiizdeligi ile ol¢iilmiistiir.

Noorossana, Atashgar ve Saghaei (2011) tarafindan yapilan ¢alismada, kontrol
dis1 sinyalin tespiti, prosesteki degisim noktasinin tespiti, kontrol dis1 sinyale neden olan
degiskenlerin belirlenmesi ve kayma olan degiskenin yoniiniin saptanmasi konularinin

hepsini i¢ine alan ve her bir konunun tespiti i¢in ayr1 geri yayilimli ¢ok katmanli YSA
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modellerinin kullanildig1 bir model &nerilmistir. Onerilen modelde ham giris verilerinin
standartlagtiritlmas1 Min—Max metodu, kurulan ag modeli olarak 6gretmenli 6grenme
metodu ve agin cesitli senaryolara gore performansinin degerlendirilmesinde ise hata

oran yiizdesi performans kriteri kullanilmistir.

Niaki ve Nasaji (2011) tarafindan yapilan ¢caligmada, otokorelasyonlu ¢ok nitelikli
bir liretim siirecinde ortalamada meydana gelen kaymanin tespiti i¢cin modifiye edilmis
Elman sinir ag1 mimarisi kullanilmis ve ortalamadaki bozulmanin sebepleri
arasgtirtlmistir.  Calisma iki farkli senaryo da olusturulmus YSA mimarilerinin
karsilastirilmast yapilmistir. YSA'lar, birinci senaryo da, iki nitelikli bir {iiretim
stirecinde ikinci senaryo da ise ¢ok nitelikli bir iiretim siirecine yonelik olarak dizayn
edilmistir. Calismanin ~ sonucunda  olusturulmus  YSA'lar  mimarilerinin
performanslarinin MNP tabanli olusturulmus kontrol grafiklerinin ve perceptron tabanl
olusturulmus kontrol grafiklerinin  performnslarindan daha iyi oldugu sonucuna

ulasilmistir.

Uygulamalarda bir tirlinlin veya prosesin kalitesi bagimli degiskenler ile bagimsiz
degiskenler arasinda kurulan iligki ile agiklanmaktadir. Bu sekilde yapilan kalite kontrol
uygulamas: literatiirde profile monitoring olarak aciklanmaktadir. Bu ydntemde
regresyon yontemleri kullanilarak kalite karakteristikleri yerine gegen regresyon
katsayilar1 kontrol grafikleri ile takip edilmektedir. Bu kapsamda, Hosseinifard,
Abdollahian ve Zeephongsekul (2011) tarafindan yapilan ¢alismada, ¢ok katmanli YSA
modelleri ile bu katsayilarda meydana gelen kaymalarin tespiti i¢in ¢esitli ag modelleri

Onerilmistir.

Kim, Jitpitaklert, Park ve Hwang (2012) tarafindan istatistik metotlarin kontrol
kartlarinda kontrol dis1 sinyallerin tespitinde karisik olmayan ve az sayida olan veriler
icin uygun oldugunu, ancak giiniimiiziin endiistrilerinde olan proseslerin oldukc¢a biiyiik
Olclide ve kompleks veri yiginlar1 ile trettigini belirtmektedir. Bu nedenle boyle
kompleks proseslerde istatistik metodlarin kullanilmast yerine veri madenciligi
yontemlerinin kullanilmasini 6nermektedir. Bu kapsamda dort adet, YSA'lar, destek
vektor makineleri, MARS yontemlerini MCUSUM Kontrol grafiginde proses
ortalamasinda meydana gelen kaymanin tespiti konusunda ARL bakimindan klasik

istatistik yontemleri, cok degiskenli regresyon, zaman serisi regresyonu ve klasik ARL
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ile karsilastinnlmistir. Kiiclik Olcililerdeki kaymalarda YSA ile destek vektor
makinelerinin performansinin klasik yontemlerden daha iyi ve 6zellikle otokorelasyonlu

cok daha iyi oldugu ortaya konmustur.

Salehi, Kazemzadeh ve Salmasnia (2012) tarafindan yapilan c¢alismada, proses
ortalamasinda ve varyansinda meydana gelen kaymanin ve kontrol dis1 sinyalin tespiti
icin iki modilli bir sinir ag1 modeli ortaya koymustur. Birinci modiilde proses
ortalamasi 1ile varyanstaki kaymayr tanimlamak ic¢in destek vektor makineleri
kullanilmis, ikinci modiilde ise kaymanin biiyiikliigiiniin ne kadar oldugunu ortaya
koymak i¢in YSA yaklasimini kullanmiglardir. Calismada es zamanli olarak her
degisken icin ortalamada ve varyansta dogal olmayan davraniglar ve kayma biiyiikligi
incelenmistir. Giris verisi olarak ham verilerden ¢ikarilan 6 adet istatistik 6zellik
(ortalama, standart sapma, carpiklik, ortalama kare degeri, otokorelasyon ve CUSUM
kullanilmistir. Ayrica ortaya konulan yontem ile klasik yontemler ARL yoOniinden
karsilastinlmistir. (Onerilen YSA mimarisi, ii¢ katmanl, tam bagh, ileri beslemeli, geri
beslemeli egitim algoritmali bir mimaridir Birinci YSA'min gizli ve ¢ikis katmaninda
hiper tanjant transfer fonksiyonu, diger YSA'min gizli ve ¢ikis katmaninda ise sigmoid
transfer fonksiyonu kulllamilmistir. Her iki mimaride gizli katmanda tek gizli katman,
gizli katmanlarda 10 adet néron bulunmaktadir. Egitim algoritmast olarak Levenberg—
Merquardt quasi-network egitim algoritmast kullanilmistir. Aglarin performansi, mean

square error (MSE)'e gore degerlendirilmistir.)

Adeoti ve Afolabi (2012) iki degiskenli bir proseste, proses ortalamasinda
meydana gelen kayma icin bir yontem Onermistir. Siiflandirmada her bir anormal
Oriintli i¢in ayr1 birer adet sinir agin1 egitmistir. Levenberg Marquardt ve Quasi-Newton
Algoritmalar ile egitilen ve gizli katmandaki degisen sayidaki diigimleri olan kiiciik
YSA tanimlayicilarindan olusan birlestirilmis sinir agmin performans: olgiilmiistiir.
Tek sinir ag1r tanimlayicini kullanan model ile karsilastirildiginda gizli katmandaki
diiglim sayisinin kii¢iik oldugunda 6nerilen modelin daha etkin oldugu tespit edilmistir.
Performans 6l¢ii kriteri olarak tanima dogrulugu (recognition accuracy) ve bireysel ve

birlestirilmis dogruluk ortalama hata kareleri kriterleri kullanilmistir.

Masood ve Hassan (2012) tarafindan yapilan calismada, YSA yaklasimi iki

degiskenli ve iligkili degiskenlere proses ortalamasinda meydana gelen kaymanin tespiti
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icin uygulanmigtir. Giris vektorii olarak ozellik tabanli giris vektori kullanilmis ve
klasik ham giris verilerin kullanildigi YSA modeli ile karsilastirilmistir. Yapilan
karsilastirma da iki degiskenli ve iliskili verilerin izlendigi kontrol grafiginde 6zellik
tabanli giris vektorliniin kullanildig1r sinir ag1 modelinin ham giris vektoriiniin

kullanildig: sinir a1 modeline gore daha iyi performans gosterdigi ortaya konulmustur.

Ahmadzade, Lundberg ve Stromberg (2013) tarafindan yapilan ¢alismada, kontrol
grafiklerinde meydana gelen degisim noktasini (change point) tahmin etmek ve
sonucunda kontrol dis1 sinyallerin tespiti icin MEWMA Kkontrol grafigi ve YSA'dan
olusan bir model onerilmistir. Calisma da, YSA mimarisi olarak geri yayilimli 6grenme

algoritmali ¢ok katmanlt YSA modeli kullanilmigtir.

Yang (2013) tarafindan yapilan calismada, cok degiskenli iiretim proseslerinde
ortalamada meydana gelen kaymalarin izlenmesi ve teshis edilmesi i¢in two-level
discrete particle swarm optimization-based selective ensemble of learning vector
quantization networks (DPSOSENLV(Q) Onerilmistir. Modelde iki adet
DPSOSENLVQ modeli kullanilmistir. Birinci DPSOSENLVQ modeli kontrol dis1
sinyalleri tespitte kullanilirken ikinci DPSOSENLVQ modeli ise kontrol disi tespit
edilen sinyallerin siniflandiriimasinda kullanilmistir. Onerilen yontem iki degiskenli bir
proseste uygulamasi yapilmistir. Arastirmanin sonucunda iki degiskenli bir proseste
Onerilen yontemin prosesin takibinde basarili bir sekilde uygulandigi ve diger benzer
sekilde Onerilen yontemlerden ve geleneksel yontemlerden daha iyi sonuglar verdigi

ortaya konmustur.

Hou ve Li (2013) tarafindan yapilan c¢alismada, proses ortalamasinda meydana
gelen kaymanin tespiti ile bu kaymaya neden olan sebebin tespitine yonelik YSA tabanl
bir yaklasim ortaya konmaya calisilmis ve bu Onerilen yontemin c¢esitli durumlarda
karsilastirilmas: yapilmistir. Onerilen ydntem iki asamadan olusmaktadir. Birinci
asamasinda kontrol dis1 sinyalin Hotelling 72 kontrol grafigi ile tespit edilmesi ve
kontrol dis1 sinyalin teshisinin ise ¢ok katmanli percepton YSA mimarisi ile yapilmasi
Onerilmistir. Kontrol dis1 sinyalin teshisinde ii¢ farkli ¢ok katmanl algilayict YSA
mimarisinin performansi Olciilmiistiir. Birinci YSA mimarisinde iki adet giris, gizli
katmanda 10 adet ndéron ve ii¢ adet ¢ikis, ikinci YSA mimarisinde ii¢ adet giris, gizli

katmanda 15 adet ndron ve ii¢ adet ¢ikis ve iiclincii YSA mimarisinde dort adet giris,
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gizli katmanda 35 adet noron ve dort adet ¢ikis bulunmaktadir. Uc metodtan en iyi
performansin birinci YSA mimarisinin oldugu ortaya konmustur. Bu durum kii¢iik
Olciili YSA mimarilerin biiylik olciili YSA mimarilerine gore daha iyi performans

gosterdigini teyit etmektedir.

Shou ve Hou (2013) tarafindan yapilan ¢alismada, ¢ok degiskenli bir siirecte
sayica fazla olan kalite karakteristikleri izlemek ve kontrol disi sinyale neden olan
degisken veya degiskenleri tespit i¢in iki metodun karsilastirilmasi yapilmistir.
Karsilastirmas1 yapilan iki hibrit metottan birincisi lojistik regresyon ve YSA
yaklagiminin hibrit kullanimi ikincisi ise ¢ok degiskenli adaptif regresyon spline
regresyonu ve YSA yaklasimmin hibrit kullanimidir. Onerilen modiillerde ilk olarak
regresyon yontemleri ile degisken sayist indirgenmekte ve daha sonra YSA yaklagimi
ile siniflandirma islemi yapilmaktadir. Calisma da, birbiri ile iligkili 20 adet degisken
kullanilmistir. Birinci modiilde degisken sayis1 indirgendikten sonra tek yapay tek YSA,
LR-YSA ve MARS-YSA yontemlerinin siniflandirma basarist karsilagtirilmis ve en iyi
yontemin MARS-YSA yéntemi oldugu ortaya konmustur. Onerilen yontemler 6zellikle
siiregte ortalama da meydana gelen kiiciik kaymalarin tespitinde yararli oldugu

gorilmistir.

Masood ve Hassan (2013) tarafindan yapilan ¢alismada, iki degiskenli bir siirecte
ortalamada meydana gelen kaymanin tespitinde istatistiksel 6zelikli giris verileri ve ham
ozellikli girig verileri kullanan YSA mimarilerin karsilagtirilmas: yapilmistir. Yapilan
calisma da, iic katmandan olusan ¢ok katmanli percepton YSA mimarisi kullanilmistir.
Karsilastirmada ham giris verilerine sahip YSA mimarisinde 48x26x7'li bir YSA
mimarisi 0zellik yabanli giris verilerine sahip YSA mimarisinde ise farkli sayida
noronlardan olusan 13 adet farkli YSA mimarisi kullanilmistir. Ozellik tabanli giris
verilerine sahip YSA mimarisi iki agamali bir yontemdir. Birinci asamada iki degisken
scatter diyagraminda gosterilmis ve iki degiskenden istatistiksel 6zellikler ¢ikartilmistir.
13 adet YSA mimarisi arasindan en iyl mimarinin 14x22x7'li YSA mimarisi oldugu
ortaya konmustur. Calisma da, smiflandirma problemleri i¢in kiigiik boyutlu YSA
mimarilerin biiylik boyutlu YSA mimarilere gore ve 6zellik tabanl giris verilerine sahip
YSA mimarilerin ham giris verilerine sahip YSA mimarilere gore daha i1yi performans

gosterdigi ortaya konmustur.
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Masood ve Hassan (2014) tarafindan iki degiskenli bir iiretim siirecinde yapilan
calismada, degiskenlerde meydana gelen ufak kaymalarin tespitine yonelik olarak

kontrol grafigi ile YSA modelinden olusan bir model 6nerilmistir.

Huda, Koubaa, Cloutier, Hernandez ve Fortin (2014), birlesik YSA modeli ile

kontrol grafiklerinde bir uygulama yapmustir.

Alfaro, Alfaro ve Garcia (2015) tarafindan yapilan c¢alismada, Hotelling 77
sinyallerinin yorumlanmasi kapsaminda ¢esitli korelasyon ve kayma diizeylerinde dort
adet smiflandiricinin (Linear Discriminant Analysis, Classification Trees, Neural
Networks ve Boosting Trees) performansi karsilagtirllmigtir. Karsilastirilma sonucunda
YSA yaklagimi, orta korelasyon ile 1o'lik kayma diizeyinde ve yiiksek korelasyon ile

30'lik kayma diizeyinde en iyi performansi sagladig goriilmiistiir.

YSA smiflandirma performansi, YSA yapisi, Oriintii davranisi, egitim veri sayisi
ve egitim algoritmasindan etkilenmektedir. (Masood ve Hassan, 2010; Hachica ve
Ghorbel, 2012). Bu diislinceden yola ¢ikan Massood ve Hassan (2014), oriintli tanima
icin kullanilan veri biiyiikliigli, egitim icin veri biiylikliigii, egitim i¢in veri kalitesi ve
gizli katman digiim sayisinin etkisini ortaya koymak igin tam faktorlii deney tasarimi
yontemi ile incelemistir. Elde edilen sonuclara gore farkli Oriintiilere farkli YSA
modellerinin egitilmesi gerektigi ve uygulanan yontemin deneysel dizaynlara gore daha

iyi sonuclar verdigi ortaya konmustur.
3.3.3.Literatiir Taramasi Bulgular:

1990 ile 2015 yillar1 arasinda c¢ok degiskenli kontrol grafiklerinde sinir agi
yaklasimi ile Oriintii tanima, proses ortalamasinda ve varyansta meydana gelen
kaymanin tespiti ve kontrol dis1 sinyalin tespiti ve teshisi ile ilgili yapilan ¢alismalarin
yillara gore dagilimi Sekil 3.17°de sunulmustur. Bu kapsamda tablo incelendiginde
2007-2013 yillar1 arasinda yapilan ¢alismalarin sayisinin 6nceki donemlere gore arttigi

goriilmektedir.
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Sekil 3.17:Cok Degiskenli Kontrol Kartlarinda YSA ile Yapilan Calismalarin Yillara
Gore Dagiilimi

YSA'nin ¢ok degigkenli kontrol grafiklerinde kullanimi ile yapilan c¢aligmalarda,
calismalarin % 83’linde (35:42) normal veriler ve % 17'sinde (7:42) ise otokorelasyonlu
veriler kullanilmustir. Incelenen literatiirde otokorelasyonlu veriler ile yapilan
calismalarin azligt bu konuda literatiirde gelistirmeye deger hususlar oldugunu

gosterebilir.

Cok degiskenli kontrol grafiklerinde en ¢ok siire¢ ortalamasinda meydana gelen
kayma ile ilgili yapilan ¢aligmalara rastlanmistir. Ancak, siire¢ ortalamasinda meydana
gelen kaymanin tespiti ile birlikte es zamanli olarak bazi arastimacilar siire¢
varyansinda meydana gelen kaymanin tespiti ile de calismislardir. Bunlarin haricinde
egilim, dairevi ve sistematik Oriintii diye adlandirilan daha 6zel Oriintii ¢esitlerinin
ortaya konmasi ile ilgili ¢alisan arastirmacilar da bulunmaktadir (El-Midany, El-Baz ve

Abd-Elwahed, 2010).

Cok degiskenli kontrol grafiklerinde degiskenlik, siire¢ degisken sayisini p ile
gosterirsek, pxp boyutlu bir kovaryans matrisi ile Ozetlenir. Bu matrisin herhangi bir
elemaninda meydana gelen degisim siirecin degiskenliginin artmasina veya azalmasina
neden olur. Burada karsilasilan asil problem kontrol dis1 bir sinyal tespit edildiginde bu
duruma sebep olan degisken veya degisken grubunun tespit edilme gii¢liglidiir. Bu
durumla ilgili calismalar Sekil 3.16’da da goziiktiigi gibi 2000’li yillarin basinda
baslamistir. Kontrol dis1 sinyalin tespit edilmesi ve kaynaginin ortaya konmasi i¢in

giiniimiize kadar kesin bir yontem bulunmamastir.
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Kontrol grafiklerinde olusan Oriintii tipleri agisindan incelendiginde; oriinti
tiplerinin tek Oriintii veya tek Oriintiilerin birbirini takip ettigi ardigik Oriintii seklinde
oldugu tespit edilmistir. Cok degiskenli kontrol grafiklerinde olusan Oriintiilerin
varhigin1 inceleyen makaleler incelendiginde ise tek Oriintli tipinin incelendigi
makalelerin yogunluk kazandig1 goriilmektedir. Ardisik Oriintiiniin varligini incelemek
icin Cheng ve Cheng (2008) ve Salehi, Bahreininejad ve Nakhai (2011) tarafindan
yapilmis iki adet ¢alismaya rastlanmistir. Yirmi birinci yiizyilda iiretim siireclerinde
bilgisayar destekli yontemlerin arttigi goz Oniinde bulunduruldugunda, siireclerde
olusabilecek oOriintiilerin daha ¢ok ardisik Oriintli olacaktir. Bu nedenle arastirmalarin

ardigik ortintiilerin {izerinde olacag1 beklenmektedir.

Tablo 3.5°de yer alan caligmalar incelendiginde ham verilerle ¢caligmak hala en
gbzde giris veri ¢esidinin oldugu goriilmektedir. 42 adet ¢alismadan 31 adet makalede
giris verisi olarak ham veri kullanilmistir. On bir adet ¢aligma da (Cheng ve Cheng,
2008; Yu ve Xi, 2009; Salehi, Bahreininejad ve Nakhai, 2011,2012; Masood ve Hassan,
2012, 2013) ise ozellik tabanl giris verileri kullanilmistir.

YSA'nin 6nemli bir 6zelligi de en 1yi ¢oziimii garanti etmemeleridir. Bu aslinda
onemli bir oOzelliktir. YSA, baglanti agirliklarinin baslangic degerleri, egitimde
kullanilan 6rneklerin aga sunulus sekli, kullanilan 6grenme parametrelerinin belirlenen
degerleri, 6§renmenin gercgeklestirildigi iterasyon sayisi gibi bazi faktorler elde edilen
sonuglarin performansini yakindan ilgilendirmektedir. Ayn1 ag bu faktorlerin farkli
degerlerine gore farkli sonuglar iiretebilmektedir. Ayrica aglarin performanslar1 aym
olsa bile birinin dogru sonug iirettigi bir ornek i¢in digerinin farkli bir sonug trettigi
gorlilebilmektedir. Bir problem ic¢in iiretilen sonuglarin deneme yanilma sonucu elde
edilmesi en 1yi topolojinin bulunmasini zorlastirmaktadir. Her tiirlii topolojiyi denemek
miimkiin degildir. Bu nedenlerden dolay1 problemlere daha iyi sonuglar iiretebilmek igin
birden fazla agin egitilerek birlikte kullanilmasi ve bunlarin bir sinerjisini olusturarak
problemlere ¢o6ziim {retmek icin birden fazla agmn birlikte kullanildigi sistemler
gelistirilmektedir. Birden fazla agin ayni probleme ¢o6ziim iiretmek tlizere gelistirildigi
bu sistemlere birlesik aglar denilmektedir (Oztemel, 2012). 2005 yilina kadar gelistirilen
aglarin hepsinin tek baslarina problemleri ¢o6zmek iizere gelistirildiklerini gérmekteyiz.
Ancak bu tarihten itibaren tek sinir aglar1 yerine bilesik aglar kullanilmaya baglanmistir.

Ornegin; YSA-cok degiskenli kontrol grafigi (Chen ve Wang, 2004; Niaki ve Abbasi
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2005; Cheng ve Cheng, 2008; Yu, Xi ve Zhou, 2009), novelty detector (Zorriassatine,
Tannock ve O’Brien, 2003), modular-YSA (Guh, 2007), ensemble-YSA (Yu ve Xi
(2009)), multi-module-structure YSA (El-Midany, El-Baz ve Abd-Elwahed, 2010) ve
synergistic-YSA (Hassaan ve Massood, 2012).

Cok degiskenli kontrol grafiklerinde YSA'nin kullanimi ile ilgili olarak en son
geligsmelerin, 2006-2011 yillart arasinda YSA-Cok degiskenli kontrol grafigi, Novelty
Detector, Modular-YSA, Ensemble-YSA, Multi-Module-Structure-YSA ve
Synergistic-YSA modellerinin gelismesi oldugu gorilmiistiir. 2011 ile 2015 yillar
arasinda ise, YSA yerine siniflandirici olarak destek vektor makinelerinin kullanimi 6n
plana ¢iktigi, hibrit yontemlerin kullanildig1 ve YSA’nin ise destek vektor makineleri ile

oldukca fazla beraber kullanildig1 goriilmiistiir.

Birlesik YSA-cok degiskenli kontrol grafikleri literatiiriinde, genellikle 72 ve
T?-varyans kontrol grafikleri gibi ¢ok degiskenli kontrol grafiklerinin siireci izlemek
icin kullanildigr halbuki genellestirilmis YSA (generalized-ANN) modellerinin ¢ok
degiskenli kontrol grafiklerinde kontrol dis1 sinyalin teshis edilmesi icin kullanildigi
tespit edilmistir (Chen ve Wang, 2004; Niaki ve Abbasi, 2005; Cheng ve Cheng, 2007).

YSA modellerinin kontrol grafiklerinde giris veri gosterim teknigi olarak iki tip
giris veri gosterim teknigi (ham veri ve ozellik tabanli veri) kullanilmaktadir. Ham veri
gosterim tekniginde gozlem degerleri ilk olarak belli degerler arasinda (0,+1 veya
-1,+1) standart hale getirilir ve kullanilir. Ozellik tabanl veri gdsterim tekniginde ise
gozlem degerlerini temsil eden belli sayisal degerler elde edilir, ham veri gdsterim
tekniginde oldugu gibi standart degerler haline getirilir ve kullanilir. YSA'lar 6zellik
tabanli veri gosterimi tekniginin kullanilmasi tercih edilmektedir. Cilinkii, 6zellik tabanli
veri gosterimi teknigi daha az sayida girig verisine sahip oldugundan YSA’nin
performansin1 ve dogru siniflandirma oranini olumlu yonde arttirmaktadir (Pacella,
Semeraro ve Anglani, 2004). Literatiirde cesitli 6zellik ¢ikarma teknikleri ve bunlarla
ilgili yapilan ¢alismalarda bulunmaktadir (Ornegin, sekilllerden ozellik ¢ikarma (shape
features) (Wani ve Rashid, 2005; Gauri ve Chakraborty, 2009; Pham ve Wani, 1997),
multi-resolution wavelet analiz (Ebrahimzadeh ve Ranaee, 2010; Ranaee ve
Ebrahimzadeh, 2010) ve istatistiksel Ozellik ¢ikarma (Hassan, Shariffnabibakhsh,
Shaharoun, ve Jamaluddin, 2003)). Bu nedenle ¢ok degiskenli kontrol grafiklerinde
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Ozellik tabanli giris veri tekniginin kullanilmasi YSA’nin performansi i¢in uygun
oldugu degerlendirilmektedir. Entegre YSA-istatistiksel siire¢ kontrolii yaklagiminda
baz1 arastirmacilar ise giris veri gosterim teknigi olarak ham verileri ve 6zellik tabanli
verileri kapsayan hibrit yontemler kullanmislardir. Ornegin, Cheng ve Wang (2004)
giris verisi olarak bireysel gozlem verilerini ve bu verilerin ortalama degerini
(X11) oo X1 M1, X210, oo .. Xop Mp), Niaki ve Abbasi (2005) giris verisi olarak bireysel
gbzlem verilerinin ortalama degerlerini (4, 1), Cheng ve Cheng (2007) ise giris verisi
olarak  bireysel gbzlem verileri ve bu verilerin varyans degerlerini

(X11, - X1n,0%1, X21, v - - X20,0%) hibrit olarak giris verisi olarak kullanmustir.

Tek degiskenli kontrol grafiklerinde kullanilan tipik Oriintii tiplerinin ¢ok
degiskenli kontrol grafiklerinde kullaniminin degiskenler arasindaki korelasyondan
dolay1 yararli olmadig1 goriilmiistiir. Ancak 77 istatistiginin tipik Oriintii tipleri ile takip
edilebilecegi ve kaymalarin varyansi hakkinda anlamli bazi bilgilerin elde edilebilecegi
goriilmiistiir. Diger MCUSUM ve MEWMA istatistikleri i¢in  aym  sey
soylenememektedir. Cok degiskenli kontrol grafiklerinde arastirilmasi yapilan Oriintii
tipleri ani asag1 ve yukar1 kayma, asagi ve yukari egilim ve normal oriintii tipleridir.
Ancak egilim, dairevi ve sistematik oriintii tipleri ile ilgili iki calisma da yapilmistir
(El-Midany, El-Baz ve Abd-Elwahed, 2010; Saithanu, 2006). Ozellikle ardisik oriintii
tiplerinin ¢ok degiskenli kontrol grafiklerinde tipik Oriintii tiplerine gore daha cok

olusma meyili i¢inde oldugu sonucuna ulasilmistir.

- Calismalarda kullanilan veriler daha cok monte-carlo simiilasyonu ile iiretilmis
yapay verilerdir. Maliyetli olmalar1 ve toplanmasi uzun zaman almasindan dolay:
gercek olaylardan toplanan veriler daha az kullamilmistir. Calismalarda esas, gergek

olaylardan toplanan verilerin kullanilmasidir.

Sosyal bilimlerde nitel veriler oldukca fazla kullanilmaktadir. Nitel verilerle
calismak ayr1 6zel yontemler gerekmektedir. Bunlardan bir tanesi sinirsel bulanik
mantik yaklagimmin kullanilmasidir. Sinirsel bulanik mantik yaklasimi, YSA'nin
O0grenme yetenegi, en uygunu bulma ve baglantili yapilar gibi bulanik manti§in insan
gibi karar verme ve uzman bilgisi saglama kolaylig1 gibi iistiinliiklerin birlestirilmesi
fikrine dayanmaktadir. Bu yolla bulanik denetim sistemlerine, sinir aglarinin 6grenme

ve hesaplama giicii verilirken, sinir aglarina da bulanik denetimin insan gibi karar verme
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ve uzman bilgisi saglama yetenegi kazandirilmaktadir. Bu kapsamda sinirsel bulanik
mantik yaklasimi kalite kontrol grafiklerinde de kullanilmaktadir. Ancak incelenen
makalelerde sinirsel bulanik mantik yaklasimini kullanan bir veya iki adet calismaya
rastlanmistir. Bulanik YSA yaklasimlarla ilgili uygulamalara gelecek zamanlarda daha

fazla agirlik verilmesi gerektigi diistiniilmektedir.
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DORDUNCU BOLUM
UYGULAMA
4.1. GENEL

Dokiim sanayisinde kalite iyilestirme ve gelistirme calismalar1 kapsaminda
yapilan bu kalite kontrolii uygulamasi, Kirikkale il merkezinde konuslu ve faaliyetlerini
Makine ve Kimya Endiistrisi Kurumuna (MKEK) bagli olarak yiiriiten Pirin¢ Fabrikasi

Miidiirliigiiniin tiretim siirecinde iki boliim halinde icra edilmistir.

Uygulamanin birinci boliimiinde; Pirin¢ Fabrikas1i Miidiirliigiiniin tarihsel olarak
kurulusu, vazifesi ve gorevleri, fonksiyon alanlari, iiretim siireci ve halen

uygulanmakta olan kalite kontrolii yontemi ile ilgili bilgiler verilmistir.

Uygulamanin ikinci boliimde ise; Piring Fabrikas1 Miidiirliigiiniin iiretim siireci
icin I, MR ve Hotelling 77 kontrol grafikleri dizayn edilmis, uygulamadan elde edilen
sonuclar tartisilmis ve siiregte uygulanan yontemlerle ilgili olarak tespit edilen kalite
probleminin ¢oziimiine yonelik olarak STTG yontemine dayali dort modiilden olusan

bir model onerilmistir.
4.2. PIRINC URETIM SURECI
4.2.1. Uygulama Yeri ve Uygulama Yerinin Tanitim
4.2.1.1. Makine ve Kimya Endiistrisi Kurumu (MKEK)

MKEK'in temeli, on besinci ylizyllda Osmanl padisahi1 Fatih Sultan Mehmet’in
top dokiim tesisleri ile beraber atilmistir. O zamanki adi “Top Asithanesi” olan
tophane, faaliyetini Osmanli Imparatorlugu’nun son yillarina kadar siirdiirmiistiir. S6z
konusu kurum, 1832-1908 yillar1 arasinda “Tophane-i Amire Miisirligi (1832) ve
Imalat-1 Harbiye Miidiiriyeti Umumiyesi (1909)” gibi ¢esitli isimler altinda olarak
faaliyetlerine devam etmistir. 1919-1923 doneminin ardindan ise “Askeri Fabrikalar
Umum Miidiirliigii (1921)” adin1 almis, degisen diinya sartlari, liretim ve pazarlama
anlayisindaki degismeler ve gelismeler ile NATO’ya girisimiz sonucu mevcut
kapasiteyi daha etkin ve verimli kullanabilmek maksadiyla; 1950 yilinda 5591 sayili
kanunla tiizel kisilige sahip "MKEK Genel Miidiirliigii'" adi ile yeniden
teskilatlanmistir (Makine ve Kimya Endiistrisi Kurumu, 2016). Kurum, halen Merkez
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Teskilati, iki Isletme Miidiirliigii ve 10 Fabrika Miidiirliigii ile faaliyetini

siirdiirmektedir.
4.2.1.2. MKEK Pirin¢ Fabrikas1 Miidiirliigii

MKEK'a bagli olarak faaliyetlerini yiiriiten ve 10 Fabrika Miidiirliigiinden biri
olan Pirin¢g Fabrikas1 Mudirligi, 1928 yilinda “Pirin¢ Dokiim ve Haddehanesi”
adiyla askeri fabrika statilisiinde kurulmustur. Piring Fabrikas1 Midiirligi, 1950 yilinda
5591 sayili kanun ile MKEK biinyesine alinarak “MKEK Pirin¢ Fabrikas1” adini
almistir. S6z konusu fabrika, 1984 yilinda yayinlanan 233 sayili kanun ve MKEK ana
statiisii hiikiimlerince, 1993 yilinda “PIRINCSAN A.S.” adin1 alarak bagli ortaklik
statiisiine kavusmus, ancak Serbest Piyasa Kurulunun 06.02.2003 tarih ve 2003/T-1
sayili karar1 ile yeniden yapilanma ¢ercevesinde tekrar eski “MKEK Pirin¢ Fabrikasi
Miidiirliigii” statiistine doniistiiriilmiistiir (MKEK, 2016).

Piring Fabrikas1 Miidiirliigiiniin gorevi, MKEK Ana Statiisii ve Tiirk Ticaret
Kanunu Hiikiimlerine goére c¢alismasinmi siirdiirmekle gorevli olup askeri ihtiyaglara
yonelik kovan pullari, kovan ve gémlek yliksiikleri, sevk ¢cemberleri iiretimi ile her nevi
piring, kursun, aliiminyum mamul ve alasimlarimi iiretmek ve ihtiyaci karsilamak,
piyasadan gelecek talepler yoniinde c¢esitli mamullerin iiretimini yapmaktir (MKEK,

2016).

Piring Fabrikas1 Midiirliigii kendisine tevdi edilen vazifeyi ve bu kapsamdaki
gorevleri, iic adet ana siirecte yerine getirmektedir. Bu ana siiregler; yonetim siireci
(vonetsel), iiriin gerceklestirme siireci (operasyonel) ve ol¢me, analiz ve iyilestirme
siireci (yonetsel ve operasyonel)’dir. Ana siirecleri ve ana siireclerin arasindaki iligkiyi

gosteren diyagram Sekil 4.1'dedir.

Piring Fabrikas1 Miidiirliigiinde Sekil 4.1'de belirtilen ana siireglerin haricinde bu
ana siirecleri yardim eden baz alt siirecler de bulunmaktadir. Bu alt siirecler; yonetimin
gozden gecirilmesi alt siireci, risk yonetimi alt siireci, ticari faaliyetlerin yonetimi alt
siireci, mali iglerin yonetimi alt siireci, iiretim planlama alt siireci, iiretim alt siireci,
Ar-Ge alt siireci, muayene alt siireci, bakim-onarim alt siireci, miisteri sikayetleri

yonetimi alt siireci, diizeltici ve Onleyici faaliyetler alt siirecidir.
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Sekil 4.1:Piring Fabrikas1 Miidiirliigiindeki Ana Siirecler

Piring Fabrikas1 Miidiirligiinde {iretilen kovan pullari, kovan ve gomlek
yiiksiikleri, sevk c¢emberleri ile bu iiriinlerin hammaddesi olan pirin¢ alasiminin

tiretiminin yapildig1 fabrikanin iiretim alt siirecinin boliimleri ise;
- Vezin hazirlama bolimii,
- Hammadde ergitme ve dokiim boliimii,
- Ekstriizyon ve yiiksiik basma boliimiidiir.

Ekstriizyon ve yiiksiik basma boliimii sonunda iiretilen nihai iriinler, kovan
pullari, kovan ve gomlek yiiksiikleri, sevk c¢emberleridir. Bu nihai {riinlerin ham
maddesi olan pirin¢ alasiminin iiretimi ise iiretim alt siirecinin ikinci boliimii olan

hammadde ergitme ve dokiim boliimiiniin nihai tiriiniidiir.
4.2.2. MKEK Pirin¢ Fabrikas1 Miidiirliigii Uretim Alt Siireci

MKEK Piring Fabrikas1 Miudiirliigi tiretim alt siirecinde, askeri ihtiyaglara
yonelik kovan pullari, kovan ve gémlek yiiksiikleri, sevk ¢emberleri ile her nevi piring,
kursun, aliiminyum mamul ve alasimlar1 iiretilmektedir. Ancak bu iiriinler i¢inde en

onemlisi pirin¢ alasimdir.
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Giliniimiizde bircok iiretim siirecinde piring alasimi olduk¢a yaygin olarak
kullanilmaktadir. Piring, dogada tabii olarak bulunmayip bakir (Cu), ¢inko (Zn) ve
gerekli hallerde kursundan (Pb) olusan ve dokiim (metal iiretme firinlarindan elde
edilen eriyik haldeki metalin kullamim amacina gore gerekli sekil verilerek
katilastirilmast olayidir.) yoluyla iiretilen bir alasimdir. Diger bir deyisle piring, bakir

ve ¢inkonun birlikte yaptig1 alagima verilen isimdir.

Piring alagiminin iiretimde yaygin olarak kullanilmasi, diger metallere gore sahip
oldugu bazi iistiin Ozelliklerinden kaynaklanmaktadir. Bu o6zelliklerinden bazilari

asagida siralanmistir:
- Ustiin islenme 6zelligi,
- Degisik sekil ve ebatlarda temin kolaylig1 6zelligi,
- Kivileim ¢ikarmama 6zelligi,
- Cekici renk 6zelligi,
- Kolay doviilebilirlik 6zelligi,
- Ogzelliklerinde azalma olmadan tekrar kullanilma 6zelligi,
- lyi elektrik ve 1s1 iletkenligi 6zelligi,
- Uygun maliyet 6zelligi,
- lyi korozyon dayanimi 6zelligi,
- 200 °C’nin altinda 6zelliklerinde azalma olmamasi 6zelligi,
- Giines 15181 ile renk degistirmemesi 6zelligi,
- Kolay kaynak olma 6zelligi,
- lyi mukavemet ozellikleri,
- Asmma dayanimi 6zelligi.

Piring alasimi, Onceki paragraflarda belirtildigi {lizere bakir ve ¢inko
elementlerinin degisik oranlarda birlesmesi sonucunda olusmaktadir. Herhangi bir
alasimin elde edilmesinde, bu sekilde elementlerin degisik oranlarda birlesme olayma

faz denmektedir. Literatiirde faz kavrami alfa, beta ve gama olmak iizere iice
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ayrilmaktadir. Bakir ve ¢inko elementleri birleserek piring alasimini olustururken de pek

cok faz meydana getirir (Brady, 1991).

%37den az cinko iceren pirin¢ alasimina alfa tipi faza sahip pirin¢ cesidi
denmektedir. Bu fazdaki pirin¢, merkezli kiibik yapida bir yiizeye sahiptir, kolayca
soguk igleme tabi tutulabilir ve kiibik yapiya sahip olmasi dolayisiyla talagsiz olarak
imal edilebilir. Alasimda ¢inko igeriginin artmasi ile mukavemette artis saglanir. Alfa
fazi, iyl mukavemet ve siineklik 6zelliklerini bir arada bulundurur (Akgiin, 2000; Brady,

1991; Mindivan, 2001).

%32 ile %37 arasinda cinko iceren piring alagimina ise beta tipi faza sahip
piring ¢esidi denmektedir. Beta fazindaki piring, hacim merkezli kiibik kristal yapidadir
ve sicak islem kabiliyeti en yiiksek olan piring tiiriidiir. Ayrica %37 ile %45 ¢inko
iceren piring alagimlarinda, alfa ve beta fazlar1 bir arada bulunabilir (Akgiin, 2000;

Brady, 1991; Mindivan, 2001).

Pirin¢ alasiminda goriilen diger bir faz ¢esidi de gama fazidir. Bu faz yapisina
sahip piring alagimimin i¢inde %45’ten fazla cinko bulunmaktadir. Gama fazinin
endiistriyel kullanim alan1 yoktur. Clinkii, biinyesinde sert Cu2Zn3 kristallerini

barindirdigindan ne sicak ne de soguk olarak islenebilir (Akgiin, 2000; Brady, 1991).

Saf maddeler olan bakir ve ¢inko elementlerinin yaninda piring iiretiminde,
maliyetinin diisiik olmasi nedeniyle hurda malzemelerde kullanilmaktadir. Dolayisiyla
piring iiretim siirecinde kullanilan girdiler, saf ve hurda malzemelerdir. Hurda
malzemelerin icinde saf elementlerin yaninda kalay (Sn), antimuan (Sb), nikel (Ni),
demir (Fe), aliminyum (Al) gibi ¢esitli elementler de bulunmaktadir. Bu hurdalarin

icinden gelen bu elementlere empiirite (safsizlik) ad1 verilmektedir (Ozel, 2005).

Pirin¢g alagimlari, icerdikleri element yiizdelerine gore farklilik gosterir ve
isimlendirilir. Diinya standard1 olarak belirlenmis ve DIN 17660 olarak adlandirilmis on
dokuz cesit piring alasim ¢esidi mevcuttur. DIN 17660 olarak adlandirilmis piring
alagimi gesitleri, Ek 2'de sunulmustur. Piring Fabrikas1 Miidiirliiglinde askeri ihtiyaglara
yonelik kovan pullari, kovan ve gémlek yiikstikleri, sevk ¢gemberleri liretimi icin ihtiyag

duyulan piring alagiminin tiretiminde DIN 17660 standartlar1 uygulanmaktadir.

MKEK Piring Fabrikas1 Miidiirliiglinde, MS 90, MS 70 ve MS 58 olarak

adlandirilan piring alasimi ¢esitleri iiretilmektedir. Ancak, fabrikada en cok {iretilen
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piring alasimi MS 58 cinsidir. MS 58 cinsi piring alagiminin detayli icerigi, Tablo

4.1'de verilmistir. Oranlar, agirlik cinsinden yiizde degerleridir.

Tablo 4.1:MS 58 Piring Alasiminin Igerigi

MS 58
Alt Spesifikasyon Degeri (%) Ust Spesifikasyon Degeri
Cu 57 59
Pb 2.5 3.5
Fe 0 0,5
Sn 0 0,4
Al 0 0,1
Ni 0 0,5
Sh 0 0,02
Diger 0 0,3
Zn Geri kalan

Tablo 4.1°de yer alan tablonun ilk siitununda MS 58 cinsi pirin¢ alasiminin i¢inde
bulunan elementler ve bu elementlerin hizalarinda ise element degerleri i¢in alt ve {ist

agirlik degerleri yer almaktadir. Bu agirlik degerleri yilizde cinsindendir.

Tablo 4.1'nin birinci ve dokuzuncu satirlarinda, MS 58 cinsi piring alagimin
olusturan ana elementler olan bakir ve ¢inko elementleri yer almaktadir. MS 58 cinsi
piring alasimi, i¢inde ortalama olarak %58 (alt ve iist spesifikasyon degerlerinin
ortalamasi) oraninda Cu bulunmasindan dolayr MS 58 olarak adlandirilmistir.
Tablo 4.1'nin ikinci, {igiincii, dordiincii, besinci, altinc1 ve yedinci satirlarinda, MS 58
cinsi piring alasimina cesitli 6zellikler kazandirmak amaciyla eklenmesi gereken bazi
elementler yer almaktadir. Ufak oranlarda katilan bu elementler, iiretilen malzemeye
islenebilirlik 6zelligi kazandirabilmesi agisindan Onemlidir. Tablo 4.1'nin sekizinci
satirinda bulunan diger satir1, oranlar1 ¢ok kiiclik olan ve alasim i¢in bir énem arz

etmeyen empiiritelerin toplamini ifade eder.

MS 58 cinsi piring alagimi i¢inde bulunan elementlerin miktari, alt spesifikasyon
degeri (%) ve iist spesifikasyon degeri (%) arasinda olmasi istenmektedir. En kiiciik ve
en biiylik oranlarmin disina ¢ikan bir element, alasimin yapisini bozdugu i¢in piring
hatal1 kabul edilir.

Piring Fabrikas1 Miidiirliiglinde MS 58 cinsi piring alagiminin tiretildigi iiretim alt
siireci onceki boliimlerde de belirtildigi iizere ii¢ boliimden olusmaktadir. Uretim alt

stirecinin boliimlerinin grafiksel gosterimi Sekil 4.2'dedir.
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Piring Uretimi Alt Siireci

Hammadde Ergitme ve Ekstriizyon Siireci ve
Dokiim Boliimii Yiiksiik Basma Bolimii

Vezinhane Bolumi

Sekil 4.2:Pirin¢ Uretimi Alt Siirecinin Béliimleri
4.2.2.1. Vezinhane Boliimii (Hurdalhk)

Vezin’in kelime anlami “dl¢ii, olgiilendirmek™ demektir. Dolayisiyla vezinhane

“6l¢limiin yap1ldig1 yer” anlamina gelmektedir.

Vezinhane boliimii, piring iretimi alt siirecinin ilk agamasidir ve iiretim siirecinde
girdi olarak kullanilacak olan biitiin malzemeler bu boliimde depolanir. Bu boliimde
depolanan malzemeler ilk olarak Ol¢iilendirme islemi ile malzemenin igerisindeki
elementler ve oranlan tespit edilerek tasnif edilir. Daha sonra iiretilecek iiriine gore
gerekli karisim (gerekli malzemelerden gerekli miktarlar) hazirlanir ve sarjlara

konularak dokiimhaneye gonderilir.

Resim 4.1°de Piring Fabrikasi Miidiirliigii’niin vezinhane boliimiiniin genel

goriiniimil yer almaktadir.

Resim 4.1:Vezinhane Boliimiiniin Genel Goriinumii

Vezinhane boliimii, acik ve kapali olmak iizere iki kisimdan olusmaktadir.
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4.2.2.1.1. Vezinhane A¢ik Alani

Vezinhane bdliimiiniin acik sahasi, fabrikanin is akisinin baslangic noktasi ve
fabrikaya satin alinan veya iiretim siirecinden gelen tiim hurda malzemelerin istiflendigi

kisimdir. Vezinhane agik sahasinin ¢esitli goriintiileri Resim 4.2'de yer almaktadir.

Resim 4.2:Vezinhane A¢ik Sahasinin Cesitli Goriintiileri

Vezinhane boliimiiniin acgik sahasinda depolanan hammadde ve malzemeler,
icerdikleri elementlere ait oranlarin belirli ve belirsiz olmasina gore Sekil 4.3'de

goriildiigh gibi ii¢ grup altinda toplanmaktadir (Sakalli, 2010)

Hammadde ve
Malzemeler

Sekil 4.3:Hammadde ve Malzemelerin Igerdikleri Elementlere Gore Gruplanmasi

Birinci grup saf malzemeleri, ikinci grup tedarikcilerden temin edilen hurda
parcalar1 ve igilincii grup ise fabrika bilinyesindeki diger atdlyelerden vezinhane
boliimiine donen atil kalmis ya da iiretim sirasinda fireye c¢ikmis mamul ve yari

mamulleri kapsamaktadir.
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Uciincii grup hurda malzemeye ara is malzeme denmektedir. Ara is malzemeler
{iretimin cesitli asamalarinda olusmaktadir. Ornegin; dokiimhane boliimiinden elde
edilen ara iglere 6rnek olarak testere talaslari, takoz (ingot) baslari, bozuk veya tamamen
catlak ingotlar; pres boliimiinden elde edilen ara islere ornek olarak takozlardan alinan
kabuklar, takoz basildiktan sonra kalan kisimlar, testere talaslari ve haddehane
boliimiinden elde edilen ara islere ornek olarak lamalarin bas kisimlari, dénen bozuk

isler verilebilir.

Calismamizda 01 Ocak-31 Mart 2015 donemine ait veriler kullanilmistir. Bu
donemde Piring Fabrikas1 Miidiirliigiinde kullanilan 18 adet saf ve hurda malzemelerin
listesi, Tablo 4.2'de goriilmektedir. Bu saf ve hurda malzemelerin fotograflari ve igerik
olarak oOzellikleri ise siire¢ tabanli temel elemanlarin (STTE) hesaplanmasinda
gosterilmistir.

Tablo 4.2:Piring Fabrikas1 Midiirliigiinde 01 Ocak-31 Mart 2015 Doneminde
Kullanilan Saf ve Hurda Malzemelerin Listesi

Hurda Numarasi Hurda Ismi
1.Hurda MS 58 (Ara is)
2.Hurda Kovanlik-fiseklik MS-70 (Ara is)
3.Hurda MS 90 Tombak Paket (Yiiksiik)
4 Hurda Soyma Cu
5.Hurda Kablo Bakir1 (Graniil Bakir)
6.Hurda Hurda Radyator
7.Hurda Hurda Elektrolit Cinko (E-Zn)
8.Hurda Reganya Toprak
9.Hurda Reganya Takoz
10.Hurda Elektrolit Kiilge Kursun (E-Pb)
11.Hurda Piring 70 (G.Ankara Talasi)
12.Hurda Bos kovan 70 (Fesih-Fesih Hurda Kovan)
13.Hurda Hurda Kapgik 70 (Fesih-Fesih Hurda Kapgik)
14.Hurda Elektrolit Kiilce Cinko (E-Zn)
15.Hurda Harici Piring ve Bronz Talasi
16.Hurda Harici Piring ve Bronz Hurdasi
17.Hurda Harici Hurda Bakir
18.Hurda Kursunlu Kapeik Miiftiioglu
4.2.2.1.2. Vezinhane Kapah Alam

Dokiimhaneye gonderilecek olan sarjlar vezinhane kapali alaninda hazirlanir.
Sarjlar, hurdalarin i¢indeki element oranlar1 dikkate alinarak iiretilmek istenen piring

cinsine uygun olarak saf ve hurda malzemelerin harmanlanmasidir.



174

Vezinhane boliimiinde sarjlar gesitli normlar dogrultusunda hazirlanir. Normlar
DIN (Deutcshes Institut Fiir Normung), ES (European Standards), ASTM (American
Society For Testing And Metarials) gibi normlardir. En ¢ok kullanilan normlar, DIN ve
ES normlaridir. Sarj hesaplari, bakir ve ¢inko elementleri dengesine gore agirlikca %
olarak yapilir ve sarj hesabi yapilirken stokiometrik tablolardan faydalanilmaktadir.

Stokiometrik tablolardan bir 6rnek Ek 3'de yer almaktadir.

Vezinhane kapali alaninda ana problem, istenilen 6zelliklerde piring elde etmek
icin hangi hammadde ve hurda malzemelerin hangi miktarlarda karistirilacagidir. Bu
durum saf ve hurdalarin élgiimleme islemi ile ¢dziime ulasilir. Olgiimleme islemi, hurda
malzemelerin i¢inde bulunan bilesimlerin ylizde cinsinden Olgiilmesi islemidir.
Olgiimleme islemi ile malzemenin icerisindeki elementler ve oranlar tespit edilerek
tasnif edilir. Uretilecek iiriine gore gerekli karisim vezinhane boliimiinde hazirlanir ve
sarjlar olusturularak dokiimhaneye gonderilir. Karisim hazirlanilirken iiriiniin icerecegi
elementlerin oranlar1 dikkate alinir ve sinirlar arasinda kalan bir harman (Giriine deger
katan girdilerin karistirilmasy) olusturulur. Ihtiyag halinde dokiimhaneye ocaklara

konulmasi i¢in saf malzemeler de gonderilir.

Vezinhane boliimiinde hazirlanan sarjlar Resim 4.3'de goriilen rayli bir sistem

tizerinde hareket eden is arabalar1 vasitasi ile dokiimhaneye taginir.

L

Resim 4.3:Vezinhane Boliimiinde Kullanilan Rayl Is Arabalart

Vezinhane boliimiindeki yapilan faaliyetlerle ilgili hazirlanan vezinhane

boliimiindeki is akis semast Sekil 4.4'de yer almaktadir.
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Hammadde Bilgi Akisi Ticari
Ergitme ve Faaliyetlerin —
Dokiim Siireci Y 6netimi Siireci
1
Malzemeler Hurda
| Ergitilecek Mlz. Verilerinin Atélyeye Ulasmasi II=
| Ayristirma - Kesme - Paketleme | 2
| Hurda ve Hammadde Tasniflemesi | 3
| ilgili Hiicrelere Malzemelerin Konmasi | 4
| Sarj Hazirlama islemleri | 5
4‘ Uygun Vezin Paketlerinin Dékiimhaneye Nakli | 6

Sekil 4.4:Vezinhane Boliimiinde Is Akis Semasi
4.2.2.2. Dokiimhane Boliimii

Dokiimhane boliimiiniin - gorevi, vezinhane bdliimiinde hazirlanan sarjlari

ocaklarda ergitip dokiim yoluyla katilastirilarak ingot haline getirmektir. Dokiimhane

boliimiiniin bir goriintiisii Resim 4.4'de yer almaktadir.

Resim 4.4:Dokiimhane Boliimiiniin Genel Goriintiisii
Resim 4.4'de goriildiigii iizere fabrikanin dokiimhane boliimiinde iki ayr
platformda kurulu bulunan 10 adet indiiksiyon ocagi mevcuttur. Dokiimhanede bulunan
tiim ocaklar indiiksiyon ocaklaridir. Indiiksiyon ocaklarinin kullanilmasinin avantajlart

sOyle siralanabilir: ekonomiktir, metal kaybi azdir, ergimis metalin bilesimi daha
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homojendir, dokiilen metal daha temiz kalir ve bu 6zellik metalde gaz probleminin
ortaya ¢ikmasmi engeller, asir1 1smmmayt engelleyerek metalin atmosferden gaz
kapmasini engeller ve her dokiim istenilen sicaklikta alinabilir. Vezinhane boliimiinde
hazirlanan sarjlar burada indiiksiyon ocaklarina dokiilerek eritilir. Erime islemi
tamamlandiktan sonra dinlendirme ocagina alinan sarj, ¢esitli sekillerde dokme islemine
tabi tutulur. Ergitme ocaklarindan her sarjda belli siirelerle kontrol amag¢li numune

aliarak karisimin igerisindeki element yiizdeleri ol¢iiliir.

Pirin¢ Fabrikas1 Miidirliigi dokiimhane boliimiinde kokil (metal) kahp ve
siirekli olmak {iizere iki ¢esit dokiim yontemi kullanilmaktadir. Bu yontemler

neticesinde farkli uzunluklarda ve caplarda piring takozlar tiretilmektedir.

Kokil (metal) kaliba dokiim yontemi, kara kalip olarak adlandirilan kaliplarda
uygulanir. Adma "bakir zarf" denilen saf bakirdan imal edilmis bir borunun igine
akitilan s1vi metalin, boru ile kalip muhafazasi arasindan su gegirilerek sogutulmasinin
saglandig1r bir dokiim yontemidir. Bu yontemde 2-2,5 metre boyundaki bir kaliba
dokiim yapilarak ingot elde edilir.

Siirekli dokiim yontemi, piring fabrikasinda en ¢ok kullanilan dokiim
yontemidir. Bu sistemde ergitme amagh c¢alisan iki adet indiiksiyon ocagi ve dokiim
amacgh bir adet de bekleme firin1 vardir. Bu sistemde platformun iizerinde bulunan
ocaklarda sirasiyla ergitme islemi yapildig1 icin dokiim siirekli olarak devam eder.
Ornegin: 10 numaral1 ocakta ergitilen piring dinlendirme ocagina aktarilir. Bu sirada 11
numaralt ocakta ergitme islemi Resim 4.5'de goriildiigii gibi devam eder (10 ve 11

fabrikada verilmis ocak numaralaridir.).

Resim 4.5:Siirekli Dokiim Sisteminde Ergitme Ocagindan Dinlendirme (Ddkiim)
Ocagina Dokiim Ani
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Dinlendirme ocagindaki sivi metalin katilastirilarak ingot haline getirilmesi igin
ocagin lizerinde monte edilmis ve Resim 4.6'da yer alan bir tiir dokiim kalib1 vardir.
Kalip icerisine sivi halde akan alasim, katilastirilarak ingot olusumu saglanir. Dakikada
8-9 cm. hizla katilasan metal, Resim 4.7'de gosterilen ve adina “cekme iinitesi” denen
bir tiir yardimc1 mekanik sistem vasitastyla kaliptan yavas yavas disar ¢ekilir. Siirekli
dokiim sisteminin en son kisminda yer alan testerede ise iiretilen bu ingottan istenilen
boyda Resim 4.8'de gosterilen parcalar kesilir. Genellikle 33-35 cm. boyda kesilen ve

Resim 4.9'de gosterilen bu ingot parcalar1 "takoz" diye adlandirilirlar.

Resim 4.8:Kesilen Takozlar Resim 4.9:Kesilerek Is Kazanima
Diistiriilen Takozlar

Takozlarin ¢aplari istege gore malzemenin ¢ikmasina izin verilen kalibin ¢apinin
kiigiiltiilmesi ya da biiyiitiilmesi ile degistirilebilir. Dokiimhanede {iretilen biitiin
ingotlar daha sonra ekstriize edilmek iizere pres atolyesine gonderilir. Pres atdlyesinin
gorevi, dokiimhanede iiretilen takozlar1 sicak sekil degistirmeye ugratarak dort temel
iirtine dontstiirmektir. Bunlar, askeri ve sivil maksath ¢ubuklar ve profiller, lamalar,

borular ve sevk ¢emberleri olarak siniflandirilan iiriinlerdir.
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Dokiimhane boliimiindeki hammadde ergitme ve dokiim siirecini gosteren is akis

semast Sekil 4.5'de ve ekstriizyon siirecini gosteren is akig semasi Sekil 4.6'de

gosterilmektedir.

) is Emirleri
Uretim Planlama |

Vezin Hazirlama

Siireci R Siireci |
Aylik Temin Plani ‘
1 Malzemeler Hurda |
| Ergitilecek Malzemelerin Atdlyeye Ulasmasi i
| indiiksiyon Ocaklarinda Ergitme | 2
| Kiil ve Ciiruf Alma Islemleri | 3
Dokiimiin Kimyasal 4
Analizi Uygun mu?
‘v .
| Ingot Cekme | 5
Muayene Siireci l
| Testerede Kesim | 6
WiH @ 7
L E
Ticari

Faaliyetlerin
Y Onetimi Streci

Sekil 4.5:Hammadde Ergitme ve Dokiim Siireci Is Akis Semas1

Is Emirleri Ticari
Uretim Planlama reart

Siireci Faaliyetlerin
Surect - P .
Ayhk Temin Plani Yonetimi Siireci
1 Hurda
| Ergitilecek Malzemelerin Atélyeye Ulagsmasi [
;?| Takimlarin Kontrolii ve Baglanmas1 | 2
| Takozlarin Tav Ocaklarina Sarji | 3
| Ekstriizyon - Taslak Uriin Basilmasi | 4
H
5
E
Ekstriizyon Uriinlerinin Tasnifi 6

!

Muayene Siireci

Sekil 4.6:Ekstriizyon Siireci Is Akis Semasi
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4.2.2.3. Haddehane Boliimii
4.2.2.3.1. Genel

Hadde atdlyesinin gorevi pres atolyesinden gelen lamalarin operasyon planlarinda
belirlenen iirtin haline gelene kadar haddeleme ve 1s1l islemlerini gerceklestirmektir.
Gerek fabrikada fliretilecek olan yiiksiikler i¢in kullanilacak seritlerin hazirlanmasinda,
gerekse kuruma bagh diger fabrikalarin siparislerinin saglanmasinda hadde atolyesinin

tistlendigi gorev onemlidir.
4.2.2.3.2. Haddeleme Islemleri

Haddeleme, 6zetle malzemeyi soguk olarak ezme islemi olarak tanimlanabilir.
Birbirine ters yonde donen iki silindir arasindan malzemeyi gecirerek kalinliginin
diisiiriilmesi islemidir. Haddehanede bulunan tiim haddeler "soguk hadde" tabir edilen

haddelerdir.

Adindan da anlasilacagi iizere malzemeler soguk haddelerde oda sicakliginda
islem goriirler. Haddehaneye gelen kovan yiiksiik lamalar1 ve seritler genellikle MS 58
ve lizeri malzemeden iiretilir. Uretimi fazla olmamakla birlikte MS 70 malzemeden imal
edilen seritler de olabilmektedir. Preste atdlyesinde iiretilen ‘kovanlik ve fiseklik’
malzemeler ile diger askeri maksath tiim lamalar ve seritler, ilk olarak 3’lii hadde
grubundan gegerler. Her {lirline ait bir de iiretim operasyon plani bulunmaktadir ve

operasyon planlarinda belirlenen islem adimlarina titizlikle uyulmaktadir.

Haddeleme islemleri bittiginde malzemelerin kalinliginda belli oranda azalma
gerceklesmekte ancak malzeme genislikleri degismediginden boylarinda ciddi uzama

meydana gelmektedir.

Piring iiretim siirecinde Onceki boliimlerde anlatildig: gibi ¢ok c¢esitli hammadde
ve malzeme kullanma imkan1 vardir. Uretimde kullanilabilecek hammadde ve malzeme
cesidinin fazla olmas1 maliyeti diigiirmek i¢in iyi bir firsat olsa da beraberinde bir takim

problemleri de getirmektedir.
4.2.2.4. Uretim Siireci ve Nihai Uriinlerden Yiiksiigiin Uretimi

Piring Fabrikasinin nihai {irtinlerden biri yiiksiik ad1 verilen malzemedir. Bu iiriin,
tiriine cift etkili pres denilen makinelerde soguk derin ¢ekme yontemiyle {iretilir. Piring

Fabrikasinda yaklasik 40 ayr1 yliksiik ¢esidinin tiretimi gerceklestirilmektedir.
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Yiiksiikler. kovan yiiksiikleri ve gomlek yiiksiikleri olmak tizere iki sinifa
ayrilirlar. Her iki smif yiiksiik de hadde tezgadhlarinda islem gérmiis lama ya da
seritlerden {iretilirler. Yani ylksiik tezgahlarinda hammadde olarak genellikle sicak
haddeleme yoluyla iiretilmis seritler tercih edilmektedir. Ancak fabrikada sicak hadde
bulunmadigindan genellikle yiiksiik tiretimi i¢in bu {iriinlerin piyasada sicak haddeleme
teknigiyle iiretim yapabilen 6zel sirketlerden satin alinmak suretiyle temini yoluna

gidilmektedir.

Piring Fabrikasinda kovanlik pul presi de dahil olmak iizere 5 ayr1 tezgah
kullanilarak yilda yaklasik olarak 1.600 ton kovan ve gomlek yiiksligi
tiretilebilmektedir. Pirin¢ fabrikasinda iiretilen kovan pullart haricindeki tiim ytiksiikler
MKEK’a baglh diger bir fabrika olan Ankara konuslu Gazi Fisek Fabrikasi
Midiirliigiine gonderilir. Cilinkii {retilen yiiksiiklerin fisek haline gelebilmesi igin
gereken derin ¢ekme operasyonu sayist ¢ok daha fazladir. Bu anlamda Piring
Fabrikasinin nihai irlinii olan yiiksiik, Gazi Fisek Fabrikasi i¢in hammadde

konumundadir.

Yiiksiik tretiminde kullanilacak olan malzemeler, kimyasal acidan piyasaya
yonelik olarak {iretilen malzemelerden daha farkli kompozisyona sahiptir. Piyasa
uriinlerinde talas kaldirma kabiliyetini olumlu yonde etkiledigi i¢in bulunmasi istenen
kursun, askeri iretimlerde derin ¢ekme kabiliyetini olumsuz yonde etkiledigi i¢in
istenmeyen element konumundadir. Bu anlamda satin alinan seritler {iretimde
kullanilmadan 6nce kapsamli bir kontrolden gecer. Bu kontroller sirasinda malzemenin
her tiirlii mekanik 06zelligi ve kimyasal kompozisyonu tespit edilir. Satin alma
sartnamesinde belirtilen Ozelliklere uygun bulunmayan hicbir serit kafilesinin

tezgahlarda islem gormesine izin verilmez.

Yiksiik tezgahlarinda iiretimi tamamlanan yiiksiikler, uygunluk kontrolleri
tamamlandiktan sonra yikama tezgdhina alinirlar. Bu tezgéh; hadde at6lyesinde iiretilen
lama ve seritlerin temizlendigi tezgahlar ile aym1 mantikla ¢alisan, ancak yikama
esnasinda i¢ine konulan yliksiiklerin bir ugtan diger uca ulasabilmesi i¢in kendi ekseni
etrafinda donen silindirik bir tambura sahip bir tezgahtir. Uretimi biten hicbir yiiksiik

kafilesi, yikama iglemleri sona ermeden miisteriye gonderilmez.
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Yiiksiik basma siireci is akis semast Sekil 4.7'de gosterilmektedir.

} Is Emirleri
Uretim Planlama
Siireci

Muayene Siireci

|
Aylik Temin Plam ‘
1 Sicak Hadde Uriinii Seri'
| Uygun Serit, Takim ve Kaliplarin Atélyeye Ulagmasi
l Takimlar, Kaliplar
| Uriine Ait Operasyon Planlarinin Incelenmesi | 5
4>| Takimlarin Tezgaha Baglanmasi ve Kontrolii | 3
| Taslak Yiiksiik Uretimi }‘T |
L 5 ‘
| Seri Uretime Gegilmesi | 6 ‘
Ara Muayeneler l ‘
| Yiiksiiklerin Yikanip Piisiislere Konulmasi | 7 ‘

1
|

——* Muayene Siireci

Sekil 4.7:Yiiksiik Basma Siireci Is Akis Semast

MKEK Pirin¢ Fabrikasinin asil gorevi, baslangic kisminda da detayr agiklandig:
tizere TSK’nin askeri ihtiyaclara yonelik kovan pullarinin, kovan ve gomlek
yiiksiiklerinin, sevk cemberlerinin {iretimini yapmaktir. Kovan pullari, kovan ve
gomlek yiiksiikleri, sevk cemberleri iiretimi, yukarida anlatilan iiretim siireci sonunda
iiretilen piring ¢ubuklara dayanmaktadir. Bir cubuk iiretim siirecindeki islemler 6zet

olarak asagiya ¢ikartilmistir.

1. islem: Piyasa ile iiretim siireci esnasinda normlara uygun olarak iiretilmeyen ara
islerden gelen hurdalar ve malzemeler, ilk olarak uygun oranlarda sarj hazirlamak i¢in
vezinhanenin ac¢ik alaninda gruplandirilir. Daha sonra hurdalar ve malzemeler
vezinhanenin kapali alaninda, DIN normunda ifade edilen piringlerin element

ylizdelerine uygun olarak birlestirilerek sarj hazirlanir.

2. lIslem: Vezinhanede olusturulan sarjlar, standart bir yiikk araci ile birlikte
dokiimhaneye sevk edilir. Dokiimhaneye gelen sarjlar, ergitme ocagina bosaltilarak

tamamen eriyik olana kadar bekletilir. Olusan eriyikten igindeki element oranlarinin
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istenilen oranda yani DIN standartlarinda olup olmadiginin kontroliinii yapmak

maksadiyla numune alinir ve numune spektral analize tabi tutulur.

3. islem: Kalite kontrolii boliimiinden gelen spektral analiz sonuglar1 degerlendirilir ve
erigi DIN standartlarina uygun hale getirmek icin saf bakir ve ¢inko elementleri ilave
edilir. Eger diger elementlerden de standartlara uymayan varsa bu elementlerle ilgili de

miidahalede bulunulur. Daha sonra erigi dinlendirme ocagina bosaltilir.

4. Islem: Eriyik, dinlendirme ocaginda belli siire kalir ve farkli ocaklardan gelen
eriyiklerin karigimi saglanir. Eriyik, dinlendirme ocaginda iken dinlendirme ocagindan

tekrar bir numune alinir ve yine spektral analize tabi tutulur.

5. Islem: Dinlendirme ocagindan alian eriyikten ingotlar elde edilir. Elde edilen piring

ingotlar istenilen uzunlukta kesilir ve takoz haline getirilir.

6. islem: Takozlar, 800°C ye kadar isitilarak tavlanir ve ekstriizyon islemi yapilr.

Daha sonra elde edilen lamalar ve ¢cubuklar su ile sogutulur.

7.0slem: Ekstriizyon sonucu lamalarin ve cubuklarin ug kisimlarinda olusan hatali
kisimlar kesilir, gubuklarin geri kalan kismi ikiye boliiniir ve haddeleme ile dogrultulur.

En sonunda elde edilen nihai iiriin ile ilgili kalite kontrolii yapilir.
4.2.3. Pirin¢ Fabrikas1 Miidiirliigiinde Uygulanan Kalite Kontrol Yontemi

Bu boliimde, Piring Fabrikas1 Miidiirliigi tiretim siirecinde halen uygulanmakta

olan ii¢c agamal1 kalite kontrol uygulamasi anlatilacaktir.

Piring Fabrikas1 Miidiirliigii tiretim siireci, vezinhanenin acik alanina getirilen saf
ve hurda malzemelerin i¢indeki birbirine benzer elementlere gore simiflandirilmasi ile
baglar. Daha sonra saf ve hurda malzemeler belli oranlarda karistirilarak sarjlar
olusturulur. Sarjlar indiiksiyon ocaklarinda yiiksek 1s1l islemler sonunda eritilerek eriyik
halde pirin¢ alagimi elde edilir. Eriyik haldeki pirin¢ alagimlarindan her defasinda belli
periyotlarla kontrol amac¢li numune alinir ve bu numuneler spektral analize tabi tutulur.
Spektral analizin yapildig1 6l¢tim aleti ile ilgili goriintii Resim 4.10'da yer almaktadir.
Spektral analizin yapildigi Ol¢lim aleti aslinda spektrometre olarak da

adlandirilmaktadir.
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Resim 4.10:Spektral Analizin Yapildigi Olgiim Aleti

Spektrometreler 15181 spektral olarak dalga boylarina ayiran elektriksel sinyallere
doniistiirerek belli bir referansa gore materyal analizi yapabilen cihazlardir. Spektral
analiz cihazlan ile pik ve sfero dokiim, diisiik alasimli gelikler, paslanmaz ¢elikler,
mangan ¢elikleri, otomat celikleri, etial alasimlari, aliiminyum alasimlar, saf
alliminyum, bakir, piring, bronz, saf ¢inko analizleri gerceklestirilebilir (Moment Expo,

2008). Kisa zamanda ve oldukca hassas yapilan dl¢limleri ekranda gosterir.

Spektral analiz sonunda, karisimin igerisindeki elementlerin agirlik¢a yiizdeleri
ol¢iiliir ve elde edilen sonuglar DIN standartlarina uygunlugu kontrol edilir. Elde edilen
herhangi bir elementin orani alt referans degerinin altinda ¢ikmigsa standardi saglamak
icin o maddeden gerekli miktar ocaga eklenir. Eger element orani iist referans sinirinin
tizerinde ¢ikmissa bu durumda oncelikle saf ¢inko ve bu ¢inkonun eklenmesiyle orani
alt referans sinirinin altina inecek olan elementten gerekli miktar ocaga ilave edilerek
oranlar saglanmaya calisilir. Ocakta farkli bir tirliniin dokiimiine gecilecekse, bir dnceki
tirtiniin dokiimiinden belli bir miktar ocakta kaldig1 i¢in ocaga saf bakir veya ¢inko ilave
edilir. Yeni iiriiniin bakir oran1 bir 6ncekinden yiiksek ise saf ¢inko, diisiik ise saf bakir
ilave edilerek ocaktaki karisimin empiirite oranlar1 yeni {iriinlin seviyesine cekilir. Bu
kapsamda istenen element seviyesinin ayarlanmasi i¢in uygulanan formiil sdyledir. Bu
formiil STTG ydnteminde temel elemanlarin hesaplanmasinda kullanildigindan dolay:

en basit hali ile verilmistir.

X1*M1+X2*M2
M;+M,

% Istenen Element = 4-1)
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Burada:
X :Ocak igerisinde o anda ergimis halde bulunan istenen element % si,
X, :Ocaga ilave edilecek hammaddenin i¢eriginde bulunan istenen element % si,
M; :Ocak igerisinde o anda bulunan sivi metal miktari,
M, :Ocaga ilave edilecek hammadde miktari.

Yukarida yer alan hesaplama yonteminin pratik uygulamasini gostermek amaciyla

bir 6rnek verilmistir.

Ornek: Iginde 2000 kg sivi metal bulunduran bir ergitme ocagi agirlikca %59 Cu
icermektedir. Cu miktarinin %57 seviyesine diismesi i¢in bu ocaga ne kadar saf Zn ilave

edilmelidir?

Cevap: Soruda verilen degerler formiilde yerine konuldugunda:

X1xXM1+X,xM,
Mq+M,

% Istenen Element =

2000x0,59 + 0xM
057 =——"—"2
2000 +M,

M,="70 kg bulunur.

Piring Fabrikasi Midiirliigii tiretim siirecinde piring alagimimin elde edildigi
birden fazla indiiksiyon ocagi bulunmaktadir. Bu nedenle bahsi gecen element orani
ayarlama islemi, biitlin indiiksiyon ocaklarindaki eriyik haldeki pirin¢ alagimlari i¢in

ayr1 ayr1 yapilmaktadir.

Olgiim sonunda indiiksiyon ocaklarindaki eriyik haldeki piring alasiminin i¢inde
bulunan element oranlar ile ilgili gerekli ayarlamalar yapildiktan sonra eriyik piring,
dinlendirme ocaklarma almarak karistirilmaktadir. ikinci asamada kalite kontrolii

uygulamasi, birinci asamadaki islemler gibi yapilmaktadir.

Piring Fabrikas1 Miidiirliigii iiretim siirecindeki kalite kontrolii uygulamasinin
iclincli ve son asamas1 ise iretim siireci sonunda elde edilen nihai {riine yapilan
islemdir. Uretim siireci sonunda iiretilen metal cubuklardan rastgele zamanlarda
numuneler alinir ve sertlik, cap, boy gibi 0Ozellikleri kontrol edilir. Standartlarda
olmayan iirlinler ayiklanarak ara is hurdasi olarak islem goriir ve vezinhaneye tekrar

geri gonderilir.
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Piring Fabrikas1 Miidiirliigliniin kalite kontrol uygulama adimlar1 Sekil 4.8'de

gosterilmigtir.
MS 58 Cuzn39Pb3
Minimum ;
Deger (%) hg:;:n;?
18 gesit saf malzeme ve Piring Uretim Siireci & & 2
hurda cesiti Al 0 01 Hedef
1.Kalite 2.Kalite FNe_ g g-: Deserl
Kontrolii Kontrolii & 0 0,02 cgerier
Elementler | | Elementler | sn 0 0,4
Diger 0 0,3

Gerikalan

Vezin Ekstriizyon ve
Hazirlama Yiiksiik Basma
Siireci Siireci

[ 3.Kalite
Kontrolii
' Uretilen
- Siirekli Dokiim Yontemi iiriiniin
ER :Ergitme - Kokil (Metal) KalipDékiim Yéntemi ozellikleri

Di :Dinlendirme
DO :Dikiim

Sekil 4.8:Pirin¢ Fabrikas1 Miidiirliigiiniin Kalite Kontrol Uygulama Adimlar1

Buraya kadar Piring Fabrikas: Miidiirliigii ile ilgili genel bilgiler verilmis, tiretim
stirecindeki yapilan iglemler ile bu siirecte halen uygulanan kalite kontrolii yontemi
anlatilmistir. Bu boliimden sonra Piring Fabrikas1 Midiirliigii tiretim siirecinde yapilan
bir istatistiksel kalite kontrolii uygulamasi ele alinacaktir. Bu uygulamada ilk olarak
kalite karakteristigi olarak element oranlari i¢in istatistiksel kalite kontrolii uygulamasi
yapilacak ve miiteakiben STTG yontemine dayali olarak 4 modiil halinde olusturulan

modelin uygulamasi yapilacaktir.
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4.3. STTG’YE DAYALI MODELIN UYGULAMASI

Uygulamanin birinci boliimiinde; Piring Fabrikast Midirliigiiniin vazifesi,
tarihgesi, iiretim siireci ve iiretim siirecinde halen uygulanmakta olan kalite kontroliiniin
nasil yapildigr anlatilmistir. Bu kapsamda, Piring Fabrikas1 Miidiirliiglinde kalite
kontrolii uygulamasinin {i¢ asamada yapildig1 ve nihai kalite kontroliiniin ise agirlikli
olarak iiretim siirecinin sonunda elde edilen piring iiriinlerinin cap, boy, kalinlik gibi
Ozelliklerine ait degerlere (dokiim hatalarina (casting defects)) bakilarak yapildigi
belirtilmistir. Ayrica, Sekil 4.8’de de goriildiigii gibi birinci ve ikinci asamalarda
yapilan kalite kontrol wuygulamalari, iiglincli asamada yapilan kalite kontrol

uygulamasinin ara asamalar1 veya destekleyici unsurlart olarak kabul edilmektedir.

Ancak, Piring Fabrikas1 Miidiirliigiinde tiretim siireci ile ilgili olarak ii¢ asama
halinde yapilan kalite kontrolii siirecindeki nihai {irliniin ¢ap, boy, kalinlik gibi
ozelliklerine ait degerlere (dokiim hatalarina) bakilarak yapilan degerlendirmeler her
zaman yeterli degildir. Ayrica her bir kalite karakteristigi (dokiim hatalari) ayn1 anda
birden fazla 6zel neden tarafindan etkilenmektedir. Bu degerlendirmelerin yaninda
malzemenin kalitesi, malzemenin elde edildigi alagimin i¢indeki elementlerin oranlarina
(chemical compound) da baghdir (Beeley, 1972, Campbell, 2003; Ghosh ve Mallik,
2001; Vijayaram, Sulaiman ve Hamouda, 2006). Ciinkii saf elementler belirli 6zelliklere
sahiptir. Bu nedenle ancak sinirlt kullanma alanlar1 vardir. Saf elementlerin 6zelliklerini
belirli hallerde soguk bicimlendirme ve 1s1l islemler ile degistirmek miimkiindiir. Bu
sayede, uirliniin ozellikleri (mukavemet, uzama, sekil alma, yiizey parlakligi, elektrik, 1s1

iletkenligi ve goriiniim) gelisir.

Ayrica, gliniimiizde diinya ekonomisini etkisine alan kiiresellesme siireci ile
isletmeler diinya pazarinda yogun bir rekabet icerisinde faaliyet gostermektedirler. Bu
rekabet ortaminda igletmeler maliyetlerini diisiirmek, kar elde etmek, hatalar1 minimize

ederek kaliteyi artirmak istemektedirler.

Yukarida belirtilen durumlar 151¢inda, Piring Fabrikasi Midiirliigiiniin {iretim
stirecindeki kalite gelistirme c¢abalarin1 daha iyi seviyeye ¢ikarmak maksadiyla
literatiirde ve endiistride yaygin bir sekilde kullanilan gesitli kalite kontrol yontemleri

farkl sekillerde uygulanabilir. Bu yontemlerden literatiirde en yaygin ve etkin kullanimi
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olan yontem ise detaylar1 ¢aligmanin birinci boliimde anlatildig: tizere istatistiksel siireg

kontroludiir.

Yukarida belirtilen durumlar ¢ergevesinde calismanin ikinci boliimde ilk olarak
Piring Fabrikas1 Miidirligiliniin iiretim silirecinde halen uygulanmakta olan kalite
kontrolii yonteminin ara asamalarindaki kalite karakteristikleri olan piring alasimi
icindeki element oranlari, istatistiksel siirec kontrol yontemlerinden tek ve ¢ok
degiskenli kontrol grafikleri ile izlenmis, elde edilen sonuglar 1s18inda siirecin
degiskenligi ile ilgili yorumlar yapilarak giderici 6nlemler tartisilmis ve sonunda STTG

yontemine dayali bir model dnerilmistir.
4.3.1. Uygulamada Kullanilan Veriler:

MKEK Piring Fabrikas1 Midiirliigii tiretim siireci, yedi ¢esit piring alagimi tiretme
kabiliyetine sahipken, bu siirecte genellikle MS 58, MS 70 ve MS 90 pirin¢g alagimi
cesitleri tretilmektedir. Ancak, TSK'nin askeri ihtiyaglarina yonelik olarak {iretilen
kovan pullari, kovan ve gomlek yiiksiikleri, sevk ¢emberlerinin ¢ogunlugunun
hammaddesi MS 58 piring alasimi olmasindan dolay: piring liretim siirecinde en cok
MS 58 piring alagimi iiretilmektedir. Dolayisiyla arastirmada kullanilacak piring alagimi
cesidi olarak MS 58 pirinci secilmistir. Bu kapsamda c¢alismada kullanilacak olan
veriler, Sekil 4.8’de yer alan siirecin kalite kontrolii faaliyetinin birinci asamasinda
yapilan spektral analiz sonunda elde edilen piring alagimi iginde bulunan element

oranlar1 olacaktir.

Calisma da kullanilan veriler, Ek-5'dedir. Bunlar, MKEK Pirin¢ Fabrikasi
Miidiirligiintin  iiretim siirecinin  kalite kontrolii faaliyetinin birinci asamasinda,
01 Ocak-31 Mart 2015 tarihler arasinda yapilan spektral analiz sonunda elde edilen

piring alagiminin i¢indeki element oranlarinin degerlerinden olusmaktadir.

Ek 4'teki fotograflarda spektral analiz verilerinin fabrika kalite ve kontrol birimi
tarafindan kayit altina alindigi defterlerin bir sayfasi yer almaktadir. Bu defter
sayfasinda, gilinliik olarak uygulanan {i¢ vardiyadan alinan eriyik numunelerinin spektral
analizi sonuglar1 (elementlerin oranlari) yer almaktadir. Ornegin, 05 Ocak 2015 giinii
birinci vardiyada 11 numarali ocakta MS 58 cinsi piring iiretilmis ve ayni hizada bu
eriyikten alinan numune ile ilgili yapilan spektral analiz sonucunda elde edilen

elementlerin oranlar1 yazilmistir. Element degerlerinin sirasiyla 60.92, 0.83, 0.04, 0.13,
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0.00, 0.02, 0.004 oldugu goriilmektedir. Bu sekilde calismada kullanilmak iizere 11
numarali ocaktan alinan numunelerin 6l¢iildiigii 01 Ocak-31 Mart 2015 donemine ait
olan 384 adet veri alinarak Ek 5'de yer alan tablo olusturulmustur. Dolayisiyla veri seti

(kalite vektorleri/matrisi) yedi elemanli 384 adet vektorden meydana gelmektedir.

Ek 5'de yer alan tablonun ilk siitununda iiretim giinil, iki ile sekizinci siitunlarinda
spektral analiz sonucunda elde edilen element degerleri, dokuz ile yirmi altinci
siitunlarinda ise eriyin Uretiminde kullanilan sarjdaki hurda malzeme cinsleri yer
almaktadir. Calismanin yapildig1 zaman diliminde 18 adet hurda cinsi kullanilmistir.
Ancak hurdalarin harmanlanmasindan olusan sarjlarin her birinde ayni anda on sekiz
hurda kullanilmamuistir. Gri renkli hiicreler o andaki sarj i¢in kullanilan hurda cinslerini
ve beyaz hiicreler ise kullanilmayan hurda cinslerini gostermektedir. Hurdalarin i¢inde
bulunan element oranlart STTE'lerin matematiksel formiilasyonunun gosterilmesi

asamasinda verilmistir.
4.3.2. Arastirma Yontemi:

Bu boliimde, Piring Fabrikas1 Miidiirliigii iiretim siirecinde yapilan kalite kontrol

uygulamasi, iki kisim halinde ele alinmistir.

[k kisimda piring alastminin icindeki elementler, kalite karakteristikleri olarak ele
almmis ve bu kalite karakteristikleri tek ve ¢ok degiskenli kontrol grafikleri ile
izlenmistir. Element oranlarinin tek ve ¢ok degiskenli kontrol grafikleri ile izlendiginde,
izlenen element oraninin bazi degerlerinin kontrol grafikleri kontrol siirlarinin disinda
oldugu yani kontrol dis1 sinyallerin varlig1 tespit edilmistir. Kontrol grafiklerinde tespit
edilen kontrol dis1 sinyallerin yorumlanmasi esnasinda fabrikada gorev yapan siireg
uzmanlar1 ve kalite kontrol miihendislerinden yardim alinmis ve siireci etkileyen 6zel
nedenlerin oldugu sonucuna varilmistir. Ancak 6zel nedenlerin kaynag ile ilgili bir
yorumlama yapilamamistir. Bu durum karsisinda siireci etkileyen siireci etkileyen 6zel

nedenlerin kaynagini tespit etmek i¢in sebep-etki diyagrami olusturulmustur.

Ikinci kisimda ise siireci etkileyen 6zel nedenlerin kaynaginin etki seviyesini
tespit etmeye yonelik bir model onerilerek ¢oziim bulunmaya calisiimistir. Onerilen
modelde, STTG yontemi, tek ve ¢ok degiskenli kontrol grafikleri ve YSA modelleri

hibrit olarak kullanilmistir.
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4.3.3. Kalite Karakteristiklerinin 7, MR ve Hotelling 72 Kontrol Grafikleri ile

Izlenmesi
4.3.3.1. Kalite Karakteristikleri Vektorlerinin Olusturulmasi

Calismamizda kalite karakteristikleri, eriyik haldeki piring alagimi1 i¢inde bulunan
elementlerdir. Elementlerin agirliklari, karisima katilan saf ve hurda malzemelerin
icinde bulunan elementlerin agirliklar1 ile dogru orantilidir. Herhangi bir elementin
orani, malzemeler icerisindeki elementlerin miktarlarinin toplaminin, karisimin toplam

miktarina boliimi ile bulunur.

Numunenin spektral analizi sonucunda i¢inde element degerlerinin yer aldig1 ¢cok
degiskenli kalite vektorii elde edilmektedir. Bu kalite vektoriindeki her elementin
yiizdesinin DIN standartlarinda veriler olmasi gerekir. Cok degiskenli kalite vektoriinii
W ile simgeleyecek olursak bu durumda kalite karakteristikleri asagida oldugu gibi

gosterilir.

W1=%Cu, W=%Pb, W3=%Fe , wy=%S5n, Ws=%Al, Wg=%Ni, w;=%Sb

Buradaki periyodik tablo kisaltmalar1 sirasiyla bakir, kursun, demir, kalay,
aliiminyum, nikel ve kalay elementlerine karsilik gelmektedir. Eger iiretim siirecinin
degisik zamanlarinda ne kadar ¢ok numune alinip bu numuneler spektral analize tabi
tutulacak olunursa o kadar ¢ok degiskenli kalite vektorleri elde edilir. Bu vektorlerden
her bir elementin degerleri alimip birlestirilir ve vektorler olusturulursa, piring
alagiminin kalite karakteristiklerinin gézlem vektorleri elde edilir. Calismamizin ilk
boliimiinde kalite kontrol grafikleri ile bu kalite karakteristiklerinin gbzlem
vektorlerinin degerleri izlenmis ve siiregle ilgili olarak degerlendirmeler yapilmistir.

Anlatilan hususlar agsagida oldugu gibi simgelerle gosterilebilir.

W11 o Wik Fazl:i:1,2,....... 7vek=172,..... 50
w=| i (4-2)

Wip o Wi Faz Il icini:1,2,....... 7vek=12,...334

wir k. cok degiskenli gozlem vektoriindeki i. elementin agirlik cinsinden yiizdesidir.
Yapilan ¢aligmada, indiiksiyon ocaginda yapilan ergitme isleminde malzeme kaybinin
thmal edilebilecek kadar az oldugu kabul edilmistir. Ciinkii, hurda malzemelerin

agirliginda ergitme islemi sirasinda herhangi bir kayip meydana gelmemektedir.
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4.3.3.2. Pirin¢ Alasimi Element Oranlarmin I, MR ve Hotelling 72 Kontrol

Grafikleri ile izlenmesi

4.3.3.2.1. Tek ve Cok Degiskenli Kontrol Grafiklerinin Varsayimlarinin

Saglanmasi

Kalite karakteristiklerinin kalite kontrol grafikleri ile takibi yapilmadan 6nce bazi
varsayimlarin saglanip saglanmadigimma bakilmalidir. Bu varsayimlar (normallik
varsayimi, degiskenlerin birbirinden bagimsizligt varsayimi, gozlem degerlerinin
otokorelasyonlu olmamast varsayimi, varyans kovaryans matrisi esitligi varsayimi ve
degiskenlerin dogrusal olmast varsayimi) ile ilgili teorik bilgiler ¢aligmamizin birinci
boliimiinde yer almaktadir. Bu varsayimlar dikkate alinmadiginda, gercekte kontrol
altinda olan numuneler kontrol disinda, kontrol disindaki numuneler ise kontrol altinda
kabul edilebilmekte veya kontrol disindaki numuneler eksik saptanmaktadir. Ayrica
varsayimlar saglandiginda hesaplanan kontrol limitlerinin, varsayimlar dikkate
alinmadan belirlenen limitlerden ¢ok diisiik oranlarda farklilastigi ancak limitlerdeki
kiigiik farkliliklarin siirecin gergek durumunun saptanmasinda etkin ve dnemlidir (Cilan,
2015). Ayrica bu varsayimlar i¢in gelistirilen testler ¢ok degiskenli normal dagilim
varsayimina karst olduk¢a duyarlidir (Johnson ve Wichern, 1992). Bu nedenle
varsayimlar arastirilmadan once c¢ok degiskenli normallik varsayimimin saglanmasi

Onerilmektedir (Stevens, 1996).

Kalite kontrol grafikleri, ister tek degiskenli olsun ister ¢ok degiskenli olsun
saglanmast gereken en Onemli varsayim degiskenlerin normal dagilmasidir. Tek
degiskenli kontrol grafiklerinde, degiskenler tek degiskenli normal dagilim varsayimini
saglamasi gerekirken, ¢ok degiskenli kalite kontrol grafiklerinde ise, degiskenlerin ¢cok
degiskenli normal dagilim varsayimini saglamas1 gerekmektedir. Daha onceki bir tarihte
MKEK Piring Fabrikas1 Miidiirliigii {iretim siireci ile ilgili Ozel (2005) tarafindan ¢ok
degiskenli  kalite kontroli uygulamasi yapilmistir. Bu calismada, kalite
karakteristiklerini eriyik halde bulunan pirin¢ alagimi i¢indeki element oran degerlerinin
normal dagilima uyup uymadigi SPSS paket programi kullanilarak Q-Q grafikleri
yardimiyla arastirtlmistir. Arastirma sonucunda, yedi adet kalite karakteristiginin ayri
ayrt normal dagilima uydugu gosterilmistir. Ancak s0z konusu yedi kalite

karakteristiginin ¢ok degiskenli normal dagilim gosterip gostermedigi incelenmemistir.
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Dolayisiyla eger bu iiretim siirecinde element degerleri tek degiskenli kontrol grafikleri
ile izlenecek olunursa tek degiskenli normallik varsayiminin saglanmasi yeterli olacakti.
Ancak yapilan ¢alismada, birbiriyle iliskili kalite karakteristikleri s6z konusu olunca bu
varsayimin saglanmasi yeterli olmayacaktir. Dolayisiyla analize baglamadan ilk olarak
yedi adet kalite karakteristiginin ¢ok degiskenli normal dagilima uyup uymadigi

arastirilacaktir.

Literatiirde ¢ok degiskenli normalligi incelemede kullanilan degisik yontemler
bulunmaktadir. Bu yontemlerden en cok kullanilan1 ¢ok degiskenli dagilimlarda
siralanmig uzakliklar olan mZ(i=1,2,...n) ile X;(i—o.s)n degerlerine iliskin sac¢ilim
grafiginin incelenmesidir (Alpar, 2012).

Coklu normallik testine drneklemin merkezi degerine gore her bir birim i¢in kareli
Mahalanobis uzakliklar hesaplanarak baslanir. Hesaplanan bu degerler kiigiikten biiyiige
dogru siralanir. Anakiitleler normal ve ornekler yeteri kadar biiyiik (n>25) ise bu
uzakliklar x* dagilimma uymaktadir (Johnson ve Wichern, 1992:152). Daha sonra her
bir kareli Mahalanobis uzaklik degerleri i¢in p(i — 0.5)/n yiizdelik bolenleri degerleri
hesaplanir. Bu degerler bulunduktan sonra elde edilen yiizdelikler icin X?;(i—o.s)n ters

birikimli degerleri hesaplanir.

Cok degiskenli dagilimlarda siralanmig uzakliklar olan ml-2 (i=1,2,....n) ile
Xfy(i—o.s) /n degerlerine iliskin sagilm grafiginin diiz bir ¢izgi olusturmast durumunda
degiskenlerin ¢cok degiskenli normal dagildig1 sdylenir. Ayrica ¢cok degiskenli normal
dagilim varsayimin saglanabilmesi hesaplanan degerlerinin yarisinin X;Z:,o.s degerinden
kiiciik olmas1 beklenmektedir (Sharma, 1996:382). ml-2 ve X;29(1—0.5) /n arasinda

hesaplanan yiiksek bir korelasyon katsayisi da, ¢ok degiskenli normalligin varligim

desteklemektedir (Nijhuis, Jong ve Vandeginste, 1999).

Calismamizda, MS-58 piring cinsinin elementlerinin ¢ok degiskenli normal
dagilim gosterip gostermedigini arastirmak i¢in gerekli olan ¢ok degiskenli dagilimlarda
siralanmis uzakhiklar olan m? (i=1,2,...n) yani Mahalanobis uzakhik degerleri ile
Xfy(i—o.s) m degerleri Tablo 4.3'de ve bu degerlere ait grafik ise Grafik 4.1'de yer

almaktadir.
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Tablo 4.3:MS 58 Piring Elementlerinin Cok Degiskenli Normal Dagilim Kontrol
Degerleri

Mahalanobis Mahalanobis

; 2
Uzaklik Degerleri | Uzaklik Degerleri KIKARETERS | % (i-05)/n
1 18.36490 0.83173 0.01 1.239042
2 6.86395 1.31333 0.03 1.801625
3 10.81223 1.58428 0.05 2.16735
4 5.26013 1.6518 0.07 2.461069
5 13.12502 1.7605 0.09 2.715684
6 7.43730 1.87107 0.11 2.945475
7 19.85456 1.88352 0.13 3.158116
8 1.87107 1.93103 0.15 3.358284
9 5.95077 1.95778 0.17 3.54908
10 6.11745 2.01526 0.19 3.73269
11 3.98056 2.02775 0.21 3.910733
12 14.08038 2.07311 0.23 4.084456
13 3.18917 2.76074 0.25 4.254852
14 7.26217 3.18917 0.27 4.422737
15 12.17679 3.27822 0.29 4.588796
16 10.84757 3.42402 0.31 4.753626
17 7.44860 3.98056 0.33 491775
18 5.87226 3.99901 0.35 5.081647
19 7.20804 4.01402 0.37 5.245758
20 11.11276 5.26013 0.39 5.410501
21 8.51794 5.49627 0.41 5.576278
22 1.58428 5.71737 0.43 5.743486
23 2.76074 5.87226 0.45 5.912523
24 2.07311 5.89613 0.47 6.083794
25 3.27822 5.95077 0.49 6.257718
26 6.66973 6.11745 0.51 6.434736
27 16.39262 6.66973 0.53 6.615317
28 11.53691 6.77146 0.55 6.79997
29 5.71737 6.86395 0.57 6.98925
30 6.77146 7.09309 0.59 7.18377
31 5.89613 7.11043 0.61 7.384219
32 4.01402 7.20804 0.63 7.591373
33 3.42402 7.26217 0.65 7.806123
34 1.76050 7.4373 0.67 8.029498
35 1.65180 7.4486 0.69 8.262704
36 5.49627 7.99066 0.71 8.507172
37 0.83173 8.22473 0.73 8.764621
38 3.99901 8.27769 0.75 9.037147
39 8.27769 8.51794 0.77 9.327352
40 1.95778 10.81223 0.79 9.638523
41 1.88352 10.84757 0.81 9.974906
42 2.01526 11.11276 0.83 10.34213
43 7.11043 11.53691 0.85 10.7479
44 1.93103 12.17679 0.87 11.20315
45 7,99066 13.12502 0.89 11.72424
46 2.02775 14.08038 0.91 12.33724
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47 7.09309 16.39262 0.93 13.08771
48 8.22473 18.3649 0.95 14.06714
49 1.31333 19.85456 0.97 15.50909
50 21.96317 21.96317 0.99 18.47531
E 10,00 éDC :
4
500 § ogg j

T T T T T T
o 500 10,00 15,00 20,00 2500
SIRAMANA

Grafik 4.1:MS 58 Piring Alasiminin Element Degerlerinin Cok Degiskenli Normal
Dagilim Grafigi

Grafik 4.1°de yer alan ¢ok degiskenli dagilimlarda siralanmis uzakliklar olan m?
(i=1,2,....n) ile Xzza(i—o.s) /n degerlerine iliskin sagilim grafigi incelendiginde, degerlerin
diiz bir ¢izgi olusturmasi nedeniyle MS 58 pirin¢ cinsi i¢cinde yer alan elementlerin

yiizde degerlerinin ¢ok degiskenli normal dagilima uydugu sonucuna varilir.
4.3.3.2.2. Kontrol Grafiklerinde Faz I ve Faz I Asamalar

Bir siirecte p ve o'min bilindigi varsayimi nadiren gecerlidir. Seri imalat
siireclerinde o uzun dénemde kolay kolay degismez. Bu siireclerde ge¢mis verilerden
orneklem standart sapmasi kullanilarak ihmal edilir bir hata ile tahmin edilebilinir.
Ancak u geemis verilerde zaman i¢inde degisebilmektedir. Uygulamada bu degerler bir

referans orneklemi alinarak tahmin edilmelidir.

Kalite kontrol grafiklerinde referans 6rneklemleri ile uygulanan Faz I asamasinda
siirecte sistematik davraniglara yol acan bircok problem saptanabilmekte ve bu
problemlerin giderilmesi miimkiin olabilmektedir. Faz 1 asamasinda referans
ornekleminde tespit edilen kontrol dis1 sinyallerin ihmal edilmesi yani referans
orneklemden ¢ikarilmasi ve miimkiinse bunlarin giderilmesiyle kontrol altinda bir siireg
elde edilecektir. Literatiirde referans Orneklem hacminin en az 25 olmasi yolunda
goriisler mevcuttur. Biitce ve zaman kisitlart izin veriyorsa bu degerlerin olabildigince

artirilmast Onerilmektedir.
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Caligmamizda kalite karakteristiklerinde degisim bireysel olarak tek degiskenli
kontrol grafiklerinden I/ ve MR kontrol grafikleri ile ve es zamanli olarak ise ¢ok
degiskenli kontrol grafiklerinden Hotelling 72 kontrol grafigi ile takip edilmistir. Ister
tek ister ¢cok degiskenli kontrol grafiklerinde olsun kalite karakteristiklerindeki degisim
Faz I ve Faz Il olmak iizere iki agsamada takip edilir. Bu kapsamda c¢alismamizda, Pirin¢
Fabrikas1 Miidiirliigiindeki iiretim stirecinin kalite degiskenlerinin kontrol grafikleri ile
takibi iki asamada gergeklestirilmistir. Faz I asamasinda kontrol altinda referans
orneklemi olusturmak i¢in 50 adet ¢cok degiskenli kalite vektorii kullanilmis, daha sonra

Faz II asamasi i¢in ise 334 adet ¢ok degiskenli kalite vektorii kullanilmistir.

Faz I asamasinda kullanilan 50 adet yedi boyutlu kalite vektorii Ek 6'da ve
Faz II agsamasinda kullanilan 334 adet yedi boyutlu kalite vektorii ise Ek 4'de bulunan

tablodan Faz I agsamasi kullanilan veriler ¢ikarildiginda elde edilir.

Ek 6'da yer alan Faz I verileriyle ilgili olarak gozlem cok degiskenli kalite
vektorii; W;=(60.92, 0.83, 0.04, 0.13, 0, 0.02, 0)" olarak ve 50. gézlem ¢ok degiskenli
kalite vektorii ise Wsq=(61.22, 2.55, 0.07, 0.36, 0.01, 0.04, 0.01)" olarak gosterilir.
Vektorlerin her bir elemant o numunenin sirastyla Cu, Pb, Fe, Sn, Al, Ni ve Sb
elementlerinin gozlem degerleridir. Her bir elementin bir adet kalite karakteristigi
oldugu diisiiniildiigiinde 50 adet ¢cok degiskenli gbzlem vektdriinden elde edilen her bir

kalite karakteristik vektorii agagidaki gibidir.

Wy =(60.92, 56.96.,........... ,61.22)
Wpp =(0.83, 2.08,...... ,2.55)"
Wie =(0.04, 0.05,................ ,0.07)’
Wen=(0.13 0.22......... ,0.36)"
Wy =000 ,0.01)’
Wy =(0.02, 0.0,................ ,0.04)’
Wep =(0, 0.0L ... ,0.01)’

Yukarida kalite karakteristikleri olusturulurken uygulanan esaslar 334 adet ¢ok

degiskenli Faz II gozlem verileri i¢in de gecerlidir.



195

4.3.3.2.3. Kalite Karakteristiklerinin /7 ve MR Kontrol Grafikleri ile izlenmesi

Bu boliimde yedi adet kalite karakteristiginin her biri i¢in / kontrol grafikleri ve

MR kontrol grafikleri diizenlenecektir.

I ve MR kontrol grafikleri bireysel gozlem degerlerine dayanarak elde edilirler ve
kurulumlar1 basit olmasindan dolayr bir¢cok siiregte yaygin olarak kullanilmaktadir.
Birinci boliimde tek degiskenli kontrol grafikleri ile ilgili teorik bilgiler ve ayrica
calismamizda kullanacagimiz I ve MR kontrol grafikleri ile ilgili teknik bilgiler

verilmistir.
4.3.3.2.3.1. I ve MR Kontrol Grafiklerinin Faz I Asamalari

Bu boliimde Faz 1I icin gerekli olan parametrelerin elde edildigi kontrol altinda
referans veri setinin olusturulmasi i¢in piring alasimini  olusturan  kalite
karakteristiklerine ait 50 adet gézlem degerlerinden olusan yedi adet kalite vektorii
degerleri izlenmistir. Bu kapsamda her bir kalite karakteristigi i¢in ayr1 / ve MR kontrol
grafikleri olusturulmustur. Her kalite karakteristigi i¢in olusturulan / ve MR kontrol
grafiklerinde her defasinda tespit edilen kontrol dis1 sinyal atilmig ve her bir kalite
karakteristigi i¢in kontrol altinda referans veri setleri olusturulmustur. Daha sonra bu
gbézlem degerlerinden bir sonraki asama olan Faz II asamasinda kullanilmak iizere

istatistikler yani ana kiitle parametreleri tahminleri elde edilmistir.

Pirin¢ alagiminin i¢inde bulunan ve kalite karakteristigi olan yedi adet element
icin kurulan 7 ve MR kontrol grafiklerinin Faz I asama kontrol grafikleri Ek 7 ve

Ek 8'dedir.
4.3.3.2.3.2. I Kontrol Grafigi'nin Faz I Asamasi1 Parametreleri

I kontrol grafiginin Faz I asamasindan elde edilen ve Faz II asamasi esnasinda
kullanilacak kalite karakteristikleri ortalama degerleri ile standart sapma degerleri

Tablo 4.4'dedir.
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Tablo 4.4: [ Kontrol Grafiginin Faz I Asamas1 Parametreleri

Standart Sapma Degerler Ortalama Degerler
Scu 1.07649 Xeu 58.538
Spp 0.180126 Xpb 1.86229
Ske 0.0139311 Xpe 0.071600
Sen 0.0397905 X 0.210417
Sal 0.000001 Xa 0.000001
SNi 0.0070097 Xni 0,034565
Ssp 0.0043170 Xgp 0.0058696

4.3.3.2.3.3.MR Kontrol Grafigi'nin Faz I Asamas1 Parametreleri

MR kontrol grafiginin Faz I asamasindan elde edilen ve Faz II asamasi esnasinda

kullanilacak kalite karakteristikleri standart sapma degerleri Tablo 4.5'dedir.

Tablo 4.5:MR Kontrol Grafigi'nin Faz I Asamas1 Parametreleri

Standart Sapma Degerler
Scu 1.07649
Soi, 0.180126
Ske 0.0139311
Sen 0.0397905
Sal 0
Si 0.0070097
Seh 0.0043170
4.3.3.2.3.4. I ve MR Kontrol Grafiklerinin Faz II Asamalar

Kontrol grafiklerinde Faz II asamasinin amaci, siirecin birinci asamada elde edilen
dagilim yapisina uygunlugunu kontrol etmek ve silirecin kontrol altinda olmasinin
devamliligini saglamaktir. Faz II asamasinda kontrol grafiklerine tek tek noktalar
isaretlenir ve rassalligi bozan bir sistematik davranig olup olmadigi her seferinde kontrol
edilir. Faz II asamasinda, Faz I asamasinda elde edilen parametreler kullanilir ve siirecin
kontrol altinda olup olmadigi bu parametreler yardimiyla Ornekler takip edilir.
Calismamizda da Faz I asamasinda elde edilen parametreler yardimiyla piring fabrikasi

tretim siirecinin 334 adet veri ile izlenecektir.
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4.3.3.2.3.4.1. Cu ve Pb Elementleri
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Grafik 4.2:Cu ve Pb Elementlerine Ait 334 Adet Gozlem Degerinin / ve MR Kontrol
Grafiklerinin Faz II Asamasinda Izlenmesi

Degerlendirme

Grafik 4.2'de Cu ve Pb elementlerinin bireysel gozlem degerlerinin takip edildigi
I ve MR kontrol grafikleri yer almaktadir. Cu ve Pb elementlerinin bireysel gozlem
degerlerinin takip edildigi MR kontrol grafigi ile tespit edilen kontrol dis1 sinyal sayisi
I kontrol grafikleri ile tespit edilen kontrol dis1 sinyal sayisina gére daha fazladir. Cu ve
Pb elementlerinin gézlem degerlerinde kontrol dis1 sinyaller kontrol grafiginin herhangi
bir bolgesinde yogunluk olusturmamistir. Kontrol dis1 sinyaller rastgele zamanlarda ve
yerlerde olusmustur. Bu duruma neden olarak daha ¢ok personel hatasindan (yorgunluk,
dikkatsizlik, umursamama gibi) kaynaklandig1 ve sarjin i¢ine i¢inde bu elementlerin
agirlikca fazla olan hurdalarin atildigi seklinde degerlendirilebilir. Piring Fabrikasi
Miidiirliigiinde gorev yapan siire¢ ve kalite kontrol uzmanlari ile yapilan beyin firtinasi
yontemi sonucunda tespit edilen kontrol dis1 sinyale sebep olan 6zel neden ile ilgili
kesin bir yorum yapilamamigstir. Kontrol dis1 sinyal ile ilgili diizeltici tedbir olarak halen

uygulanmakta olan yontemin en uygun yontem oldugu degerlendirilmistir.
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4.3.3.2.3.4.2. Fe ve Sn Elementleri
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Grafik 4.3:Fe ve Sn Elementlerine Ait 334 Adet Gozlem Degerinin I ve MR Kontrol
Grafiklerinin Faz II Asamasinda izlenmesi

Degerlendirme

Grafik 4.3'de Fe ve Sn elementlerinin bireysel gézlem degerlerinin takip edildigi
I ve MR kontrol grafikleri yer almaktadir. Fe elementinin gézlem degerlerinin takip
edildigi I kontrol grafiginde kontrol dis1 sinyallerin ozellikle iist kontrol sinirinin
lizerinde yogunlastigi dikkat cekmektedir. Icinde Fe elementinin agirlikli olarak
bulunan hurda cinsinin veya cinslerinin sarj i¢inde fazla oldugu diistintilmiistiir. Ancak
bu durumun hangi cins hurdadan kaynaklandig: tespit edilememektedir. Zaten kontrol
grafikleri degiskenleri izlemede ve kontrol dis1 sinyalin tespit edilmesinde
kullanilmaktadir. Fakat siirecteki degisime veya kontrol dis1 sinyale neden olan 6zel
sebebin varligini ortaya koyamamaktadir. Bu durumda da Cu ve Pb elementlerinde
uygulanan ayn1 ¢oziim ydntemi uygulanabilir. Ancak 6zel nedenler Fe elementinde

biiylik kaymalara sebep olmaktadir. Sn elementinde ise ¢ok fazla etkili olmamaktadir.
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Kontrol disi sinyal ile ilgili diizeltici tedbir olarak halen uygulanmakta olan yontemin en

uygun yontem oldugu degerlendirilmistir.

. .
4.3.3.2.3.4.3. Al ve Ni Elementleri
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Grafik 4.4:Al ve Ni Elementlerine Ait 334 Adet G6zlem Degerinin / ve MR Kontrol
Grafiklerinin Faz II Asamasinda izlenmesi

Degerlendirme

Grafik 4.4'de Al ve Ni elementlerinin bireysel gézlem degerlerinin takip edildigi
I ve MR kontrol grafikleri yer almaktadir. Al elementi i¢in Faz Il asamasi i¢in dizayn
edilen her iki kontrol grafiginde kontrol smirlari, Faz 1 asamalar1 sonunda referans
orneklemlerden elde edilen parametrelerin degerlerinin oldukg¢a diisiik ¢ikmasi
nedeniyle birbirine olduk¢a yakin bir sekilde olugsmustur. Her iki elementinin gozlem
degerlerinin takip edildigi / kontrol grafiklerinde kontrol dis1 sinyallerin Fe elementinde
oldugu gibi 6zellikle {ist kontrol sinirinin iizerinde yogunlastigi dikkat ¢ekmektedir.
Yine Fe elementinde oldugu i¢inde eriyik i¢inde Al ve Ni elementlerinin fazla oldugu
hurda cins veya cinslerinin fazla bulundugu degerlendirilmektedir. Ancak kontrol dis1

sinyalin hata kaynag ile ilgili kesin bir yorum yapilamamaktadir. Bu durumda da Cu,
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Pb, Fe ve Sn elementlerinde uygulanan ayni ¢dziim ydntemi uygulanabilir. Ozel

nedenler her iki elementte hemen hemen ayni etkiyi gostermektedir.
4.3.3.2.3.4.4. Sb Elementi

1 Chart of Sb% Moving Range Chart of Sb%
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Grafik 4.5:5b Elementine Ait 334 Adet Gozlem Degerinin / ve MR Kontrol
Grafiklerinin Faz II Asamasinda Izlenmesi

Degerlendirme

Grafik 4.5'de Sbh elementinin bireysel gozlem degerlerinin takip edildigi
I ve MR kontrol grafikleri yer almaktadir. Sb elementinin izlendigi / kontrol grafiginde
diger Fe, Ni ve Al elementlerinde olusan durumun aynisi tespit edilmistir. Dolayisiyla
kontrol dis1 durumun hata kaynagi olarak kesin bir sey sdylenememektedir. Bu durumda
da Cu, Pb, Fe, Sn, Al ve Ni elementlerinde uygulanan aymi ¢oziim yontemi

uygulanabilir. Ozel nedenler Sh elementinde biiyiik kaymalara sebep olmaktadir.
4.3.3.2.3.4.5. Bulgular ve Degerlendirme
4.3.3.2.3.4.5.1. I Kontrol Grafigi

Elementlerin gozlem degerlerinin bireysel olarak takip edildigi / kontrol
grafiklerine bakildiginda Fe, Ni, Al ve Sb elementlerinin gézlem degerlerinin genel
itibartyla 7 kontrol grafiklerinin {ist kontrol siirinin {izerinde oldugu goriilmektedir. Cu,
Pb ve Ni elementlerinde de bazi kontrol disi sinyaller olsa da genel itibariyla bu
elementlerde az oldugu goriilmektedir. Bu durum numunelerin alindigi eriyin elde
edildigi sarjlarin icine Fe, Ni, Al ve Sb elementlerinin oransal olarak fazla bulunan hurda
cinslerinden fazla konuldugu sdylenebilir. Dolayisiyla eriyik iginde bulunan
elementlerin istenen sinirlar iginde olmasini saglamak icin saf malzemelerden katilmasi

gerekmektedir. Yani diger bir deyisle kontrol dis1 sinyal ile ilgili diizeltici tedbir olarak
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halen uygulanmakta olan yontemin en uygun yontem oldugu diistiniilebilir. Ayrica her
elementin degerlendirilmesi yapilirken proses ve kalite kontrol uzmanlari ile yapilan
degerlendirmede de ayni sekilde degerlendirilmistir. Ancak giiniimiiziin rekabet
ortaminda isletmelerin amaci kar oldugundan masrafli bir islem olan eriyik i¢indeki
element oranlarint dengelemek i¢in saf malzemeleri kullanmak uygun bir islem

olmadig diistiniilmektedir.
4.3.3.2.3.4.5.2. MR Kontrol Grafigi

Elementlerin gozlem degerlerinin bireysel olarak takip edildigi MR kontrol
grafiklerine bakildiginda biitiin elementlerin gézlem degerlerinin genel itibariyla % 30-
50 oran arasindaki degerlerinin MR kontrol grafiklerinin iist kontrol sinirinin iizerinde
oldugu goriilmektedir. Bu durum her bir elementin genel olarak fazla atildigi ve I
kpntrol grafigindeki sonuglar1 destekler niteliktedir. Sonug olarak sdyleyebiliriz ki 6zel
nedenler Fe, Ni,Al ve Sb elementleri lizerinde diger elementlerden farkli olarak daha
fazla etkilidir. Dolayisiyla genel olarak eriyik i¢in olusturulan sarj igine,
kompozisyonunda Fe, Ni, Al ve Sb elementlerinin oransal olarak fazla bulunan hurda

cinslerinden fazla atildig1 sonucuna varabiliriz.
4.3.3.2.4. Hotelling 7? Kontrol Grafigi ile izlenmesi

Onceki béliimlerde her bir kalite karakteristigi tek degiskenli I ve MR kontrol
grafikleri ile izlenmistir. Tek degiskenli kontrol grafiklerinde degiskenler arasinda iliski
thmal edilmistir. Eger degiskenler arasinda korelasyon yoksa degiskenleri tek degiskenli
kontrol grafikleri ile izlemek yeterli olmaktadir. Fakat bu grafiklerde kontrol dis1 sinyal
tespit edildiginde bu sinyalin yorumlanmasi her zaman miimkiin olmamaktadir. Kalite
karakteristikleri olan element degerleri arasindaki korelasyon durumuna bakildiginda
degiskenler arasinda orta diizeyde (0.213-0.703) bir korelasyon oldugu tespit edilmistir
(Tablo 4.12). Bu gibi durumlarda kalite karakteristikleri es zamanl olarak izlenerek bu
yorumlama problemine bir ¢6ziim getirilir. Bunun yaninda degiskenler arasinda
iliskinin varhi§i da mutlaka kontrol edilmesi gereken hususlardandir. Degiskenler
arasinda iligkiler, degiskenlerin niteligine gore bircok iliski katsayis1 ile
irdelenebilmektedir. Degiskenler nicel veri tiiriinde oldugunda kullanilacak en yaygin
iligki katsayis1 pearson korelasyon katsayisidir. Caligmada I ve MR kontrol grafiklerinde

kullanilan aym1 veriler kullanilmistir. Bu kapsamda hesaplanan tek degiskenli kontrol
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grafiklerinin Faz I asamalarinda kullanilan 50 adet gozlem degerine ait korelasyon

matrisi, varyans-kovaryans matrisi ve ortalamalar vektorii Tablo 4.6'da yer almaktadir.

Tablo 4.6:Faz 1 Verileri i¢in Elementler Arasindaki iliskiyi Gosteren Korelasyon ve
Varyans-Kovaryans Matrisleri ile Ortalama Vektorii

(—0.147 —-0.235 0.134 -0.011 -0.089 -0.071j
—0.235 0.213 0.377 0.096 0.115 0.379
_| 0.134 0.377 0.277  0.37 0.703 0.319
“1-0.011 0.096 037 0.231 0.343 0.125
—-0.089 0.115 0.703 0.343 0.503 —0.042
L—0.071 0379 0.319 0.125 —-0.042 0.048 A

097086  —-0,08324 —-0,00460 -0,00084 -0,00026 -0,00175 —0,000557
—0,08324 0,07064 0,00120 0,00470 0,00001 0,00050 0,00075
—0,00460 0,00120 0,00033 0,00031 0,00002 0,00015 0,00004
—0,00084 0,00470 0,00031 0,00236 0,00002 0,00028 0,00005
—0,00026 0,00001 0,00002 0,00002 0,00000 0,00001 —0,00000
—0,00175 0,00050 0,00015 0,00028 0,00001 0,00012 0,00000

L —0,00055 0,00075 0,00004 0,00005 —0,00000 0,00000 0,00005.

[Xcu ] r 58.539 1
Xpp 1.8554
Xre 0.0716
X=X | =| 0.2098
Xu 0.00104
X 0.036
1%, ] 10.00732-

Tablo 4.6 incelendiginde biitlin elementler arasinda az da olsa bir iliski oldugu
goriilmektedir. (Ancak bazi elementler arasinda (Fe-Ni, Sn-Al, Pb-Sb, Fe-Sb) oldukca
kuvvetli iliskinin oldugu goze ¢arpmaktadir.) Bir Onceki paragrafta da belirttigimiz
tizere kalite karakteristikleri aralarinda iliskinin olmadig1 durumlar da tek degiskenli
kontrol grafikleri ile izlemek yeterli olmaktadir. Ancak bu 6rnekte oldugu gibi iligkileri
dikkate alarak izlenmesine ihtiya¢ duyulmaktadir. Bu durumda da g¢ok degiskenli

kontrol grafikleri ile kalite karakteristikleri izlenecektir.



203

4.3.3.24.1.Faz1

Hotelling 77 kontrol grafiginin Faz [ asamasinda tek degiskenli kontrol
grafiklerinin Faz I asamalarinda uygulanan esaslar uygulanacaktir. Ik olarak her bir
kalite karakteristigi i¢in 50 adet bireysel gozlem degerleri yani referans orneklem
alimacak ve bu bireysel gozlemler Hotelling 77 kontrol grafigi ile izlenmeye
baslanacaktir. Kontrol grafigi ile izlenme asamasinda tespit edilen kontrol dis1 bireysel
gozlem degerleri referans 6rneklemden ¢ikartilacak ve kalan bireysel gozlem degerleri
icin tekrar kontrol grafigi kurulacaktir. En son kontrol disi bireysel gézlem degeri
kalmayacagma kadar bu iglem devam edecektir. Bu kapsamda Hotelling 72 kontrol

grafiginin tasarlanmasi anlatilacaktir.

[k olarak yedi adet kalite karakteristigini tek bir degere indirgeyen 72 istatistigi
hesaplanir. Hotelling 72 kontrol grafigi ile takip edilecek ve denklem (1-32) ile
hesaplanan 77 istatistik degerleri agagida Tablo 4.7'de sunulmustur.

Tablo 4.7:Hotelling 72 Kontrol Grafiginin Faz I Igin 77 Istatistik Degerleri

TZ | 23211 | T? | 9.6339 | TZ | 16.196 | TZ | 57482 | T2 | 14239 | T | 12.597

TZ [27.481 | T2 | 3.1754 | T2 | 10.133 | TZ | 7.0001 | TZ | 5.5780 | T% | 15.361

TZ | 3.6005 | T, | 11.1293 TZ | 19-8686 TZ | 17.721 | T | 9.5364 | TZ% | 9.6558

TZ | 8.0247 | T2 [22.924 | TZ 12213 | T2, | 27322 |TZ | 44623 | T2, | 3.1684

TZ [ 3.2389 | T2 | 8.8929 | T2 | 29.054 | T2 202117 | T2 | 11.7348 | T2, | 11.1985

TZ | 89439 | T% | 82047 [T | 45513 [ T2, | 1.8774 | TZ | 2909 [ TZ | 8.9271

T2, | 24995 | TZ | 5.0148 | TZ | 89114 | TZ, | 27852 | T2, | 3.7175 | T | 2.5763

TZ | 7.6468 | T2, | 2.8560 | TZ | 8.5984 | TZ | 3.0761 | T2 | 14.7226 | TZ | 8.7812

TZ | 2.1380 | T2, | 28.5245

Ornek olmasi agisindan burada T#=23.2112 degerinin nasil hesaplandigi gosterilecektir.

T? hesaplanmasinda T?=n(X;-X)'S~1(X;-X) formiilii kullanilir.

[ 097086 —008324 —000460 000084 —0,00026 —0,00175 =—0,00055
585397 58539 —0,08324 007064 000120  0,00470  0,00001 0,00050  0,0075] [58539] [58539

1.8554 18554 —0,00460  0,00120 0,00033  0,00031  0,00002 0,00015  0,0004| | 18554 1.8554
T2_1( 0.0716 | | 0.0716 )" | chovos+ 000470 000051 00023 000002 000028 000005 - 00716 | | 0.0716 )
1 — 1] 02098 | =1 0.2098 | —0,00026  0,00001 0,00002  0,00002  0,00000 0,00001 —0,00000] . | 0-2098 |—| 0.2098
0.00104| 10.00104| | _g0o175  0,00050 0,00015  0,00028  0,00001 0,00012  0,00000| [0-00104f 10.00104
0.036 0.036 | —0,00055 000075 000004 000005 —000000 000000  0,00005 0.036 0.036
0.007320  Lo.00732 0.007320  L0.00732

=23.2112
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T? degerleri hesaplandiktan sonra denklem (1-37) kullanilarak Hotelling 72
kontrol grafiginin iist kontrol smir1 hesaplanir. Hotelling 77 kontrol grafiginin st

kontrol sinir1 hesaplanirken @=0.0027 olarak alinmistir.

p(n+1)(n—-1)

Ust Kontrol Siniri=( y—

VF(a pm—py=26.5401 (4-3)

Alt Kontrol Siniri=0

Burada a=0.0027 alinmasinin nedeni, normal dagilim &zelliklerinden
u t o standart aralig, kalite kontrol grafiklerinde u + 30 standart aralig1 toplam alanin
%99.73’1i olmasindandir. Kalite kontrol grafiklerinde bu aralik, kontrol sinirlarinin
aralig1 olarak kullanilir (Is1g1cok, 2012:137). Hotelling 72 kontrol grafiginde alt kontrol
siirt ise sifira esit alinir. Bunun sebebi ortalamadaki herhangi bir degisimin 72
istatistiginde bir diisiise neden olabilecegidir ve burada alt kontrol sinirina 6nem
verilmeyebilir. Bu nedenle, 77 sadece ortalama vektoriindeki degismelerde degil ayrica
kalite vektoriiniin kovaryans matrisinin degismelerinde de hassastir (Firuzan ve
Sen,1999:63). Hotelling 77 kontrol grafiginin Faz I asamasi i¢in dizayn edilen kontrol
grafikleri Ek 9’dadir.

4.3.3.2.4.2. Hotelling 72 Kontrol Grafigi'nin Faz I Asamasi Parametreleri

Hotelling 772 kontrol grafiginin Faz I asamasindan elde edilen ve Faz II asamasi

esnasinda kullanilacak kalite karakteristikleri ortalama degerleri Tablo 4.8'dedir.

Tablo 4.8:Hotelling 72 Kontrol Grafigi'nin Faz I Asamasi1 Parametreleri

[Xcu] [ 584785 -
Xpb 1,84234
Xre 0,071489
X =|Xg|=| 021127
X 0,001
X, | [00351064
%] L 000729

4.3.3.2.4.3. Faz 11

Faz 11 asamasi ile ilgili Hotelling 77 kontrol grafigi daha iyi anlasilmasi
maksadiyla kalite vektoriindeki veriler ikiye boliinerek iki ayr1 grafik olarak dizayn

edilmistir. Dizayn edilen kontrol grafikleri Grafik 4.6 ve 4.7°de yer almaktadir.
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Tsquared Chart of Cu%_1, ..., Sb%_1
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Grafik 4.6:Cu, Pb, Fe, Sn, Al, Ni, Sb Elementlerinin {1k 167 Gozlem Degerlerinin
Hotelling T2 Kontrol Grafigi ile Izlenmesi (Faz II Asamas1)

Tsquared Chart of Cu%_1_1, ..., Sb%_1 1

1000 - -

800 -

Tsquared

200 -

Grafik 4.7:Cu, Pb, Fe, Sn, Al, Ni, Sb Elementlerinin ikinci 167 Gézlem Degerlerinin
Hotelling 72 Kontrol Grafigi ile izlenmesi (Faz II Asamast)
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4.3.3.2.4.4. Bulgular ve Degerlendirme:

Tek degiskenli kontrol grafiklerinde oldugu gibi Hotelling 772 kontrol grafiginde
de liretim sonunda elde edilmek istenen hedef degerden yine sapmalar yani siirecte bir
degiskenlik oldugu sonucuna ulasilmistir. Ancak meydana gelen bu sapmalarin kaynagi

hakkinda uzmanlarca herhangi bir yorumda bulunulamamustir.

Literatiirde Hotelling 772 kontrol grafiginde takip edilen 77 istatistiginde meydana
gelen kaymalarin nedenleri kalite karakteristiklerinde arandig1 ve bu amag i¢in 6nerilen
MYT ayristirma yontemi gibi ¢esitli yontemlerin bulundugu ¢alismanin birinci ve ikinci
boliimlerinde belirtilmistir. Bu yontemlerin hepsi bu c¢alismada uygulanabilir. Ancak
tam olarak siirecteki degiskenligin veya siiregte meydana gelen bu kaymanin hangi
element veya element gruplarindan kaynaklandigi bulunsa bile bu kalite
karakteristiklerinin tek degiskenli kontrol grafiklerinde izlenmesi esnasinda elde edilen
degerlendirmelerden c¢ok farkli bir sonuca ulagilmayacag: tespit edilmistir. Dolayisiyla
cok degiskenli kalite vektoriinde meydana gelen bu sapmalar1 anlamli kilacak yeni

yontemlerin gelistirilmesine ihtiyag¢ vardir.

Siire¢ ve kalite kontrol uzmanlari ile yapilan degerlendirme sonucunda MS 58
cinsi pirincin i¢indeki element degerlerinde olusan sapmanin veya degiskenligin eriyin
elde edildigi sarjdaki harmanlamadan ve malzeme igerigindeki belirsizlikten
kaynaklandig1 belirtilmistir. Sarjda istenilen agirlikta hurdalarin konulamamasinin
nedenleri olarak da harmanlamayr yapan is¢i hatalarina, tartinin hassasiyetine,
hurdalarin biiyiliklik ve kiiclikliigline, hurdalar1 yeterince kiiglik pargalara ayirmada
kullanilacak alet ve edavat eksikligine, hava sartlarina, neme gibi birgok sebebe
baglamiglardir. Ama burada sapmalara neden olan bilinen husus harmanlamadaki hurda
miktarinin tam olmamasidir. Diger nedenler ise asil nedene sebep olan bagimh

nedenlerdir.
4.3.4. Problem Durumu:

Piring Fabrikas1 Miidiirliigiinde tiretim esnasinda maliyet ve kalite agisindan
stirecin devamli kontrol altinda bulunmasi 6nem arz etmektedir. Bu kapsamda piring
alasiminin  kalitesini  belirleyen elementlerin oranlarinin  daima olarak istenen
ozelliklerde yani DIN 17660 standartlarinda veya yakin olmasi istenir. Pirin¢ Fabrikasi

Miidiirliigii iiretim siirecinde {retilen piring alastminin kalitesini belirlemek i¢in
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elementler tek tek ele alinmakta ve istenen 6zellikler ile karsilastiriimaktadir. Kontrol
siirlarinin arasinda olmayan bir element yiizdesi tespit edildiginde elementin kontrol
sinirlar1 arasinda bulundurmak i¢in saf bakir (Cu) veya saf ¢inko (Zn) eklenerek denge
kurulmaya calisilmaktadir. Ancak piyasa saf bakir (Cu) ve ¢inkonun (Zn) fiyat1 oldukca

maliyetlidir.

Kalite karakteristigi olarak kabul edilen elementlerin yiizde oranlarinin izlendigi
tek degiskenli 7 ve MR kontrol grafikleri ile ¢ok degiskenli Hotelling 72 kontrol grafigi
incelendiginde, element ylizde oranlar1 degerlerinin istenilen Ozelliklerden oldukca
farkli oldugu, kontrol smirlarint asan bir degiskenlik oldugu ve 6zel nedenlerin siireci
etkiledigi tespit edilmistir. Kontrol grafiklerinde olusan bu kontrol disi sinyallerin
nedenleri kalite karakteristidi bazinda incelendiginde herhangi bir sonuca
ulagilamamistir. Bunun iizerinde siireci etkileyen 6zel nedenler siire¢ uzmanlari ve
kalite miihendisleri ile neden-etki diyagrami olusturularak tespit edilmeye calisilmistir.
Literatiirde neden-etki diyagraminin beyin firtinast yontemi ile iretilmesi Onerilir.
Neden-etki diyagrami, beyin firtinasiyla Onerildiginde s6z konusu kalite problemi
hakkinda uzman veya fikir sahibi bir¢ok kisi istisare ettigi icin kapsamli sekilde neden
sonug iligkilerini ortaya koymak, ayrica akla hemen gelmeyecek kok nedenleri ortaya
¢ikarmak miimkiin olmaktadir. Diyagram ayni zamanda beyin firtinasinda ortaya ¢ikan
fikirlerin sistemli bir yazili ifadesidir. Kolay anlasilir oldugu i¢in problem devam ettigi
stirece kullanima devam edilecektir. Bu kapsamda s6z konusu piring {iretiminde
karsilagilan problem i¢in olusturulmus neden-etki diyagrami Sekil 4.9'da

gosterilmektedir.
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af ve hurdalarm fazla atilma
em entin Degerim. \
bilinmem esi

Al Fe,Ni, §n,8b fazla

/ atilmast
Cuve Pb fazla

atilmas

M S 58 Pirincin
istenilen

Neden-Etki Diyagrami i
(Cause-EffectDiagram) Z

Genelnedenler Salve hurdalar eksik atilmasi

N
) . [ 4

Sekil 4.9:Probleme Yo6nelik Olusturulan Neden-Etki Diyagrami

Diyagram incelendiginde tespit edilen problem, “MS 58 cinsi piring alasiminin
istenilen ozelliklerde olmamasi” olarak tanimlanmistir. Bu problemin olusturan bilinen
hata kaynaklar1 olarak tiretim siirecinin basinda sarj olusturulurken saf ve hurda
malzemelerin harmanlanmas1 esnasinda hurda malzemelerin personelden, tartidan, hava
sartlarindan, uygulanan yontemden kaynaklanan sarjin ig¢ine uygun oranlarda
atilamadig1 yani eksik veya fazla atildig1 olarak tespit edilmistir. Siireci etkileyen 6zel
neden olarak diger baska hata kaynaklar1 da mevcuttur. Ancak bu hata kaynaklarinin
stireci nasil etkiledigi tespit edilemediginden ve siire¢ iizerinde de ¢ok fazla etkilerinin
olmadig1 degerlendirildiginden dolay1 bu 6zel nedenlerin siirece etkileri az olan genel

neden olarak degerlendirilmesine karar verilmistir.

4.3.5. Degiskenlerin ve Parametrelerin Tanim
Asagidaki tanimlar {retilecek MS 58 cinsi piring tiirli icindir. Piring tiirii
degistiginde katsay1 degerleri de degismektedir.

i :Element tiirii,
j :Hurda tiirti,

k :Kontrol grafikleri Faz asamasi,
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t :Numune sayis1 veya 0l¢lim vektorii sayisi,
Wiix1  :Spektral analiz sonunda elde edilen 7. dl¢iim vektorii

Wit :Spektral analiz sonunda elde edilen 7 Ol¢iim vektoriiniin igindeki
i. elementin yiizdesi

H; :j. hurda
ij ;J. hurdanin i. elementinin yiizdesi

Xtix1  :Spektral analiz sonunda elde edilen ¢ Ol¢iim vektorii ile hedef MS 58
cins piring element yiizdelerini iceren vektor arasindaki hata vektori
yani analize konu olan kalite vektorii

Xkit :Analize konu olan k. fazdaki t. kalite vektoriiniin i¢indeki i. elementin
yiizdesi

Ayt :m sayida kalite degiskenli ve ¢ hata sayili siire¢ tabanli temel elemanlar
matrisi

a; ;J. slire¢ tabanli temel elemanlar vektori

a; :J. siire¢ tabanl temel elemanlar vektoriiniin i. elementin yiizdesi

Zyj :k. faz agamasinin j. siire¢ tabanli temel gosterimleri katsayisi

Dix1 :Hedef MS 58 cins piring element yiizdelerini iceren vektor

D; :Hedef MS 58 cins pirincin i. element yiizdesi

My :Hedef MS 58 cins pirincin agirlig1
m; :Karisima j. hurdadan atilan fazla veya eksik atilan miktarin agirlig

€ :Hata terimi veya genel nedenler, £~N(0,0?)

4.3.6. Modelin Kurulmasi

Literatiir incelendiginde STTG yontemi ile ilgili Barton ve Gonzalez (1996)
tarafindan Onerilen iki modelin ve Runger, Barton, Castillo ve Woodall (2007)
tarafindan Onerilen {i¢ matematiksel modelin bulundugu tespit edilmigtir. Matematiksel
modeller ile ilgili detayli bilgiler tezin ikinci kisminda STTG yontemi ile ilgili teorik
bilgiler anlatilirken verilmistir. Matematiksel modeller incelendiginde, Piring Fabrikasi
Miidiirliiglindeki iiretim siirecine uyan matematiksel model, Barton ve Gonzalez (1996)

tarafindan Onerilen iki nolu yani denklem (4-4)'de yer alan matematiksel modeldir.

x=Az+e , €~N(0,0?) (4-4)
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Yukarida yer alan matematiksel modelin ¢oklu regresyon modeli oldugu
goriilmektedir. Ancak coklu regresyon modelinden farki, bu modelin orjinden gecen bir
model olmasidir. Ciinkii model bagimli ve bagimsiz degiskenlerin ortalamaya gore veya
herhangi bir vektore gore sapma degerlerine dayali kurulmasi durumunda sabit katsay1

hesaplanmaz.

4.3.7. Kalite Vektoriiniin Olusturulmasi

Ikinci kistmda kullanilacak kalite vektorii, eriyikten alinan numunelerin spektral
analiz sonucunda elde edilen element yiizdelerinin olusturdugu ¢ok degiskenli gézlem
vektorii (W) ile DIN standartlarinda ve dokiim sonunda ulasilmak istenen hedef deger
vektorii arasindaki hata vektoriinden olugmaktadir. Burada dokiim sonunda ulasilmak
istenen hedef deger vektorii DIN ile simgelenecek olunursa ve hedef deger vektorii D,
olarak gosterilecektir. Burada m harfi, bu vektoriin igindeki elementlerin sayisini
simgelemektedir. Caligmada yedi adet element oldugundan m yedi degerini alir.
Dolayisiyla bu vektor, yani D;,=(D;, D5, D3, D4, Ds, Dg, D;)' seklinde gosterilir.
Burada hedef deger vektorti;

— 58 -
3
0.25
D7x1=1 0.2
0.05

0.25
0.01-

olur. Bu vektorde yer alan degerler Tablo-4.1‘de gosterilen element degerlerinin alt ve
iist degerlerinin ortalamasidir. Ornegin, 1. element olan bakirmn alt smir1 %57 ve iist
smirt  ise  %59'dur.  Dolayisiyla alt ve st simirlarin  degerleri  ortalamasi

(%59+%57)/2=%58 olarak hesaplanir.

Eger her bir W vektoriinden D, vektoriinii ¢ikartacak olursak ikinci durumda
kullanilacak ¢ok degiskenli gozlem fark vektorleri elde edilir. Dolayisiyla kalite vektorii

asagida yer alan formiilasyon ile genellestirilebilir.
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_Wkit - 580_
Wkit - 300 k=12 (4'5)
Whyit — 0.25 v

Xkie={ Whie — 0.2 Fazl:i:l2.....7 vet=12,....50
Wkit - 0-05
Whyit — 0.25 Faz Il igini:1,2,....... 7 vet=102,..334
[ Wi — 0.01]

4.3.8. Siire¢ Tabanh Temel Elemanlarinin Uretilmesi

Kalite vektorii x’in olusturulmas: “kalite vektoriiniin olusturulmasi” bashgl
altinda anlatilmasindan dolayr bu bdliimde sadece siire¢ tabanli temel elemanlar

matrisinin olusturulmasi anlatilacaktir.

Caligmanin birinci boliimiinde kalite karakteristigi olarak belirlenen eriyik haldeki
pirin¢ alagimi i¢indeki element oranlari tek degiskenli kontrol grafikleri ile incelenmis
ve kontrol dis1 sinyal tespit edildiginde yorumlanmasi esnasinda hata kaynaginin tespiti
ile ilgili herhangi bir sonu¢ elde edilememistir. Bunun {izerine kalite karakteristikleri
cok degiskenli kontrol grafikleri ile izlenmis ve ¢ok sayida kontrol dis1 sinyallerin tespit
edilmesi iizerine siirecte istenilen Ozelliklerde MS 58 cinsi piring alagimimnin i¢indeki
element oranlarinin DIN standartlarinda olmadig1 belirlenmis ve problem ciimlesi olarak
“MS 58 cinsi piring alasiminin istenilen oOzelliklerde olmamas1” seklinde

belirlenmistir.

S6z konusu problem ile ilgili olarak daha sonra sebep-etki diyagrami olusturulmus
ve bu problemin hata kaynaklarin1 bulmak amaciyla siire¢ ve kalite uzmanlarindan
yardim alinmistir. Inceleme sonunda istenilen ozelliklerde piring alasiminin
iretilmesine etki eden bilinen hata kaynagi olarak iiretim siirecinin basinda saf ve hurda
malzemelerin harmanlanmasi1 sonucunda olusturulan sarjlarda hurda malzemelerin
kantardan, malzemenin durumundan veya personelden kaynaklanan istenilen oranda
konulamamas1 yani sarj icine hurda cinslerinin fazla veya az konulmasi olarak
belirlenmistir. Dolayisiyla hata kaynaklarinin yani siire¢ tabanli temel elemanlar
matrisinin olusturulmasinda temel elemanlarin hurda cinsleri tarafindan temsil edilmesi
gerektigine karar verilmistir. STTG ydntemindeki matematiksel model incelendiginde
eriyik haldeki piring alagimi elementlerin yiizde oranlarmin kalite vektorii olan DIN
17660 standartlar1 gore olusturdugu sapmalarin olusturdugu Oriintii, hata kaynagi olarak

kabul edilen hurdalarin elementlerin yiizde degerlerinin yine kalite vektorii olan DIN
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17660 standartlart gore olusturdugu sapmalarin olusturdugu Oriintiilerin toplamindan

olusmaktadir.

S6z konusu modeli Piring Fabrikas1 Miidiirliigii iiretim siirecinde uygulayabilmek
amaciyla fabrikanin son sekiz sene iiretim siirecinin kayitlar1 incelenmistir. Piring
Fabrikas1 Miidiirliiglinde son sekiz sene i¢inde piring alagiminin iiretiminde kullanilan

25 adet hurda cinsi tespit edilmis olup bu hurdalarin isimleri Tablo 4.9'da sunulmustur.

Tablo 4.9:Piring Fabrikas1 Miidiirliigiinde Kullanilan Hurda Cinsleri

Hurda Numaras1 | Hurda ismi

Piring Fabrikas1 Miidiirliigii dahili
1.Hurda MS 58 (Ara is),
2.Hurda Kovanlik-fiseklik MS-70 (Ara is)
3.Hurda MS 90 Tombak Paket (Yiiksiik)
4.Hurda Soyma Cu
5.Hurda Kablo Bakir1 (Graniil Bakir)
6.Hurda Hurda Radyator
7.Hurda Hurda Elektrolit Cinko (E-Zn)
8.Hurda Reganya Toprak
9.Hurda Reganya Takoz
10.Hurda Elektrolit Kiilge Kursun (E-Pb)
11.Hurda Katot Bakir

Piring Fabrikas1 Miidiirliigii harici
12.Hurda Demirli Tombak (Yiiksiik 90)
13.Hurda Piring 70 (G.Ankara Talag1)
14 Hurda Bos kovan 70 (Fesih Hurda Kovan)
15.Hurda Hurda Kapgik 70 (Fesih Hurda Kapgik)
16.Hurda Elektrolit Kiilgce Cinko (E-Zn)
17.Hurda Harici Piring ve Bronz Talasi
18.Hurda Harici Piring ve Bronz Hurdasi
19.Hurda Harici Hurda Bakir
20.Hurda Kursunlu Kapgik Miiftiioglu
21.Hurda Gemi Hurdas1
22.Hurda Celik Jant (arag)
23.Hurda Yiiksiik Ara Isi
24 . Hurda Kovan Pulu Ara Isi
25.Hurda Bos Kovan 90

Ancak, piring alasimi liretmek icin kullanilan hurda cinsleri Tablo 4.9'da yer
25 adet hurda cinsleri ile sinirli degildir. Yani piring alasimi i¢inde bulunan ve ana
maddeler olan kursun ve ¢inko elementlerinin yogun olarak bulunduklar1 biitiin hurda
cinsleri kullanilmaktadir. Dolayisiyla pirin¢ alagimi i¢in kullanilan hurda cinslerinin
sayist Tablo 4.9'da yer alan 25 adet hurda cinsi sayisinin {izerine ¢ikmaktadir. Ancak
calismamizin yapildigi veriler 01 Ocak-31 Mart 2015 doneminde iiretim siirecinden

iretilen pirin¢ alasimlarinin tiretildigi esnada 18 adet hurda cinsi kullanilmasinda dolay1
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calismamizda kullanilan hurda cinsi olarak 18 hurda cinsi ile siirlandirilmistir.
Calismamizda kullanilan hurda cinsleri Tablo 4.10'dad1r.
Tablo 4.10:Piring Fabrikas:1 Miidiirliigiinde Son Sekiz Sene I¢inde Kullanilan Hurda

Cinsleri
Hurda Numarasi

Hurda ismi

Piring Fabrikas1 Midiirliigii dahili

1.Hurda MS 58 (Ara is),

2.Hurda Kovanlik-fiseklik MS-70 (Ara is)

3.Hurda MS 90 Tombak Paket (Yiiksiik)

4 Hurda Soyma Cu

5.Hurda Kablo Bakiri (Graniil Bakir)

6.Hurda Hurda Radyator

7.Hurda Hurda Elektrolit Cinko (E-Zn)

8.Hurda Reganya Toprak

9.Hurda Reganya Takoz

10.Hurda Elektrolit Kiilge Kursun (E-Pb)
Piring Fabrikas1 Miidiirliigii harici

11.Hurda Piring 70 (G.Ankara Talas1)

12.Hurda Bos kovan 70 (Fesih Hurda Kovan)

13.Hurda Hurda Kapcik 70 (Fesih Hurda Kapgik)

14.Hurda Elektrolit Kiilce Cinko (E-Zn)

15.Hurda Harici Piring ve Bronz Talasi

16.Hurda Harici Piring ve Bronz Hurdasi

17.Hurda Harici Hurda Bakir

18.Hurda Kursunlu Kapeik Miiftiioglu

STTG yontemindeki matematiksel model ele alindiginda hata kaynagi veya
bagimsiz degisken sayisi on sekiz ve her bir hata kaynagindaki veya bagimsiz
degiskendeki ¢ok degiskenli kalite vektoriindeki kalite karakteristigi sayis1 veya gozlem

say1s1 ise yedidir.

STTG yontemi ile ilgili ikinci boliimdeki literatiir arastirmasi incelendiginde, iki
cesit matematiksel model Onerildigi tespit edilmistir. Birinci matematiksel modeldeki
hata matrisi, hata kaynagi ile kalite karakteristiginin esitligi varsayimi iizerine ve ikinci
matematiksel model ise kalite karakteristigi sayisinin hata sayisindan fazla olmasi
varsayimi lzerine olusturuldugu goriilmektedir. Ancak ¢aligmamizda yapilan
uygulamada ise kalite karakteristigi sayis1 hata kaynag sayisindan kiiciiktiir. S6z

konusu her iki modelin calismamizda kullanilamamasi durumu ile karsilagilmistir.

Karsilagilan durumun ¢oziimii regresyon analizi kapsaminda Onerilen cesitli
yontemler kullanilarak tistesinden gelinebilir. Bu yontemlerle ilgili olarak literatiirde yer

alan bazi ¢6ziim Onerileri ile ilgili teorik bilgiler asagida sunulmustur.
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Regresyon analizinde gozlem sayisi parametre sayisindan az ise gdzlem sayisinin
artirnlmas1 veya degisken sayisinin azaltilmasi diger bir degisle modele anlamli
degiskenlerin seg¢ilmesi Onerilmektedir. Anlamli degiskenlerin se¢ilmesi igin Onerilen
yontemler sirasiyla bagimsiz degiskenleri birlestirme yontemi, tiim muhtemel alt
kiimeler yontemi, adimsal yontemler ve genellestirilmis ters matris olarak dort

gruba ayrilmaktadir.

Bagimsiz degiskenleri birlestirme yonteminde, ayni veya aralarinda tam pozitif
korelasyona sahip gozlem degerleri sadece bir degisken tarafindan temsil edilir.
Dolayisiyla 6rnegin bu durumda bes bagimsiz degisken varsa bu bes bagimsiz degisken
sadece bir bagimsiz degisken ile temsil edilir ve toplam bagimsiz degisken sayisinda

dort adet bagimsiz degisken eksilmis olur.

Tiim muhtemel alt kiimeler yonteminde, arastirmacinin bir veya daha fazla
aday bagimsiz degiskeni iceren tiim regresyon denklemlerinin olusturulmasi gerekir. Bu
denklemler en uygun Olciitlere (¢oklu belirtme katsayisi, diizeltilmis ¢oklu belirtme
katsayisi, artik kareler ortalamasi, Mallow'un C, istatistigi, akaike bilgi ol¢iitii, bayesgi

benzerler) gore degerlendirilir ve en iyi regresyon modeli secilir.

Tiim muhtemel regresyonlar hesaplama agisindan yiiklii olabileceginden yalnizca
az sayidaki regresyon modellerini degerlendirmek amaciyla her adimda bagimsiz
degiskenleri ekleyerek ya da cikartarak gergeklestirilen farkli yontemler bulunmaktadir.
Bu yontemler adimsal yontemler olarak adlandirilmaktadir. Bu yontemler genellikle {i¢
kategoride siniflandirilmaktadir. Bu yontemler sirasiyla ileriye dogru se¢im, geriye
dogru cikarma ve admmsal secimdir (Montgomery, Peck ve Vinning, 2012).
Literatiirde en ¢ok kullanilan teknik olmasindan dolay1 adimsal regresyon yontemi ile
ilgili olarak burada bazi teorik bilgiler verilecektir. Ancak daha detayli bilgiler

regresyon analizi ile ilgili hazirlanmis yayinlara bakilabilir.

fleriye dogru secim yontemi, STTG yonteminde kurulan modelde tek bagimsiz
degiskenin oldugu varsayimiyla baslar. (STTG yonteminde kurulan modelde sabit
degisken bulunmamaktadir. Regresyon analizinde sabit degisken olmasindan dolay:
regresyon analizinde ise modelde hi¢ bagimsiz degisken yokken sadece sabit katsay:
varken baslanmaktadir.) Modele her adimda bir bagimsiz degisken yani siire¢ tabanl

temel eleman dahil edilerek optimal bir alt kiime bulmak istenilir. Denklemde yer alan
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ilk temel eleman, kalite vektorii ile temel elemanlar arasindaki en biiyiik basit
korelasyona sahip olan temel elemandir. Daha sonra modele eklenmek icin secilen ilk
temel eleman ise yine kalite vektoril ile en bilyiik basit korelasyona sahip olan diger
temel elemandir. Bu temel elemani z oldugunu varsayalim. Bu ayrica regresyonun
anlamliligini test etmek icin kullanilan F istatistigi i¢in en biiylik degeri veren temel
elemandir. Eger F istatistiginin degeri daha Onceden segilen bir F degerini (F ya da

F—to-enter) gecerse bu temel eleman denkleme dahil edilir.

Eklemek icin secilen ikinci temel eleman, ilk temel elemanin etkisi i¢in diizeltme
yapildiktan sonra kalite vektorii ile en biiyiik korelasyona sahip temel elemandir. Bu

korelasyonlara kismi korelasyonlar ad1 verilmektedir.

Genel olarak her bir adimda, kalite vektorii ile en biiylik kismi korelasyona sahip
temel eleman (ayn: zamanda en biiyiik kismi F istatistigine sahip temel eleman), eger
kismi F istatistigi onceden belirlenen F diizeyini asiyorsa modele eklenir. islemler ya
bir adimdaki kismi F istatistigi F'in degerini agsmazsa ya da son aday temel elemanda
modele eklendiyse sonlanir. Ileriye dogru sec¢im isleminde modele alinacak temel

elemanlar i¢in degisik se¢im kriterleri bulunmaktadir.

Geriye dogru c¢ikarma yonteminde geriye dogru cikarma isleminden farkli
olarak modelde islemlere tiim temel elemanlarin (k adet) bulundugu model ile baslanir
(Alpar, 2012). Daha sonra her bir temel eleman icin sanki modele eklenecek son temel
elemanmis gibi kismi F istatistikleri hesaplanir. Bu kismi F (ya da t) istatistiklerinin en
kiigiigii daha onceden secilen bir F (ya da t) degeri ile karsilastirilir. Eger en kiiciik
kismi F (ya da t) degeri segilen F (ya da t) degerinden kiiclikse o temel eleman
modelden ¢ikartilir. k-7 degiskenli bir model olusur. Bu yeni model i¢in kismi k (ya da
t) degerleri hesaplanir ve islem tekrar edilir. Geriye dogru ¢ikarma yonteminde,
hesaplanan kismi F (ya da t) degeri, secilen F (ya da t) degerinden biiyiik olunca islem

sona erer. (Montgomery, Peck ve Vinning, 2012)

Yukarida acgiklanan iki islem, farkli birlesimler onermektedir. En popiiler secim
islemlerinden biri, Efroymson  (1960) tarafindan Onerilen adimsal regresyon
yontemidir. Adimsal regresyon yontemi, ileriye dogru se¢imin her adimda modele daha
once giren bagimsiz degiskenlerin kismi F (ya da t) istatistikleri yoluyla yeniden

degerlendirildigi bir tiiriidiir. Daha 6nceki adimlarda eklenen bir bagimsiz degisken, s6z



216

konusu bu bagimsiz degiskenle modele eklenen diger bagimsiz degiskenler arasindaki

iliskiden dolay1 gereksiz duruma gelmis olabilir.

Adimsal regresyon yonteminde, degiskenleri modele eklemek ve modelden
cikarmak icin iki deger gerektirir. Bu iki deger F,,; (va da t,,;) ve Fin(va da t;;,) olarak
simgelenebilir. Eger bir degisken icin kismi F (ya da t) istatistigi F,,; (va da t,y:)
degerinden kiiciikse o degisken modelden c¢ikartilir. Siklikla modele bir bagimsiz
degisken eklemeyi bir bagimsiz degisken c¢ikarmaktan daha zor hale getirmek igin
Fin(va da t;,)>Fyui(ya da t,y.) degeri segilir. Adimsal islemler icin F;,(va da t;;,) veya
Fout(ya da t,,;) degerlerinin se¢ilmesi, bu algoritmalar i¢in bir durdurma belirlemek
olarak algilanabilir. Ayrica, baz1 durumlarda ayni degiskenin siirekli olarak modele
girme ve modelden ¢ikma dongiisiine girmesini dnlemek i¢in ise modele girme kriteri,

modelden ¢ikma kriterinden kiiciik olmalidir.

Yukarida agiklanan yontemlerden sonuncusu ise genellestirilmis ters matris
yontemidir. Bu yontemin uygulamasi STTG yonteminde ve regresyon analizi
yonteminde kurulan matematiksel modellerde literatiirde uygulamasi bulunmamaktadir.
Genellestirilmis ters matris yOntemi, regresyon analizi ile STTG yoOnteminde
uygulamasi yapilabilir. Bu yontem en kiiciik kareler yontemi ile katsayilarin bulunmasi
esnasinda (A’A)’nin tersi alinmadig1 veya tekil olmadigi durumlarda uygulanir. S6z

konusu yontemin en kii¢iik kareler yontemine uydurulmasi asagida ispat edilmistir.

Herhangi bir A matrisi (karesel olup diizgiin ya da aykirt ya da dikdortgensel) i¢in
AGA = A bagmti ile tanimhi ve G ile gosterilen bir sartli ya da genellestirilmis tersi

(va da pseudo invers) vardir.

A matrisi karesel ve diizgiin ise G tektir ve A™! esittir. Aksi halde bagimtiyr

saglayan sonsuz sayida G matrisi vardir.

A, m rankli ve nxm (m < n) biciminde bir matris ise, bu durumda G, mxn

basamagindandir ve GA = I,,;, AG=#I 'dir. Bu durumda G sol ters adin1 alir.

A, n rankli ve nxm (m > n) biciminde bir matris ise, bu durumda G, mxn
basamagindandir ve AG = I,,, ve GA#I dir. Bu durumda G sag ters adin1 alir. A ancak
karesel ve diizgiin oldugunda, hem sag hem de sol tersi vardir ve bu durumda her ikisi

A’nin A1 ile gosterilen tersine esittir.
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Genellestirilmis ters matris, asagidaki dort esitligi saglayan matris olarak da

tanimlanabilir.
AGA=A
GAG =G

AG = (AG), R™'de ortogonal goriintiisiidiir.

GA = (GA),R"de ortogonal goriintiisiidiir.

Karesel ve aykirt bir A matrisi icin AG#I ve GA#[Idir, ancak yukaridaki
bagintilar daima saglanir. O halde karesel ve aykir1 bir matris i¢in sag ters ve sol ters
yoktur, genellestirilmis ters vardir. Bu bakimdan her sol ters ve sag ters bir
genellestirilmis terstir, ancak her genellestirilmis tersin sol ters ya da sag ters olmasi

gerekmez.

r < n ve rank(X) = r oldugu bir nxr boyutlu X matrisini ele alalim. Burada
(X'X)'nin tersi alinabilmektedir. Eger gozlenen degerler Y€ R™B € R"parametreler

hesaplanabilir. Bu durumda matematiksel model asagida oldugu sekilde kurulur.

Y=XB YER", BER" (4-6)
r < n oldugundan dolayr X matrisinin tersi alinamaz. Bu durumda, biz X'in
genellestirilmis tersini diislinebiliriz. Daha 6zel olarak eger G, r x n ve XGX = X ise G,

X'in genellestirilmis tersi olacaktir.
X'X'in tersi almabilir oldugundan dolay1

G=(X'X) "1X've XGX = X(X'X) "1 X'X = X olur.
GX = (X'X) "IX'X = I, ve XG = X(X'X) X = Hdir.
Dikkat etmek gerekirse GX ve XG'nin her ikisi de simetriktir. Yani I,= (I,.)'ve H = H'.

(4-7)

Biz (X'X)'in tersinin alinabildigini kabul etmistik. Bu durumda yukarida yer alan
hususlardan asagidaki sekil elde edilebilir.

B =(X'X)XY=GY (4-8)
STTG yonteminde yukarida belirtilen problem, degisken azaltma ve

genellestirilmis ters matris yontemleri ile ¢6zlime kavusturulabilir.
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Piring Fabrikas1 Miidiirliigii’'nde ¢alismanin yapildigt donemde MS 58 cins pirinci
iiretmek icin 18 adet saf ve hurda malzemenin kullanildigi belirtilmisti. Uretimde
kullanilan saf malzemeler ile hurda malzemelerin fotograflar1 Resim 4.11°de ve
icerdikleri element 6zellikleri Tablo 4.11'dedir.

1. Siire¢ Tabanh Temel Elemana Esas Teskil Eden Hurda Cinsi
1. Hurda Cesidiz MS.58 éra is)“'

. R
a %' e

2. Siire¢ Tabanh Temel Elemana Esas Teskil Eden Hurda Cinsleri
2. Hurda Cesidi:Kovanhk—ﬁeklik MS-70 (Ara is)

11. Hurd Cidi:Plrln 70 (.Ankara Talasi)
12. Hurda Cesidi:Bos kovan 70 (Fesih-Fesih Hurd

e
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13. Hurda Cesidi:Hurda Kapgik 70 (Fesih-Fesih Hurda Kapgik)
18. Hurda Cesidi:Kursunlu Kapg¢ik Miiftiioglu

4. Siire¢ Tabanh Temel Elemana Esas Teskil Eden Hurda Cinsi
8. Hurda Cesidi:Reganya Toprak
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5. Siire¢ Tabanh Temel Elemana Esas Teskil Eden Hurda Cinsi
9. Hurda Cesidi:Reganya Takoz

6. Siire¢c Tabanh Temel Elemana Esas Teskil Eden Hurda Cinsleri
15. Hurda Cesidi:Harici Piring ve Bronz Talas1
16. Hurda Cesidi:Harici Piring ve Bronz Hurdasi

=y

g 3 kg : . \. ‘ ','f", i U
Saf Halde Bulunan Hurda Cinsleri
1. Saf Madde:Soyma Cu

2. Saf Madde:Kablo Bakir (Graniil Bakir)

N
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3. Saf Madde:Harici Hurda Bakar
4. Saf Madde:Hurda Elektrolit Cinko (E-

~
—

Z0

5. Saf Madde:Elektrolit Kiilge Kursun (E-Pb)
6. Saf Madde:Elektrolit Kiilge Cinko (E-Zn)

. .

7. Saf Madde:MS 90 Tombak Paket (Yiiksiik)

| i

Resim 4.11:Calisma da Kullanilan Saf Halde Bulunan ve Empriiteleri Kapsayan Hurda
Resimleri
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Tablo 4.11:18 Adet Hurdaya Ait Element Oranlar1

1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 12. 13. 14. 15. 16. 17. 18.
H H H H H H H H H H H H H H H H H H
u u u u u u u u u u u u u u u u u u
r r T T T T T r T T r T T r T T r T
d d d d d d d d d d d d d d d d d d
a a a a a a a a a a a a a a a a a a
x| Tl T2 T ||| sl |2
Cu ||| (Tlal=|F|S|X |52 cle|lw 2|8 |R|c|(X|T T[T [Tl |X ([T
N N g =|R [N [ | ||| n o |8\ 0 | v (00| v | 0O | = o\ | Ol |an]|0| =
S|~ S| |||~ O |9 |8 |~ Q|| C |~
I o I I I
Pb [~|em|c|S|e|a|e|Z|e|Z|m|elele|~|m|[=[=|8]8]|=]|S Sle|S|o|c|lale|ale|(s|Z(s|2
= > < — - = = = < =
[s2) wn - = (= wn wn w0 = < wn
Fe S|l : = ; cslTleles|c(dz (TS| (=T ; S| <
S > s S| - < > > > > =3
[s2) wn x| = wn wn w0 wn
Sn (S |lec|Sle|e|e : —} g TS|l l; Tla(lcle(le(S|lcc|ecSlclelealec|lals ; e | <
S S S| s S s S s
Al w — w w w a0~ — w — ~ ~ w -
SRR A R AR g DR 4 D R A A A S I R g I e A
S s = S = S S = S S s
: [s2) wn - wn = wn wn wn = < wn
Ni |s[S|<s|S|a]|e|e : > g c|F|le(es|e|N ; Tlo|lo|s|S|c|c|leS|leeclesT (o= ; S| <
S s S s S S s S S s s
N = I I I W | (S} - - wn wn ~ -
Sb |s|S|c|Sls|e|c|S(c(S|c|S]a|e|=o|2|2|2|c|o|e|S|c|E|lc(8|clcle|S|c|S|e|S|=]|S
S = = S = S|S| S = = p=d S s S =
Di N - [ wn I N
N wn w o | - — — wn
> slS|lele|lclIlel2lecTeleeol= =lo|lolo|S|c S| 8S|leolclzlmz~ol2=<
g S = S s = S| = = = S s S =
Zn | o o o = o < = o o|le|e =) o HEB o o =
- — - -

Hurda malzemelerin igindeki elementlerin ylizde oranlarina bakildiginda
3.Hurda:MS 90 Tombak Paket (Yiiksiik), 4.Hurda:Soyma Cu, 5.Hurda:Kablo Bakir
(Graniil Bakir), 7.Hurda:Hurda Elektrolit Cinko (E-Zn), 10.Hurda:Elektrolit Kiilce
Kursun (E-Pb), 14.Hurda:Elektrolit Kiilce Cinko (E-Zn) ve 17.Hurda:Harici Hurda
Bakir cinslerinin saf malzeme (malzemeler her ne kadar hurda olsa da saf malzeme
ozelligi tasimakta olup empriiteler ihmal edilecek kadar az bulunmaktadir) oldugu
goriilmektedir. Dolayistyla modelimize hata kaynagi olarak baslangicta bulunan 18
hurda cinsinin i¢inden bu saf malzeme 6zelligi tasiyan hurda cinslerini ¢ikararak geri

kalan 11 hurda cinsini almamiz gerekmektedir.

Geri kalan hurda cinslerinin element oranlarini1 tekrar inceledigimizde bazi
elementlerin oranlarmin ayni, bazilarinin ise Onemsiz sayilabilecek derecede farkli
oldugu goriilmektedir. Dolayisiyla icindeki element oranlari yakin olan hurdalar da
kendi arasinda gruplamaya tabi tutulmustur. Burada her grup bir adet hata kaynagini

olusturmaktadir. Siniflandirmaya saf malzemeler dahil edilmemistir.
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Piring Fabrikas1 Midiirligiiniin tanitim1 yapilirken hurda cesitlerinin birgok
kaynaktan geldigi ifade edilmistir. Farkli kaynaklardan gelen hurda malzemelere ¢esitli
isimler verilmektedir. Hatta endiistrilerde ayni kullanim alami olan malzemeler bile
farkli olarak adlandirilabilmektedir. Ornek vermek gerekirse, savunma sanayisinde
mermi kovanlar1 kullanilan silah cinsine gore farkli isimler almaktadir: 7.62 mm
capinda G-3 piyade tiifeginin mermisinin bos kovani hafif silah bos kovani diye
isimlendirilirken, 12,7 mm ¢apinda ugaksavar mermisinin bos kovani ise agir silah bos
kovani diye isimlendirilmektedir. Ancak s6z konusu bu iki bos kovanin yapildig
alasimin cinsi aynidir ve igindeki elementlerin yiizdeleri de ayni degerlere sahip
olabilmektedir. Dolayisiyla bu ¢alisma kapsaminda element oranlar1 dikkate alinarak
birbiriyle ayni hatta birbirine ¢ok yakin 6zelliklerde hurdalar gruplandirilabilir. Bu
kapsamda on bir ¢esit hurda, element oranlar1 dikkate alinarak alti grup altinda
simiflandirilmigtir. Bu kapsamda yapilan gruplandirma Tablo 4.12'de ve yapilan

gruplamanin element degerlerinin yiizde degerleri ise Tablo 4.13'de yer almaktadir.

Tablo 4.12:Gruplama Sonras1 Hurda Gruplari

Hurda Numarasi Hurda ismi

1.Hurda Grubu 1.Hurda MS 58 (Ara is)

2.Hurda Kovanlik-figseklik MS-70 (Ara is)

11.Hurda Piring 70 (G.Ankara Talagi)

2.Hurda Grubu 12.Hurda Bos kovan 70 (Fesih-Fesih Hurda Kovan)

13.Hurda Hurda Kapgik 70 (Fesih-Fesih Hurda Kapcik)

18.Hurda Kursunlu Kapg¢ik Miiftiioglu

3.Hurda Grubu 6.Hurda Hurda Radyator

4.Hurda Grubu 8.Hurda Reganya Toprak

5.Hurda Grubu 9.Hurda Reganya Takoz

6.Hurda Grubu 15.Hurda Harici Piring ve Bronz Talasi

16.Hurda Harici Piring ve Bronz Hurdasi

3.Hurda MS 90 Tombak Paket (Yiiksiik)

4.Hurda Soyma Cu

5.Hurda Kablo Bakir1 (Graniil Bakir)

Saf Hurda Grubu 7.Hurda Hurda Elektrolit Cinko (E-Zn)

10.Hurda Elektrolit Kiilce Kursun (E-Pb)

14.Hurda Elektrolit Kiilgce Cinko (E-Zn)

17.Hurda Harici Hurda Bakir
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Tablo 4.13:6 Adet Hurda Grubunun Element Oranlari

Element 1. 2. 3. 4. S. 6.
HHK HHK HHK HHK HHK HHK
Cu 58% 69.94% T1% 57.5% 64% 57.5%
Pb 2% 0.035% 3% 2% 2.5% 4%
Fe 0.015% | 0.025% | 0.22% 0.6% 0.94% | 0.22%
Sn 0.015% | 0.025% | 1.22% | 0.25% | 1.22% | 1.22%
Al 0.025% | 0.005% | 0.025% | 0.1% |0.125% | 0.1%
Ni 0.015% | 0.025% | 0.22% | 0.125% | 0.27% | 0.22%
Sb 0.01% | 0.0005% | 0.01% | 0.0013% | 0.03% | 0.0125%

Temel cebirsel islemlerde bir vektoriin bilesenlerinin temel elemanlartyla nasil
temsil edildigi ile ilgili teorik bilgiler ikinci boliimde anlatilmistir. Yapilan ¢alismada
STTG yonteminde ihtiyag duyulan temel elemanlar temel cebirde oldugu gibi
gosterilebilir. Yani, yukarida gosterildigi {lizere alt1 adet hata kaynaginin temel
(1,0,0,0,0,0,0), (0,1,0,0,0,0,0)........... , (0,0,0,0,0,0,1) seklinde

edilebilir. Bu sekilde gosterilen temel elemanlar ortogonaldir. Ancak bu sekilde

elemanlari temsil
gosterimde hata kaynaginin sadece 1 rakami ile temsil edilen elementindeki sapma
miktart hesaba katilmis olur ve diger elementlerdeki sapmalar hesaba katilmaz.
Dolayisiyla biitiin elementlerdeki sapmalar1 ayni anda ve elementlerin arasindaki
dikkate alacak STTG yoOntemindeki

iliskileri bakis acistyla Piring Fabrikasi

Miidiirligiiniin liretim siirecinde temel elemanlarin olusturulmas: gerekmektedir.

4.3.9. Hurda Malzemelerin Az veya Cok Atilmasinin Modellenmesi

Pirin¢ Fabrikas1 Miidiirliigli iiretim siirecinde DIN 17660 standartlarinda MS 58
pirin¢ cinsinin element oranlarina yani ideal element yiizde oranlarina sahip M kg bir
piring alasiminin iretildigini diisiinelim. Bu durumda ideal element oranlarina sahip
olan tiretilmis piring alagim1 s0yle gosterilir.

D,

Mpx (4-9)

D;

D, ideal ol¢iilerde iiretilen ix/ boyutunda MS 58 cinsi piring alagim vektoriinii ve
D; ise ideal olgiilerde tiretilmis MS 58 cinsi piring alasgiminin i elementinin agirlik¢a
yiizde degerini temsil etmektedir. Mp ise iiretim sonunda ideal Olgiilerde iiretilmis

MS 58 cinsi piring alasiminin agirligidir. Burada yedi elementin haricinde olan diger

elementlerin agirlig1 ve dolayistyla ylizde orani ¢ok kiigiik olmasindan dolay: dikkate
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alinmayacaktir ve iiretilen piring cinsinin i¢inde sadece yedi adet element oldugu farz
edilecektir. Dolayisiyla D; nin degeri (yiizde degeri), MS 58 piring cinsinin i¢indeki i.

elementin agirhgini yani m;’yi, Mp olan toplam agirliga boliinerek bulunur.

Daha sonra ideal 6lgiilerde Uretilmig bir irlinde j. cins hurda cinsinden m; kg
kadar fazla atildigimi distinelim. Burada hurda cinsleri H simgesi ile gosterilecektir. H;
ise j. hurdayr H;; ise j. hurdamin i element yiizdesini gostermektedir. Eger lretim
sonunda elde edilen ideal olciilerdeki M|, kg kadar MS 58 piring cinsine ¢esitli genel
sebeplerden dolayr m; kg kadar H; hurdasindan fazla atilma durumunda;

Dy

D;

H;j

Mp kg x +m; kg x (4-10)

ij
elde edilir. Bu sekilde elde edilen yeni karisimin i¢indeki elementlerin kg cinsinden
agirliklar su sekilde bulunur.

Mp, kgxD;,m;xH,;
- 4-11)

MD kngHmijU

Bu yeni durumda yeni iiretilen piring cinsinin agirligi yukarida yer alan matristeki

elementlerin toplami1 kadardir ve agagida oldugu gibi gosterilir.
[MD ng(D1+D2+...+Di) + m]x(Hlj + -+ HU)] (4-12)

Yukarida yer alan denklemde parantez i¢inde olan ideal piring alasiminin ve
hurdalarin i¢inde bulunan element yiizde degerleri oldugu i¢in bu yiizde degerlerinin
toplami 1'e esittir. Bu durumda iiretim siireci sonunda elde edilen piring alagiminin

toplam agirligi kg cinsinden Mj, kg + m; kg olmaktadir.

Uretim sonunda fazla atilan hurday: da icine kaplayacak sekilde iiretilen piring
alagiminin yeni duruma gore yani yeni ylizdelik 6l¢tim degerleri agagida gosterilmistir.
Mp kgxD,,m;xH,;

. / (Mp kg+mj kg) (4-13)
MD kg.X'Dl'+ijHl'j
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Bu duruma gore her bir boyutun elementlerin oldugu yedi boyutlu bir diizlem
diistinecek olursak fazla atilan hurda cinsinin elementlerinin yiizde cinsinden olusan

yedi boyutlu vektorii asagidaki gibi hesaplanir.

Mp kgxD;,m;xH,; D,

/ (Mp kg +m; kg)=| .. | +222 (4-14)

D;

MD kngHm]xHU

Yukarida yer alan esitlikte soru isareti ile gosterilen yiizdeler vektor ¢ozliimii ile
elde edilecektir. Yani iki boyutlu bir iki vektoriin toplami disiiniilecek olunursa
gosterimi asagidaki kartezyen koordinat sisteminde oldugu gibi hesaplanir.

Mp kgxD;,m;xH,;
+77?

D,
k ik
. /(MDngfmjkg):["]*EZDkgiZ]-kgi
MD kngHm]xHU Di N j X8
Mp kgxDi,mjxH;j (Mp kg + mjKkg)

=777
(Mp kg + mjkg) Y (Mp kg +m; kg)

mijij—Dixmj kg=?7{)
(Mpkg + mjkg)

(4-15)
m]-x(Hi]-—Di) _299
(Mp kg +mjkg) "~

Hy;—D
mjkg 1j 1

—_—x =77?
(Mp kg + mjKkg)

H ij D; Temel eleman

MD kng1+meH1] D1

H,; — D
mjkg b 1

+
(Mp kg + mjkg)

*k

/ (Mp kg + m; kg)=

MD kngH_meHU Hl] - Di

i

Eger iiretim sonunda elde edilen ideal Olciilerdeki My kg kadar MS 58 piring
cinsine ¢esitli genel sebeplerden dolayr m; kg kadar H; hurdasindan eksik atilma
durumunda ise;

D, H;;j

MD kgx —m; kgx (4—16)

D; ij

elde edilir. Bu sekilde elde edilen yeni karisimin i¢indeki elementlerin kg cinsinden

agirliklar su sekilde bulunur.
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Mp kgxD,_m;xH,;

" (4-17)
MD ngDi—ijHij

Bu yeni durumda yeni iiretilen piring cinsinin agirlig1 yukarida yer alan matristeki

elementlerin farklari kadardir ve asagida oldugu gibi gosterilir.
[Mp kg x (D1 Day..sD;) —mj x (Hyj + Hyj + -+ Hy))] (4-18)

Yukarida yer alan denklemde parantez icinde olan ideal piring alagiminin ve
hurdalarin i¢inde bulunan element yiizde degerleri oldugu icin bu yiizde degerlerinin
toplami 1'e esittir. Bu durumda iiretim siireci sonunda elde edilen piring alagiminin

toplam agirli1 kg. cinsinden Mp, kg -m; kg olmaktadir.

Uretim sonunda eksik atilan hurday1 da icine kaplayacak sekilde iiretilen piring
alagiminin yeni duruma gore yani yeni yiizdelik 6l¢iim degerleri asagida gosterilmistir.

Mp, kgxD,_m;xH,;
. / (Mp kg - m; kg) (4-19)
MD kngl_mijU
Bu duruma gore her bir boyutun elementlerin oldugu yedi boyutlu bir diizlem
diisiinecek olursak eksik atilan hurda cinsinin elementlerinin yiizde cinsinden olusan
yedi boyutlu vektorii asagidaki gibi hesaplanir.
Dy

D;

Mp, kgxD;_m;xH,;

/ (Mp kg - mj kg)= +27? (4-20)

MD kngl_mijU

Yukarida yer alan esitlikte soru isareti ile gosterilen yiizdeler vektor ¢oziimii ile
elde edilecektir. Yani iki boyutlu bir iki vektoriin toplami diisiiniilecek olunursa

gosterimi agagidaki kartezyen koordinat sisteminde oldugu gibi hesaplanir.

Mp kgxD,_m;xH,; D, (Mp kg—m, ke)
. = L Pg e
[ (Mo kg =y kD=1 - 1 Xt g, v

l

" +777
MD kg.XDi_ijHij

Mp kgxDij—mjxH;; . (Mp kg—mjkg) _

77
(Mp kg-m; kg) "7 (Mp kg-m;j kg)

(4-21)

—m]-xHi]-+Dixmj

k
£ =797
(Mp kg-mjkg)
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-m;x(Hij—Di)

27?
(Mp kg—mjKkg)
Hyj — D,
% X . =977
Mp kg=m;ke) | p i — D Temel eleman
MD ng'Dl_mJXH]_J D1 —m; kg Hl] - Dl
. /(Mp kg -mjkg)=| .. |+ ———L—— a
Mp kgxD;_m;xH;; J MRS

Yukarida piring iiretim siirecinde temel elemanlarin bulunmasi ile ilgili
genellestirilmis bir formiilasyon ortaya konulmaya g¢alisilmistir. Konuyla ilgili olarak

alt1 hata kaynaginin temel elemanlarinin olusturulmas: Tablo 4.14'de gosterilmistir.

Tablo 4.14:Gruplama Sonrasi Olusturulan Alti Adet Gruba Ait Temel Elemanlarinin

Hesaplanmasi

Element | 1.STTE 2.STTE 3.STTE 4.STTE 5.STTE 6.STTE
Cu 58-58 69.94-58 71-58 57.5-58 64-58 57.5-58
Pb 2-3 0.035-3 3-3 2-3 2,53 4-3
Fe 0.015-0.25 0.025-0.25 0.22-0.25 0.6-0.25 0.94-0.25 0.22-0.25
Sn 0.015-0.2 0.025-0.2 1.22-02 0.25-0.2 1.22-0.2 1.22-0.2
Al 0.025-0.05 0.005-0.05 0.025-0.05 0.1-0.05 0.125-0.05 0.1-0.05
Ni 0.015-0.25 0.025-0.25 0.22-0.25 0.125-0.25 0.27-0.25 0.22-0.25
Sh 0.01-0.01 0.0005-0.01 0.01-0.01 0.0013-0.01 0.03-0.01 0.0125-0.01
Cu 0 11.94 13 0.5 6 0.5
Pb -1 -2.965 0 -1 -0.5 1
Fe -0.235 -0.225 -0.03 0.35 0.69 -0.03
Sn -0.185 -0.175 1.02 0.05 1.02 1.02
Al -0.025 -0.045 -0.025 0.05 0.075 0.05
Ni -0.235 -0.225 -0.03 -0.125 0.02 -0.03
Sh 0 -0.0095 0 -0.0087 0.02 0.0025

STTG yonteminden c¢alismamizda kullanilan matematik modelde bagimli ve

bagimsiz degiskenlerin ne olacagi su ana kadar yapilan hesaplamalar ile belirlenmis
durumdadir. Ancak su ana kadar hangi bagimli ve bagimsiz degiskenlerin uygun oldugu
ile ilgili herhangi bir analiz yapilmamistir. Ancak regresyon temeline dayanan cok
degiskenli yontemlerin ilk adimi caligmaya alinacak uygun bagimli ve bagimsiz
degiskenlerin belirlenmesidir. Her iki tiir degiskenin belirlenmesi kavramsal ve
kuramsal temellere dayandirilmalidir. Arastirmacilarin kendi yargilarimi ve bilgi

birikimini ortaya koymadan belirleme yaptigi durumlarda model gelistirmenin bazi
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temel ilkelerinin dikkate alinmadig1 sdylenebilir. Regresyon ¢oziimlemesinde bagimli
degiskenin se¢ilmesinde dnemli bir sorun degiskende ortaya ¢ikan sorun 6l¢iim hatasi
sorunudur. Ol¢iim hatalar, veri girisi hatalarindan 6l¢iimlerin kararsizhigina kadar
bircok nedenle ortaya ¢ikabilir. Yapilan caligmada bagimli degiskende 6lgiim hatasinin
yapilmadig1 kabul edilmektedir. Bagimsiz degiskenlerin se¢iminde ise Onemli sorun
birgok degisken arasindan ilgisiz degiskenlerin modele alinmas: ilgili degiskenlerin ise

model dis1 birakilmasidir.

Regresyon ¢oziimlemesine baslamadan 6nce tiim degiskenlere iliskin korelasyon
matrisinin incelenmesinde yarar vardir. Boylece bagimsiz degiskenler arasinda kuvvetli
iligki olup olmadig1 kolayca incelenebilir. Ciinkii bagimsiz degiskenler arasinda yiiksek
iliski olmas1 ¢oklu regresyonun énemli sorunlarindan biri olan ¢oklu baglant1 sorununa
neden olmaktadir. Ayrica bir degiskenin ¢oklu regresyon modelinde goreceli olarak
neden dnemsiz oldugu konusunda da bu matristen yararlanabilir. Onemsizligin nedeni,
ilgili degiskenin bagimli degisken ile iliskisinin olmamas1 olabilecegi gibi bagimsiz

degiskenlerin kendi aralarinda yiiksek iliski gostermesi de olabilir.

STTG yonteminin teorik kismi ikinci boliimde anlatilirken s6z konusu yontemin
istenilen en oOnemli Ozelliginin temel elemanlar arasinda ortogonallik oldugu
belirtilmisti. Clinkii temel elemanlar arasinda bu ortogonallik olmas1 durumunda STTG
katsayilar1 etkin olmakta ve yorumu kolaylastirmaktadir. Degiskenler arasinda
ortogonalligin bozulmas1 yani iliski olmasi durumunda ¢oklu baglanti sorunu giindeme
gelmektedir. Bu da kurulan regresyon modeli ile yapilacak c¢ikarsamalarda yanlis
yonlendirmelere ve hatalara neden olur. Ornegin verilerde ¢ok kiiciik bir degisiklik

yapildiginda katsayilarda biiylik degisiklikler olur.

Coklu baglantinin degerlendirilmesi i¢in literatiirde mevcut ve en ¢ok kullanilan
gostergeler silire¢ tabanli temel gdsterimleri kisminda anlatilmistir. Ancak s6z konusu

yontemlerden kisaca bahsedecek olursak faydali olacagi diistiniilmektedir.

Coklu baglantiy1 saptayabilmek i¢in literatiirde farkli teknikler onerilmistir. Bu
yontemler korelasyon matrisinin incelenmesi, varyans sisirme degerleri, (A'A)nin
O0zdeger-ozvektor analizi, (A'A)nin determinantinin hesaplanmasi, (A'A)nin kosul
sayisinin ve indislerinin belirlenmesi, varyans ayrisim oranlari, bazi durumlarda temel

katsayilarin isaretleri ve biiylikliiklerinin incelenmesi gibi yontemlerdir. Bu yontemlerin
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istenen Ozellikleri, ¢oklu baglanti sorunun boyutunu gosterebilme ve hangi bagimsiz

degiskenleri dahil oldugunu belirlemeye yardimci olacak bilgi saglayabilmedir.

Coklu baglantiy1 saptamada kullanilan gostergelerden birincisi temel elemanlar
arasindaki korelasyon katsayisidir. En basit sekilde iki temel eleman arasindaki
korelasyon katsayisinin bire yakin olmasi (yaklasik 0.8'in iizerinde olmasi) c¢oklu

baglantinin yiiksek olduguna bir isarettir.

Coklu baglantiy1 saptamada kullanilan gostergelerden ikincisi, varyans sisirme
degerleridir. Bagimsiz degiskenlere iliskin korelasyon matrisinin tersinin kdsegen
Ogelerine varyans sisirme degerleri denmektedir. Varyans sisme degerleri, iki veya daha
fazla coklu baglantinin varligim1 gostermede yararli olabilecek en iyi Olgiitlerden
birisidir. Varyans sisirme degerinin, besin altinda olmasi zayif ¢oklu baglantinin, bes ile
otuzun arasinda olmasi orta derecede ¢oklu baglantinin ve otuzun iizerinde olmasi ise

cok giiclii ¢oklu baglantinin oldugunun gostergesidir (Padilla, 2005, Gujarati, 1995).

Coklu baglantiy1 saptamada kullanilan gdstergelerden iiciinciisii korelasyon
matrisine iliskin 6zdegerlerinin incelenmesidir. Temel elemanlarda bir veya daha fazla
yakin dogrusal bagimlilik oldugunda temel elamanlar korelasyon matrisinin
0zdegerlerinin biri veya daha fazlasinin degeri sifir veya sifira yakin olur. Bu kapsamda
gelistirilmis ¢esitli yontemler olmasina ragmen siklikla kullanilan iki yontem vardir. Bu
yontemlerden bir tanesi bulunan 6zdegerlerinin terslerinin toplaminin degisken sayisina
esit olmasidir. Coklu baglantinin olmasit durumunda bu deger ¢ok biiyiik degerlere
ulagir. Diger yontem ise 6zdeger yelpazesindeki yayilimin bir dl¢iisii olan durum ya da
kosul sayis1 olarak adlandirilir. Bu deger temel elemanlar1 korelasyon matrisinde elde
edilen en biiylik 6zdegerin en kiiclik 6zdegere boliinmesi ile bulunur. Bulunacak bu
rakam eger 100'n altinda olacak olursa ¢oklu baglantinin olmadigi, 100 ile 1000
arasinda olmasi orta dereceli bir ¢oklu baglantinin oldugunu ve 1000'in lizerinde olmasi

ise ciddi ¢oklu baglantinin oldugunun bir gostergesidir.

Buraya kadar literatiirde oldukga yaygin olarak kullanilan yontemler anlatilmistir.
Diger tanilama yontemleri de bu yontemler kadar onemlidir. Bu yontemlerle ilgili
detayli bilgilere Montgomery, Peck ve Vining (2012) tarafindan hazirlanan eserden

ulasilabilir.
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Coklu dogrusalligin varliginin saptanmasi aslinda isin yarisidir. Isin &biir yarist
ise ¢oklu baglantinin nasil giderilecegidir. Tanilama yontemlerinde oldugu gibi burada
da kesin bir yontem yoktur. Yalmizca bazi gevsek kurallar bulunmaktadir. Bu
kurallardan bazilari, onsel bilgilerden yararlanmak, kesit ve zaman serilerini bir araya
getirmek, yilksek ortak dogrusallik gosteren bir degiskeni diglamak, verileri
doniistiirmek, faktdr analizi (Gujarati, 1995), ek veya yeni veri toplamak, ridge
regresyonu ve temel bilesenler regresyonu (Montgomery, Peck ve Vining, 2012) gibi
yontemlerdir. Bu kurallardan hangisinin ise yarayacagi, kuskusuz verinin niteliine ve

ortak dogrusallik sorununun ciddiligine baglidir.(Gujarati, 1995)

Literatiirde ridge regresyonu, temel bilesenler regresyonu ile faktor analizine yanli
kestiriciler denmektedir. Yanh kestiricileri incelemek ve hangi islemlerin en iyi sekilde
isledigini belirlemeye yonelik Monte Carlo benzetim ¢alismalart yiiriitiilmiistiir. Bu
kapsamda o©rnek olarak Hoerl ve Kennard (1970)'m en kiiciik kareler ve ridge
regresyonunu karsilagtirdigi ¢alisma ve Gunst ve Mason (1977)'in ridge regresyonu,
temel bilesenler regresyonu ve gizil kok yontemini karsilastirdigi ¢alisma verilebilir.
Ancak yapilan bu caligmalarda ortaya tek bir en iyi yontem c¢ikmazken yanlh
yontemlerin en kiiclik karelerden iistiin oldugu c¢ok kez ortaya konmustur. Ayrica,
Padilla (2005) tarafindan yapilan ¢alismada, yanli tahmin tekniklerinden elde edilen
STTG katsayilar karsilastirilmistir.

Daha once belirtildigi ilizere yukarida anlatilan yontemlerden bir tanesi
degiskenler arasinda korelasyona bakmaktir. En basit sekilde iki degisken arasindaki
korelasyon katsayisinin bire yakin olmasi1 (yaklasik 0.8’in iizerinde olmasi) ¢oklu
baglantinin olabilecegini diisiindiiriir. Bu kapsamda alt1 temel eleman arasindaki

korelasyon matrisi Tablo 4.15'de yer almaktadir.

Tablo 4.15:Alt1 Adet STTE Arasindaki Korelasyon Matrisi

1 0,497 0,309 0,694 0402 —0,677
0,497 1 0976 -0,12 0,982 -0,65

R= 0,309 0,976 1 -0,31 0984 -0,50
10,694 -0,12 -0,31 1 -0,16 -0,29
0,402 0982 0984 -0,16 1 —0,52

-0,67 —-0,65 -050 -0,29 -0,52 1

Tablo 4.15'de yer alan temel elemanlar arasindaki korelasyon matrisi

incelendiginde ikinci ve iiclincii hurda/hata kaynaklar1 arasinda (0,976), ikinci ve
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besinci hurda/hata kaynaklari arasinda (0,982) ve iiclincii ve besinci hurda/hata
kaynaklar1 arasinda (0,984) c¢ok yiiksek iligki bulunmaktadir. Dolayisiyla bu hata
kaynaklar1 arasinda bulunan bu yiiksek iliskiden kaynaklanan modelde bu degiskenler

arasinda ¢oklu baglanti probleminin olduguna dair bir delil elde edilmistir.

Coklu baglantinin gostergelerinden digeri varyans sisme degerleridir. Varyans
sisme degerleri (VIF), iki veya daha fazla ¢oklu baglantinin varligin1 gostermede yararlt
olabilecek en iyi Olciitlerden birisidir. Bu kapsamda alt1 temel eleman arasindaki

korelasyon matrisinin cebirsel tersi, Tablo 4.16'da yer almaktadir.

Tablo 4.16:Alt1 Temel STTE Arasindaki Korelasyon Matrisinin Cebirsel Ters Matrisi

r 536 —1611 -—1812 787 2844 —337 7
—-1611 6681 1714 1746  —6734 1101
V= —1812 1714 14177 4014 -—-13732 1005
—787 1746 4014 1385 —4874 475

2844  —6734 —13732 —4874 17279 -—-1741

- —337 1101 1005 475 —-1741 221 -

Tablo 4.16min kdsegen degerleri bize VIF degerlerini vermektedir. VIF degerleri

incelendiginde biitlin  degiskenlerin VIF  degerinin otuzun {lizerinde oldugu
goriilmektedir. Dolayisiyla biitiin degiskenler ¢ok yiiksek ¢oklu baglantidan etkilendigi
sonucuna varilir. En az etkilenen degisken altinci temel eleman en ¢ok etkilenen ise
ticiincili temel elemandir.

Coklu baglantinin  gostergelerinden digeri  korelasyon matrisine iliskin
0zdegerlerinin incelenmesidir. Bu kapsamda temel elemanlar korelasyon matrisinden

elde edilen 6zdegerler Tablo 4.17 'da yer almaktadir.

Tablo 4.17:Alt1 Adet STTE’lere Ait Ozdegerler

1.Hurda/Hata Kaynag Ozdegeri 3.673
2.Hurda/Hata Kaynag Ozdegeri 1.834
3.Hurda/Hata Kaynag Ozdegeri 3.778%e-01
4 Hurda/Hata Kaynag1 Ozdegeri 1.136%e-01
5.Hurda/Hata Kaynag1 Ozdegeri 1.392%e-04
6.Hurda/Hata Kaynag Ozdegeri 3.022¢-05

sayist

olan 6 degerinin oldukca {izerindedir.

Birinci yOnteme gore hesaplanacak olunursa, 1/3.673+1/1.834+1/3.778%e-01
+1/1.136%e-01+1/1.392%e-04+1/3.022e-05=40286.84 degerine ulasilir.

Bu deger

Kosul indeksi ise

3.673/3.022e-05=121535 seklinde hesaplanir. Bu duruma bakildiginda besinci ve altinci
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hurda/hata kaynaklarinin degerlerinin sifira yakin olmasi, 6zdegerlerinin terslerinin
toplam1 6 degerinin ¢ok iizerinde olmasi ve kosul indeksinin degerinin 1000'den biiyiik

olmasi ¢oklu baglantinin var oldugunun bir diger gostergesidir.

Bir diger ¢oklu baglantinin Olgiisii degiskenler arasindaki korelasyon matrisinin
determinantina bakilmasidir. Elde edilen deger bire yakinsa ¢oklu baglantinin
olmadigini ve sifira yakinsa ¢oklu baglantinin oldugunu ortaya koyar. Temel elemanlar
korelasyon matrisinin determinantt alindiginda 1.218114e-09 degeri elde edilir.

Dolayistyla modelimizde ¢oklu baglant1 oldugunu gosterir.

Coklu baglantinin giderilmesi icin 6nerilen bir¢ok yontem ile ilgili detayl: bilgiler
calismanin ikinci boliimiinde verilmistir. Bu yontemlerden en ¢ok kullanilanlart veriye
yeni gozlemlerin eklenmesi, modelin yeniden belirlenmesi ve en kiiciik kareler

yontemi disinda diger kestirim yontemlerinin kullanilmasidir.

Dogrusal baglantinin bulundugu durumlarda degisken se¢im yoOntemleri ¢ok

onemlidir. Degisken se¢imi ¢oklu baglantinin giderilmesini garanti etmez.

Coklu baglantinin bagimsiz degiskenler arasindaki gergek iliski nedeniyle ortaya
ciktig1 durumlarda diger bir deyisle, sorunun bir 6rnekleme sorunu olmadigi durumlarda
onerilen yontemlerden birisi, ¢oklu baglantili degiskenlerden birisi veya daha fazlasini
modelden ¢ikarmak baska bir deyisle degisken secimi yapmaktir. Ancak modelden
degisken cikartma yonteminde Orneklemin evreni temsil etmemesi nedeniyle ortaya
¢ikan durumlarda kullanilmamalidir. Cilinkii modele gergekten katki yapabilecek bir
degisken coklu baglant1 nedeniyle model dis1 birakilabilir. Bu kapsamda ¢alismamizda
ortaya konan modelde degiskenlerin VIF degerlerine, degiskenler arasindaki korelasyon
yapisina ve Ozdegerlere bakilarak yapilan degerlendirme sonucunda modelde ciddi
coklu baglant1 sorununun oldugu goriilmektedir. Bu kapsamda Tablo 4.15°de yer alan
korelasyon matrisine gore modelden degisken ¢ikarma yontemi uygulandiginda yani
modelden ¢oklu baglantiya sebep veren ikinci ve besinci hurda/hata kaynaklari
cikartildiginda elde edilen korelasyon matrisi, VIF degerleri ve 6zdegerler Tablo 4.18,
Tablo 4.19, Tablo 4.20 ve Tablo 4.21'de sunulmustur.
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Tablo 4.18:Dort Adet STTE'nin Arasindaki Korelasyon Degerleri

1 0,309 0,694 —0,673]
R= 0,309 1 -0,315 -0,506
1 0,694 —0,315 1 —0,292
|—-0,673 —-0,506 —0,292 1
Tablo 4.19:Dort Adet STTE'nin VIF Degerleri
[ 5.462 —2.350 —4.157 1.270]
Ve —2.35 2.972 2.78 0.735
~|—4.157 2.78 4.758 0.0007
| 1.27 0.735 0.0007 2.227 |
Tablo 4.20:Dort Adet STTE'nin Ozdegerleri
1.Hurda/Hata Kaynag1 Ozdegeri 10.959
3.Hurda/Hata Kaynag Ozdegeri 3.289
4. Hurda/Hata Kaynag1 Ozdegeri 0.719
6.Hurda/Hata Kaynag Ozdegeri 0.451
Tablo 4.21:Dort Adet STTE'nin Kosul Indeksi
| 1/10.959+1/3.289+1/0.719+1/0.451 | 4.003

Ayrica yeni temel elemanlar korelasyon matrisinin determinanti ise 0.08538267
olarak bulunur. Bu deger alti temel elemanin bulundugu korelasyon matrisi ile

karsilastirildiginda yeni olusturulan temel elemanlar korelasyon matrisinin determinanti

alt1 temel elemanli korelasyon

matrisinin determinantina (1.218114e-09) gore 1

degerine ¢ok yakin oldugu goriilmektedir.

Temel elemanlar matrisinden iki adet temel eleman c¢ikartildiginda temel
elemanlar arasinda olusan korelasyon matrisi elemanlar1 arasinda yiiksek korelasyon

degerlerinin olmadig1 goriilmiis ve bu kapsamda olusan yeni STTE’ler Tablo 4.22'de

sunulmustur.

Tablo 22:Dort Adet STTE Matrisinin Elemanlar1 ve Degerleri

STTE -1 MS 58 (Ara is)
STTE -3 Hurda Radyator
STTE -4 Reganya Toprak
Harici Piring ve Bronz Talasi
STTE -6 Harici Piring ve Bronz Hurdas1
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Tablo 22 (Devami): Dort Adet STTE Matrisinin Elemanlar1 ve Degerleri

Element | 1.STTE | 2.STTE | 3.STTE | 4.STTE
Cu 0 13 -0.5 -0.5
Pb -1 0 -1 1
Fe -0.235 -0.03 0.35 -0.03
Sn -0.185 1.02 0.05 1.02
Al -0.025 -0.025 0.05 0.05
Ni -0.235 -0.03 -0.125 -0.03
Sh 0 0 -0.0087 0.0025

4.3.10. Model Yeterliginin ve Gegerliliginin Kontrolii
4.3.10.1. Model Yeterliginin Kontrolii

Calismamizda kullanilan STTG yontemindeki ikinci matematiksel model basit
sifir noktasindan yani orjinden gecen coklu regresyon analizi temeline dayanmaktadir.
Regresyon ¢ozlimlemesi sonucunda kurulan modelin dogru oldugu biliniyorsa daha ileri
bir analize girisilmeden sonlandirilabilir. Ancak, yine de elde edilen sonuglar iizerinde
dikkatli bir denetim yapmadan kurulan modeli kullanmamak gerekir. Dolayisiyla
matematiksel modelin kurulmasindan sonra modelin gegerliliginin ve giivenirliginin
regresyon analizinde uygulanan yontemlere dayali olarak yapilmasi gerekmektedir. Bu
boliimde modelin eldeki veriye uyup uymadigini aragtirmak icin modelin yeterliligi ve
modelin olgmek istedigi seyi Ol¢ilip 6lgmedigini incelemek i¢in modelin gecerliligi
aragtirilacaktir. Regresyon analizinde bir modelin yeterliligi i¢in uygulanan yontemler
aciklayicihk katsayillarimin bulunmasi, hata terimlerinin incelenmesi, degisen
varyans sorunun olup olmadiginin incelenmesi, hata teriminin normal dagihm
gosterip gostermediginin incelenmesi, ¢coklu baglanti sorununun olup olmadiginin
saptanmasi, hata terimlerinin iliskili olup olmadiginin saptanmasi ile ilgili
yontemlerdir ve bir modelin gecerliligin uygun sekilde yapilmasi modelin
katsayilarinin biiyiikliik ve isaretlerinin beklenenler cercevesinde olup olmadiginin
incelenmesi ve modelin kestirim performansi acisindan incelenmesi asamalarini

icerir. Modelin gecerliliginin incelenmesi asamasinda VIF degerleri ile diger ¢oklu

baglant1 dl¢iileri oldukc¢a 6nemli rolleri vardir.

Calismamiz kapsaminda 334 adet cok degiskenli kalite vektoriiniin (Ek 10)
olmasindan dolayr STTE matrisi kullanilarak 334 adet model kurulmustur. Regresyon

cozlimlemesine dayali olarak kurulan modelin yeterliligin kontrol edilmesi gereken
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incelemelerden birisi de dnceki boliimlerde de belirtildigi lizere modellerin belirtme
katsayilarina bakmaktir. Kurulan 334 adet modelin hesaplanan 334 adet belirtme
katsayilar1 Tablo 4.23'dedir.

Tablo 4.23:STTG Katsayilar1 Faz I Asamas1 Belirtme Katsayilari
Ry | 0995 | Ry | 0986 | Ry | 0.996 | Rys | 0990 | Rygs | 0939 | Rpsy | 0.993 | Rygy | 0.992

R, | 0988 | Ry | 0.868 | Reg | 0.998 | Ry | 0.995 | Rygs | 0.999 | Rpuy | 0.995 | Ryee | 0971

Ry | 0976 | Ry | 0723 | Rgg | 0979 | Ry | 0986 | Rygs | 0998 | Rypes | 0999 | Ryo | 0.984

R, | 0965 | Rsy | 0995 | Rigy | 0.961 | Ry | 0993 | Ryge | 0.993 | Rpps | 0999 | Ryop | 0.943

Rs | 0996 | Res | 0.993 | Rigy | 0.988 | Rygo | 0.995 | Rygy | 0.999 | Rpus | 0.998 | Ryes | 0.820

Re | 0999 | Ry, | 0996 | Rygy | 0.639 | Rysy | 0.988 | Rygs | 0.946 | Rpse | 0979 | Ryop | 0973

R, | 0995 | Res | 0.996 | Rigs | 0972 | Rysy | 0.986 | Rygy | 0.997 | Rpuy | 0.996 | Ryes | 0.927

Rg | 0999 | Rss | 0994 | Rygs | 0.650 | Rys, | 0.965 | Rygo | 0.974 | Rpug | 0.999 | Ryee | 0.971

Ry | 0999 | Ry; | 0997 | Rigs | 0.957 | Ryss | 0.995 | Rypy | 0.997 | Rpuo | 0976 | Ryey | 0.189

Rip | 0266 | Reg | 0993 | Ryps | 0.948 | Rysy | 0.991 | Rygp | 0.995 | Ryso | 0.999 | Ryes | 0.222

Ry, | 0984 | Rsy | 0984 | Rypy | 0.417 | Ryss | 0.955 | Rygs | 0.993 | Rpsy | 0.966 | Ryg | 0.206

Ry, | 0999 | Rgy | 0933 | Rygg | 0.471 | Ryss | 0.963 | Ryos | 0.981 | Rysp | 0.994 | Ryo | 0.991

Rys | 0995 | Rey | 0996 | Rygo | 0.995 | Rysy; | 0.990 | Rogs | 0.992 | Ryss | 0.973 | Rypy | 0.953

Ry | 0989 | Rey | 0989 | Rypp | 0991 | Rysg | 0.999 | Ryge | 0.999 | Ryss | 0.944 | Rypy | 0.950

Rys | 0953 | Res | 0518 | Ryyy | 0941 | Ryso | 0.989 | Rygy | 0997 | Rpss | 0.982 | Ryps | 0.987

Ris | 0966 | Rey | 0973 | Rypp | 0.403 | Rygo | 0.987 | Rags | 0.994 | Ryse | 0.999 | Rypy | 0.962

Ryy | 0999 | Res | 0973 | Ryys | 0967 | Rygy | 0998 | Rage | 0999 | Rysy | 0.995 | Rsgs | 0.959

Rig | 0992 | Res | 0974 | Ryps | 0974 | Rygy | 0999 | Ry | 0.997 | Rusg | 0.997 | Ryge | 0.987

Rio | 0994 | Ry, | 0940 | Ryys | 0991 | Rygs | 0985 | R,y | 0985 | Ryso | 0.985 | Rapy | 0.989

Ryp | 0994 | Rgg | 0401 | Ryzg | 0985 | Rygy | 0.992 | Rypp | 0.995 | Rueo | 0.957 | Ryps | 0.981

Ry, | 0964 | Rey | 0992 | Ryyy | 0975 | Rygs | 0993 | Ryys | 0992 | Ry | 0.997 | Rspe | 0.997

Ry, | 0990 | Ry | 0995 | Ryyg | 0998 | Ryge | 0996 | Ryys | 0992 | Ry | 0.995 | Rayp | 0.999

Rys | 0993 | R,y | 0998 | Ry | 0.878 | Rygy | 0991 | Ryps | 0915 | Ryes | 0.999 | Ryyy | 0.980

Rys | 0978 | Ry, | 0996 | Ryyo | 0994 | Ryes | 0980 | Ry | 0996 | Rye, | 0.994 | Rsy, | 0.988

Rys | 0992 | Rys | 0992 | Rypy | 0965 | Ryge | 0971 | Ryyp | 0998 | Ryes | 0.993 | Ry | 0.990

Rye | 0993 | Ry, | 0992 | Ryyy | 0975 | Ryp | 0.993 | Ryg | 0.993 | Ryee | 0997 | Ry | 0.984

Ry; | 0991 | Ry | 0952 | Ryps | 0982 | Rypy | 0991 | Rype | 0.999 | Ryey | 0.996 | Ryps | 0.983

Ryg | 0999 | Ry | 0957 | Rypy | 0992 | Rypp | 0995 | Rype | 0999 | Rygs | 0.979 | Raye | 0.985

Ryo | 0996 | Ry, | 0797 | Ryps | 0941 | Ryps | 0985 | Rypy | 0997 | Rage | 0.964 | Ry, | 0.985

Ry | 0971 | Ry | 0958 | Ryps | 0997 | Rypy | 0.993 | Rypp | 0986 | Rype | 0.223 | Ry | 0.961

Ry; | 0990 | Ry | 0956 | Ryyy | 0998 | Ryps | 0.992 | Ryps | 0.991 | Ryyy | 0952 | Ryyo | 0.934

Ry, | 0988 | Rgy | 0999 | Ripg | 0999 | Rype | 0937 | Ry | 0934 | Ry | 0212 | Ryyp | 0.964
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Rss | 0999 | Ry | 0993 | Ryyo | 0999 | Rypy | 0994 | Ryps | 0981 | Ryps | 0.753 | Rypy | 0.997

Rsy | 0996 | Rgy | 0993 | Rysp | 0990 | Ryzg | 0.999 | Rype | 0.994 | Rypy | 0.999 | Ryyy | 0.982

Rss | 0998 | Rgs | 0937 | Rysy | 0958 | Rypg | 0.998 | Rypy | 0.993 | Ryps | 0.988 | Ryps | 0.972

Rss | 0992 | Ry, | 0810 | Rysy | 0968 | Rygo | 0.931 | Rype | 0997 | Ryye | 0.998 | Rsyy | 0.988

Ry; | 0937 | Rgs | 0993 | Ryss | 0945 | Rygy | 0952 | Rype | 0999 | Rypy | 0958 | Ryps | 0.925

Rsg | 0999 | Rge | 0992 | Rysy | 0955 | Rygp | 0.997 | Ryse | 0997 | Ryyg | 0.180 | Rspe | 0.940

Rso | 0992 | Ry | 0968 | Ryss | 0979 | Rygs | 0.999 | Rysy | 0998 | Ryye | 0.642 | Rsyy | 0.829

Ry | 0995 | Rgg | 0972 | Ryss | 0972 | Rygs | 0.994 | Rysp | 0949 | Ryge | 0.976 | Rays | 0.716

Ry | 0992 | Rgy | 0275 | Ryzy | 0.998 | Rygs | 0.988 | Ryss | 0.857 | Rygy | 0.978 | Rype | 0976

Ry | 0926 | Roy | 0945 | Rysg | 0.998 | Ryge | 0.953 | Ryss | 0936 | Rogp | 0.982 | Raso | 0.999

Ry; | 0975 | Rgy | 0999 | Ryzo | 0.994 | Ry, | 0936 | Ryss | 0.998 | Rygs | 0.980 | Ry | 0976

Ry, | 0994 | Ry, | 0991 | Rygo | 0.997 | Rigg | 0.999 | Ryse | 0.999 | Rogs | 0982 | Ry | 0.486

Rys | 0999 | Roz | 0970 | Ry | 0985 | Rygo | 0.997 | Rysy | 0993 | Rygs | 0.999 | Rass | 0.950

Ry | 0988 | Ry, | 0984 | Ry | 0988 | Rygy | 0994 | Ryzg | 0.994 | Ryge | 0.938 | Rysy | 0937

Ry | 0993 | Ros | 0.995 | Ryys | 0.995 | Rugy | 0.939 | Ryse | 0.835 | Ryg, | 0.948

Rys | 0998 | Rog | 0999 | Ryyy | 0995 | Rusp | 0973 | Rago | 0.987 | Rogs | 0.962

Yukarida yer alan belirtme katsayilar1 incelendiginde 29 adet belirtme katsayilari
disindaki diger katsayilar 0.9'un iizerindedir. Belirtme sayilar1 degerleri agisindan
Onerilen matematiksel modelin piring fabrikas1 verilerinde olduk¢a uydugunu

gostermektedir.

Kurulan modelin yeterliligi ile ilgili diger 6nemli konu hata teriminin ortalamasi
sifir, sabit varyansli ve bagimsiz olmasidir. Bu kapsamda hata terimlerinin
ortalamasinin sifirdan farkli olup olmadigi ile ilgili 334 adet model i¢in kurulan hipotez

testleri asagida sunulmustur.

Her bir hipotez testinin 7 serbestlik dereceli ve 0.05 anlamlilik seviyesinde ¢ testi
ile yapilan hesaplamalarda hesaplanan biitlin test istatistiklerinin kritik degerlerden
kiiciik degerler aldigi ve bukapsamda H, hipotezlerinin reddedilemeyecegi yani

anlamli bulundugu ve H, hipotezlerinin kabul edilebilecegi tespit edilmistir. Yani hata
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terimlerinin  ortalamasinin  sifir ortalamali oldugu ve regresyon analizinin
varsayimlarindan biri olan “hata teriminin sifir ortalamali oldugu” varsayiminin
saglandig1 sonucuna ulasilmistir. Hata terimlerinin bagimsiz oldugu ve normal dagildigi
ile 1ilgili testler ise Barton ve Gonzalez (1996) tarafindan inceleme yontemi ile test

edilmistir.

Kurulan modelin yeterliligi ile ilgili bakilacak gostergeler bir digeri, hata
terimleri ile c¢ok degiskenli kalite vektorlerinin korelasyon matrislerinin
incelenmesidir. Hata terimleri ile ¢ok degiskenli kalite vektorlerinin korelasyon

matrisleri Tablo 4.24 ve Tablo 4.25'dedir.

Tablo 4.24:Kalite Vektorleri Korelasyon Matrisi
r 1 —0.042 0.025 0.054 —0.004 0.065 0.010 T
—0.042 1 0.147 0.207 —-0.028 0.247 0.251
0.025 0.147 1 0.149 0.134 036 0.016
0.054 0.207 0.149 1 —0.003 0412 0.296
—0.004 -0.028 0.134 -0.003 1 0.120 -0.014
0.065 0.247 0.36 0.412 0.120 1 0.378
- 0.010 0.251 0.016 0.296 —-0.014 0.378 1

Tablo 4.25:Hata Terimi Korelasyon Matrisi

1 0.477 0.113 0.543 0.187 0.074 —0.020
0.477 1 0.28 —-0.154 -0.315 0.405 0.010
0.113 0.28 1 0.016 -0.174 0804 —0.182
0.543 -0.154 0.016 1 0.539 -0.174 0.010
0.187 -0.315 -0.174 0.539 1 —0.599 0.046
0.074  0.405 0804 —-0.174 -0.599 1 —0.131

+—0.020 0.010 -0.182 0.010 0.046 -0.131 1

Yukarida yer alan korelasyon matrisleri incelendiginde bazi elementlerin degerleri
arasinda diisiik diizeyde bir iliskinin oldugunu (Alpar, 2012:48) gostermektedir.
Digerlerinin ise hemen hemen bagimsizlik diizeyinde degerlere sahip oldugunu
goriityoruz. Hesaplanan korelasyon katsayilarinin anlamli olup olmadig ile ilgili olarak

yapilan anlamlilik testleri asagida sunulmustur.
Kalite vektorlerinin elemanlari arasindaki korelasyon katsayilari ile ilgili olarak;
Hy: pcurp="0 Ho: Poure =0 coveii i, Hy: pyisp =0
Hy: pcupp #0 Hi:poure FO  oveii Hi: pyisp # 0

Hata terimlerinin elemanlar1 arasindaki korelasyon katsayilar ile ilgili olarak;
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H0: Pcurb= 0 HO: Pcure = O e, H0: PNisp = 0
le Pcuprb *+0 Hl: PcuFe FO e, le PNisb 0

Hem kalite vektorlerinin elemanlar1 arasindaki korelasyon katsayilart hem de hata
terimlerinin elemanlar1 arasindaki korelasyon katsayilar ile ilgili olarak kurulan her bir
hipotez testinin 334 serbestlik dereceli ve 0.05 anlamlilik seviyesinde Z testi ile yapilan
hesaplamalarda, hesaplanan biitiin test istatistiklerinin kritik degerlerden kiiciik degerler
aldig1 ve bu kapsamda H,, hipotezlerinin reddedilemeyecegi yani anlamli bulundugu ve

H, hipotezlerinin kabul edilebilecegi tespit edilmistir.
4.3.10.2. Model Gegerliliginin Kontrol Edilmesi

Regresyon analizinde model gecerliligi, amaclanan calisma ortaminda modelin
basarili bir fonksiyon olup olmadigina karar vermeye yonlendiren bir incelemedir. Bu
kapsamda STTG yontemindeki en kiigiik kareler ile hesaplanan matematiksel modelin
pirin¢ iiretim siireci i¢in uygun bir fonksiyon olup olmadig:i kontrol edilecektir. Bu
kapsamda ilk olarak katsayilarin isaretleri incelendiginde art1 isareti o hurda cinsinden
fazla atilmay1 ve eksi isareti o hurda cinsinden eksik atilmay1 simgelemektedir. Her bir
hurda cinsinden ¢alisanlar sarja hurdalardan eksik veya fazla atabilme kabiliyetine sahip
olmalarindan dolay:1 katsayilarin eksi veya art1 olabilir. Dolayisiyla bu incelemenin,
kurulan modelde ¢ok anlamli olmadig1 goriilmiistiir. Modelin yeterliligi ile ilgili olarak
diger bir kistas modeldeki STTE’ler arasindaki VIF degerlerine bakmaktir. Modelin
yeterliligi ile ilgili olarak coklu baglanti problemi incelendiginde, c¢oklu baglanti
problemi ortadan kaldirildigindan, yani VIF degerlerinin 5 ile 10 degerleri arasinda
oldugundan dolay1 bu kriterlere gore modelin piring iiretim siireci agisindan gegerli bir
model olduguna karar verilir. Kurulan modelin amaci kestirim olmadigindan dolay1 s6z
konusu modelin gegerliligin kontrolii i¢in yapilmasi gereken diger kontrollerden yeni
gozlem verisi toplama ve modelin kestirim i¢in test edilmesi ve verileri yariya bolme

islemleri bu ¢calismada yapilmamustir.
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4.3.11. STTG Katsayllarinin I, MR, EWMA ve Hotelling 77 Kontrol

Grafikleri ile izlenmesi

STTG katsayilarinin hesaplanmasi amaciyla R dilinde yapilan kodlamalar
Ek 11°dedir. Bu kodlar ile Faz I ve Faz II i¢in elde edilen degerler ise Ek 12°de ve
Ek 13’de yer almaktadir. STTG katsayillarinin STTG katsayilarinin  kontrol
grafiklerinde izlenebilmesi i¢in Oncelikle tek degiskenli normallik varsayimini
saglamasi gerekmektedir. Bu kapsamda her bir katsay1 i¢in olusturulan Q-Q normallik

grafikleri Grafik 4.8'dedir.
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Grafik 4.8:STTG Katsayilar1 I¢in Olusturulan Q-Q Grafikleri
Grafikler incelendiginde STTG katsayilarinin {iglinciisii hari¢ digerlerinin bir
cizginin etrafinda uygun sekilde dagilim gostermesinden dolayr normal dagildig:
sOylenir. Ancak ii¢lincii STTG katsayisinin ise normal dagilim gdstermesi icin log
dontisiim uygulanmis ve tekrar Q-Q grafigi cizilerek normal dagilim gosterdigi teyit
edilmistir. Miiteakiben katsayilarin ¢ok degiskenli normallikle ilgili gerekli kontroller
yapilmis ve katsayilarin ¢ok degiskenli normal dagildig: teyit edilmistir.
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4.3.11.1. I ve MR Kontrol Grafikleri ile izlenmesi;

4.3.11.1.1. Faz I (I Kontrol Grafikleri)

STTG katsayilarinin Faz I asamasi i¢in diizenlenen / kontrol grafikleri ve bu
kontrol grafiklerinde tespit edilen kontrol dis1 sinyaller, Ek 14'dedir. I kontrol grafiginin
Faz 1 asamasindan elde edilen ve Faz II asamasi esnasinda kullanilacak STTG

katsayilarinin ortalama degerleri ile standart sapma degerleri ise Tablo 4.26'dadur.

Tablo 4.26:STTG Katsayilar i¢in 7 Kontrol Grafigi Faz I Asamas1 Parametreleri

571, 0.1683 Xz, 1.1213

521, 0.081035 Xz, 0.04584
5744 0.00001 X, 0.000016
5214 0.08350 Xz, 0.10361

4.3.11.1.2. Faz I (MR Kontrol Grafikleri)

STTG katsayilarinin Faz I asamasi i¢in diizenlenen MR kontrol grafikleri ve bu
kontrol grafiklerinde tespit edilen kontrol disi sinyaller, Ek 15'dedir. MR kontrol
grafiginin Faz | agamasindan elde edilen ve Faz II asamasi esnasinda kullanilacak STTG

katsayilarinin standart sapma degerleri ise Tablo 4.27'dedir.

Tablo 4.27:STTG Katsayilar1 i¢in MR Kontrol Grafigi Faz I Asamas1 Parametreleri

S2., 0.15005
Sz., 0.08103
Sz.4 0.000012
S714 0.101882

4.3.11.1.3. Faz II (I ve MR Kontrol Grafikleri)

4.3.11.1.3.1. Birinci STTG Katsayis1 (Z,,)

I Chart of Z21 Moving Range Chart of Z21
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Grafik 4.9:Birinci STTG Katsayisi (Z,;) Igin Diizenlenen I ve MR Kontrol
Grafiklerinin Faz II Asamalari
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Degerlendirme:

Birinci STTG katsayis1 ile ilgili dizayn edilen I ve MR kontrol grafikleri
Grafik 4.9°da yer almaktadir. [ kontrol grafigi incelendiginde, 51 adet kontrol dist
sinyalin, MR kontrol grafigi incelendiginde, 72 adet kontrol dis1 sinyalin oldugu tespit
edilmistir. Her iki kontrol grafigi ortak olarak degerlendirilecek olunursa iki dénemde
sarjin i¢ine bu hurda grubundan eksik atildig1 seklinde bir degerlendirmeye gidilebilir.
Kontrol dis1 durumlar ile ilgili olarak yorumlar, s6z konusu katsay1 i¢in dizayn edilen

EWMA kontrol grafiginin durumuna bakilarak miisterek olarak yapilmistir.

4.3.11.1.3.2. ikinci STTG Katsayisi (Z,;)

I Chart of Z22 Moving Range Chart of Z22
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Grafik 4.10:ikinci STTG Katsayis1 (Z,,) I¢in Diizenlenen I ve MR Kontrol
Grafiklerinin Faz II Asamalari

Degerlendirme:

Ikinci STTG katsayis1 ile ilgili dizayn edilen I ve MR kontrol grafikleri
Grafik 4.10°da yer almaktadir. 7 kontrol grafigi incelendiginde, 10 adet kontrol dis1
sinyalin, MR kontrol grafigi incelendiginde, 54 adet kontrol dis1 sinyalin oldugu tespit
edilmistir. Her iki kontrol grafigi ortak olarak degerlendirilecek olunursa rastgele
zamanlarda ve az sayida kontrol dis1 sinyalin oldugu tespit edilmistir. Kontrol dis1
durumlar ile ilgili yorumlar, s6z konusu katsayr i¢in dizayn edilen EWMA kontrol

grafiginin durumuna bakilarak miisterek olarak yapilmistir.
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4.3.11.1.3.3. Uciincii STTG Katsayisi (Z,3)

I Chart of Z23
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Grafik 4.11:Ugiincii STTG Katsayisi (Z,3) i¢in Diizenlenen I ve MR Kontrol
Grafiklerinin Faz II Asamalar1

Degerlendirme:

Ugiincii STTG katsayis1 ile ilgili dizayn edilen I ve MR kontrol grafikleri

Grafik 4.11°de yer almaktadir. 7 kontrol grafigi incelendiginde, 169 adet kontrol dis1

sinyalin, MR kontrol grafigi incelendiginde, 205 adet kontrol dis1 sinyalin oldugu tespit

edilmistir. Her iki kontrol grafigi ortak olarak degerlendirilecek olunursa bu hurda

grubundan sarjin i¢ine devamli olarak fazla atildigi seklinde bir degerlendirmeye

gidilmistir. Hata kaynagina yonelik olarak yapilan inceleme neticesinde ise bu hurda

grubunda bulunan hurdalarin ufak parcalara ayrilamamasindan kaynaklandigi tespit

edilmis ve bu hurdalarin dokiimhaneye giden araca tam sigamadig goriilmiistiir.

Grafiginin son boliimlerinde ise hi¢ kontrol dis1 sinyalin olmamasinin nedeni ise ayni

grupta aymi 6zellikleri tasiyan baska hurda cinsinin kullanilmasindan dolay1 kontrol dis1

sinyalin meydana gelmemesine neden olmustur.

4.3.11.1.3.4. Dordiincii STTG Katsayis1 (Z,4)

I Chart of Z24
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Grafik 4.12:Dérdiincii STTG Katsayis1 (Z,4) I¢in Diizenlenen I ve MR Kontrol
Grafiklerinin Faz II Asamalari
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Degerlendirme:

Dordiincii STTG katsayisi ile ilgili dizayn edilen I ve MR kontrol grafikleri
Grafik 4.12°de yer almaktadir. 7 kontrol grafigi incelendiginde, 31 adet kontrol dis1
sinyalin, MR kontrol grafigi incelendiginde, 37 adet kontrol dis1 sinyalin oldugu tespit
edilmistir. Her iki kontrol grafigi ortak olarak degerlendirilecek olunursa bu hurda
cinsinden sarj icine genel olarak eksik atilma durumunun olustugu tespit edilmistir.
Kontrol dis1 durumlar ile ilgili olarak yorumlar, sz konusu katsay1 i¢in dizayn edilen

EWMA kontrol grafiginin durumuna bakilarak miisterek olarak yapilmistir.
4.3.11.2. EWMA Kontrol Grafigi ile izlenmesi

STTG katsayilarinin izlendigi / ve MR kontrol grafiklerine bakildiginda izlenen
degiskenlerde kaymalarin biiylik oldugu ancak kontrol sinirlarina oldukca yakin fazla
degerlerinde oldugu tespit edilmistir. Kontrol smirlarina yakin olan degerlerin
davraniglarin1 tam olarak tespit etmek ve ufak kaymalarinda durumlarini tam olarak
gormek maksadiyla s6z konusu katsayillarin EWMA kontrol grafikleri ile izlenmeye
ihtiyag duyulmaktadir. Dolayisiyla katsayilarin ¢ok degiskenli kontrol grafiklerinde
izlemeden oOnce ve ¢ok degiskenli kontrol grafiginde meydana gelen kontrol disi

sinyalleri daha iyi yorumlamak i¢in katsayillar EWMA kontrol grafikleri ile izlenmistir.
4.3.11.2.1. Faz I

STTG katsayilarinin Faz 1 asamasi i¢in diizenlenen EWMA kontrol grafikleri,
Ek 16'dadir. EWMA kontrol grafiginin Faz I asamasindan elde edilen ve Faz I asamas1
esnasinda kullanilacak STTG katsayilarinin ortalama degerleri ile standart sapma
degerleri Tablo 4.28'dedir.

Tablo 4.28:STTG Katsayillarinin EWMA Kontrol Grafigi'nin Faz 1 Asamasi
Parametreleri

Sz, | 0.30236 | X | 1.04579
Sz, | 0.0810 | Xz, | 0.04584
Sz, | 0.0704 | Xz, | 0.0495

Sz, | 011192 Xg, |0.076048
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4.3.11.2.2. Faz 11

4.3.11.2.2.1. Birinci ve ikinci STTG Katsayilar (Z,; ve Z;)

EWMA Chart of Z21 EWMA Chart of Z22

UCL=1.348 015 T T
. 5 1 n UCL=0.1268

1 X-00458

LCL=0.743

LCL=-0.0352

1 34 67 100 133 166 199 232 265 208 331 1 34 67 100 133 166 199 232 265 298 331
Sample Sample

Grafik 4.13:Birinci ve Ikinci STTG Katsayilar1 (Z,; ve Z,,) Igin Diizenlenen EWMA
Kontrol Grafiklerinin Faz II Asamasi

Degerlendirme:

Birinci ve ikinci STTG katsayilar1 (Z,1 ve Z;,) icin dizayn edilen Grafik 4.13°de
yer alan EWMA kontrol grafikleri incelendiginde, birinci STTG katsayis1 kontrol
grafiginde 14 adet ve ikinci STTG katsayist kontrol grafiginde ise ii¢ adet kontrol dis1
sinyalin oldugu tespit edilmistir. Kontrol dis1 sinyaller ile ilgili olarak hata kaynaginin
tespitine yonelik olarak yapilan inceleme sonucunda, ikinci STTG katsayist kontrol
grafiginde farkli zamanlarda az sayida meydana gelen kontrol dis1 sinyallerin personel
hatasindan (¢alisan personelin dikkatsizligi ve isine gerekli 6zen vermemesinden)
kaynaklandigi, birinci STTG katsayis1 kontrol grafiginde ise belli donemlerde olusan
kontrol dis1 sinyallerin ise tartinin ariza yapmasindan (birinci kontrol disi sinyal
grubunun hata kaynagi) ve personel hatasi ile kullanilan hurda cinslerinden (ikinci
kontrol disi sinyal grubunun hata kaynagi) kaynaklandig1 degerlendirilmistir. Ancak bu
donemlerde birinci STTG katsayisini temsil eden hurda grubunda belirlenen dénemde
eksik atilma durumu ile karsi karsiya gelindigi ve MS 58 cinsi piring iiretimine neden

olan bilinen hata kaynagi olarak karsimiza ¢ikmustir.
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4.3.11.2.2.2. Uciincii ve Dordiincii STTG Katsayilar (Z,3 ve Z54)

EWMA Chart of Z23 EWMA Chart of Z24
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Grafik 4.14:Uciincii ve Dordiincii STTG Katsayilar1 (Z,3 ve Z,,) Igin Diizenlenen
EWMA Kontrol Grafiginin Faz II Asamasi

Degerlendirme:

Uciincii ve dordiincii STTG katsayilar1 (Z,3 ve Z,,) icin dizayn edilen Grafik
4.14’de yer alan EWMA kontrol grafikleri incelendiginde, birinci STTG katsayisi
kontrol grafiginde 204 adet ve ikinci STTG katsayis1 kontrol grafiginde ise 43 adet
kontrol dis1 sinyalin oldugu tespit edilmistir. Kontrol dis1 sinyaller ile ilgili hata
kaynagmin tespitine yonelik olarak yapilan inceleme sonucunda, doérdiincii STTG
katsayis1 kontrol grafiginde belli donemlerde olusan kontrol disi sinyallerin tartinin
ariza yapmasindan (birinci kontrol disi sinyal grubunun hata kaynagi) ve personel
hatas1 ile kullanilan hurda cinslerinden (ikinci kontrol dist sinyal grubunun hata
kaynagi), tglinci STTG katsayis1 kontrol grafiginde ise bu hurda grubunda bulunan
hurdalarin ufak parcalara ayrilamamasindan kaynaklandigi degerlendirilmistir. Ancak
bu déonemlerde dordiincii STTG katsayisini temsil eden hurda grubunda eksik ve tigiincii
STTG katsayisini temsil eden hurda grubunda ise fazla atilma durumu ile kars1 karsiya
gelindigi ve istenilen 6zeliklerde MS 58 cinsi piring iiretilememesine neden olan bilinen

hata kaynagi olarak karsimiza ¢ikmustir.

4.3.11.3. STTG Katsayllarimn I, MR ve EWMA Kontrol Grafikleri ile

Izlenmesi Sonucunda Elde Edilen Sonuclar

Birinci STTG katsayinin izlendigi / ve MR kontrol grafiklerinde hurdalarin eksik
ve fazla atildig1 ancak eksik atilma miktarinin fazla atilma miktarina gore fazla oldugu
goriilmektedir. Ancak yorumlama konusunda durum ile ilgili net karara varmak icin

kesinlik saglayacak bilgiler elde edilememektedir. Ancak EWMA kontrol grafigine
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bakildiginda eksik atilma durumu ile hangi donemlerde bu durumun netlestigi net olarak
goriilmektedir. Konuyla ilgili olarak piring iiretim siirecinde o esnada gorevli kalite ve
siire¢ uzmanlari ile yapilan arastirmalar neticesinde donemsel olarak eksik atilan hurda

grubunun eksik atilmasinin nedeni olarak tartidan kaynaklandig: tespit edilmistir.

Ikinci STTG katsaymin izlendigi her {i¢ kontrol grafigi birlikte
degerlendirildiginde bu hurda grubunda daha ¢ok personelin anlik hatasindan
kaynaklandig1 degerlendirilen ¢ok az sayida biiyiik kaymalarin meydana geldigi tespit
edilmis ve siireci etkileyecek herhangi bir 6zel nedenin bulunmadigi diisiinilmiistiir.
Konuyla ilgili olarak piring iiretim siirecinde o esnada gorevli kalite ve siire¢ uzmanlari
ile yapilan arastirmalar neticesinde Ongoriillen degerlendirmenin dogru oldugu teyit

edilmistir.

Ugiincii STTG katsaymin izlendigi I ve MR kontrol grafiklerinde hurda
gruplarinda biiylik kaymalar tespit edilmis ancak yorumlama konusunda net bilgiye
ulagilamamistir. Ancak EWMA kontrol grafiginde ise 100-130 sayili hurda grubunda
eksik atilma tespit edilmis ve zamanla siirecte alinan tedbirler geregi siirecin kontrol
altina alindig1 diisiiniilmektedir. Konuyla ilgili olarak piring {iretim siirecinde o esnada
gorevli kalite ve siire¢ uzmanlart ile yapilan arastirmalar neticesinde kontrol dist
durumun terazinin 50-100 nolu 6l¢iimlerde bir ariza geldigini ve ancak yanlis teshis
sonunda tadilattan dolay: tartida daha biiyiik bir ariza meydana geldigi belirtilmistir.
Tartida meydana gelen bu biiyiikk ariza nedeniyle ve gorevli personelin hatasindan

dolay1 bu hurda grubundan eksik atildig1 belirtilmistir.

Doérdiinci STTG katsayinin izlendigi / kontrol grafiginde bazi donemlerde bu
hurda grubunun eksik atildig1 goriilmektedir ancak donemler tam olarak belirgin
degildir. MR kontrol grafiginde ise kontrol dis1 sinyallerin eksik atildigi donemler daha
belirgindir. Ancak EWMA kontrol grafiginde ise kontrol dis1 sinyaller diger kontrol
grafiklerine gore hem daha belirgin hale gelmekte ve hem de hurdalarin hangi donemde
eksik atildigr kesin olarak daha iy1 goriilmektedir. Yapilan inceleme sonucunda eksik
atilma donemi olarak birinci STTG katsayilariin izlendigi 50-100 nolu 6l¢iimlerde ayn
zamanda meydana gelmis olmasindan dolayr bu eksik atilma nedeninin tartidan
meydana gelmis oldugu sonucuna ulagilmistir. Ulasilan bu sonug goérevli personel ile

yapilan arastirma neticesinde teyit edilmistir.
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4.3.11.4. Hotelling T2 Kontrol Grafigi ile izlenmesi
4.3.114.1. Faz 1

STTG katsayilarinin es zamanli olarak Hotelling 77 kontrol grafigi ile
izlenmesinde Faz I asamasinda her bir katsayiya ait 50 adet sayisal deger kullanilmistir.
Hotelling 72 kontrol grafiginin Faz I asamasi elde edilen kontrol grafikleri Ek 17°dedir.
Bu grafiklerden elde edilen parametreler diger kontrol grafiklerinde agiklandig1 gibi Faz
IT asamasinda kullanilacaktir. Bu kapsamda Hotelling 72 kontrol grafiginin Faz I
asamasinda elde edilen ortalama vektorii, varyans-kovaryans matrisi ile korelasyon
matrisi asagida Tablo 4.29'de verilmistir.

Tablo 4.29:Hotelling 72 Kontrol Grafigi Faz I Asamasi Ortalama Vektorii, Varyans-
Kovaryans Matrisi ile Korelasyon Matrisi

Xy, 1.141
5 - )_(Zu L 0.0539
Xz.51 10.0813
Xz 101060
0.065082 —0.00260 —0.00864 0.001087
7-|—0.00260 0.006472 0.001508 —0.00538
—0.00864 0.001508 0.014158 —0.00178
0.001087 —0.00538 —0.00178 0.007507
1 —0.127 —0.285 0.049
Ro|— 0.127 1 0.158 —0.772
“1-0.285 0.158 1 —0.173
0.049 —0.772 -0.173 1
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4.3.11.4.2. Faz I1
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Grafik 4.15:STTG Katsayilar1 I¢in Diizenlenen Hotelling 72 Kontrol Grafiginin Faz I1
Asamasi

Degerlendirme:

STTG katsayilar icin diizenlenen Hotelling T? kontrol grafiginin Faz II asamasi
gosterimi  Grafik 4.15’de yer almaktadir. STTG katsayilarinin es zamanli olarak
Hotelling 77 kontrol grafigi ile izlenmesinde sonucunda 54 adet kontrol dis1 sinyal tespit
edilmistir. Bu sinyallerin yorumlanmas1 hususu ile ilgili daha 6nceki boliimlerde de
aciklandig1r gibi ¢esitli arastirmacilar tarafindan ortaya konmus yollarin bulundugu
belirtilmistir. Dolayisiyla tek degiskenli kontrol grafiklerinden yararlanilabilecegi gibi
kontrol grafiklerinde olusan Orilintii sekillerinin taninmas1 ile de yapilabilir.
Grafik 4.15°de yer alan Hotelling 72 kontrol grafigi incelendiginde 20 ile 54 nolu 72
sinyallerinin yukar1 egim oriintii tipini olugturdugu goriilmektedir. Konu ile ilgili olugan
oriintii tipinin grafiksel gosterimi Grafik 4.16'da ve sayisal degerleri ise Tablo 4.30'da

yer almaktadir.
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Grafik 4.16:STTG Katsayilari I¢in Diizenlenen Hotelling 72 Kontrol Grafiginde Olusan
Yukar1 Egim Oriintii Tipi

Tablo 4.30:STTG Katsayilarmin Izlendigi Hotelling 72 Kontrol Grafiginde Tespit
Edilen Yukar1 Egim Oriintii Tipi 72 Degerleri

TZO T21 T22 T23 T24 TZS T26 T27 T28 T29 T30 T31 T32 T33 T34— T35 T36 T37 T38

6.38 1.61 1.48 2.21 3.06 4.85 6.04 40.1 7.26 4.08 3.48 5.54 9.6 6.75 3.21 8.64 3.2 3.64 17.1

T3 9 T4 0 T4- 1 T4- 2 T4 3 T4-4- T4 5 T4 6 T4- 7 T4 8 T4 9 TS 0 TS 1 TS 2 TS 3 TS 4

4.64 5.51 6.71 149 18.3 96.3 12.3 6.31 4.08 61.8 2.95 163 117 393 3.81 5.06

Bu 0riintii tipinin yorumlanmasinda tek degiskenli kontrol grafiklerinde tespit
edilen tipik Oriintiilerde oldugu gibi siire¢ uzmanlarinin deneyimleri ile literatiirde yer
alan arastirmalar kullanilmistir ve bu konu ile ilgili yapilan literatiir arastirmasi birinci
boliimde yer almaktadir. Dolayisiyla bu ¢alismada tespit edilen bu 6riintii tipinin olusma
nedeni ise birinci ve dordiincii STTG katsayilarin yani bu grupta yer alan hurda
cinslerinin sarja fazla atilmasindan ve bir ve dort nolu hurda grubunun fazla atilmasina
neden olan faktoriinde personel hatasindan ve yorgunlugundan kaynaklandigi sonucuna
ulasilmistir. Bu esnada fabrikada iiretim siirecinde olusan bu Oriintii tipinin taninmasi
maksadiyla objektif bazi yontemlere ihtiya¢ duyuldugu ogrenilmistir. Dolayisiyla

calisma bu talep dogrultusunda arastirmalara devam edilmistir.
Literatiirde yapilan inceleme neticesinde Oriintii tanima sistemleri olarak;
- Istatistiksel riintii tanima sistemi,
- Yapisal oriintli tanima sistemi,

- Zeki tekniklerle oOriintii tanima sistemi olmak flizere ii¢ tiirlii yaklasimin

bulundugu tespit edilmistir.
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Istatistiksel oriintii tamima sisteminde, siniflama algoritmalar istatistiksel
analiz tizerine kurulur. Ayni sinifa ait Oriintiiler, istatistiksel olarak tanimlanan benzer
karakteristiklere sahiptirler. Bu yontemde, 6zellik olarak nitelendirilen karakteristik
Olctimler giris Oriinti Orneklerinden ¢ikarilir. Her Orintii bir o6zellik vektorii ile

tanimlanir (Tirkoglu, 2016).

Yapisal oriintii tanima sisteminde, verilen bir oriintii, sekilsel yapidan temel
karakteristik tanimlanmaya indirgenir. Genel olarak yapisal yontemde daha basit alt
Oriintliler karigik Oriintlilerin hiyerarsik tanimlamalarini formiile eder ve her Oriintii,

bilesenlerinin bir kompozisyonu olarak ele alinir (Tiirkoglu, 2016).

Oriintii tanima sistemi, eger dnceden dgrendiklerini akilda tutabilecek bir hafizaya
sahip, genelleme, belirli hata toleransi ile karar verebilme yeteneklerini igeriyorsa, bu
Oriinti  tanima sistemi zeki tekniklerle oriintii tammma sistemi olarak
tanimlanmaktadir. Bu sistemler, 6grenme tabanli olup, karar asamasinda ge¢mis
tecriibelerinden sonug¢ tlretmektedirler. Giinimiizde, zeki tekniklerle Oriintii tanima

sistemleri genellikle YSA merkezli olarak gelismektedir (Tiirkoglu, 2016).

Tespit edilen bu Oriintii tipi bundan sonraki bdliimlerde kullanilacak YSA Oriintii
tantyict olarak kullanilan ag modellerinin gegerliliginin test edilmesinde sentetik

verilerden sonra kullanilacaktir.

4.3.11.5. STTG Yonteminin Hata Terimlerinin Karelerinin EWMA Kontrol

Grafigi ile izlenmesi ve Normallik Kontrolii

So6z konusu matematiksel modelin hata terimlerinin bagimsizlig: ile normalliginin
kontrol edilmesi amaciyla Barton ve Gonzalez-Barreto (1996) tarafindan yapilan
caligma da, hata terimlerinin karesinin (|e4) normal dagilima uyup uymadigmimn kontrol
edilmesi ve soz konusu degerlerin tek degiskenli EWMA kontrol grafigi ile takip
edilmesi gerektigi yer almaktadir. Bu kapsamda baslangigta kurulan her bir regresyon
denkleminde ilk olarak 7 adet hata degerleri bulunmus, her bir hata degerlerinin kareleri
alinarak toplanmis ve en sonunda 334 adet hata terimlerinin karesi (|e?|) degerleri elde
edilmistir. Bu degerlerin normallik kontrolii olasilik grafigi ile yapilmis ve EWMA
kontrol grafigi ile takip edilmistir. Bu degerlerle ilgili olarak kurulan EWMA kontrol
grafigi Grafik 4.17'de ve olasilik grafigi ise Grafik 4.18'de yer almaktadir.
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Grafik 4.17:|e?| Degerlerinin EWMA Kontrol Grafigi ile izlenmesi
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Grafik 4.18:|e?| Degerlerinin Olasilik Grafigi ile Normallik Kontrolii

Grafikler incelendiginde |e?| degerlerinin bazi durumlarda EWMA kontrol
grafiginde kontrol sinirlariin disinda oldugu ve normal dagilim gdstermedigi
gorilmektedir. Ancak bu degerler gercek verilerden olusmasindan dolay: karsilasilan bu
durumlar g6z ard1 edilebilir ve s6z konusu matematik modelin piring iiretim siirecinden

elde edilen verilere uydugu sdylenebilir.

Ancak hata terimi vektorii biitiin siireclerde her zaman &;~N(0,6?) ve ii.d.
olmayabilir. Daha genel diisiiniildiigiinde regresyon yontemiyle A hata matrisindeki
siitunlarla modellenen 6zel nedenlerin etkisi kalite vektoriinden arindirilsa bile geriye
kalan hata vektoriinliin bagka 6zel ve genel nedenlerden etkilenmis olabilecegi de
degerlendirilmelidir. Boyle durumlarda siire¢ tabanli temel gosterimleri yontemi ile
ilgili lineer model x=Az+e e~(0,0°) ve b.0.d. yerine x;= Az+& z~N(uy2,) ve
g;~(0,%,) olacaktir. Ikinci modele bakildiginda siire¢ tabanli temel gdsterimleri
katsayilarinin {izerinde hata teriminde bulunan kovaryansin etkisi vardir. Boyle

karsilagilan durumlar i¢in STTG yonteminde yer alan ikinci matematiksel modelde
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parametrelerin elde edilmesinde en kiigiik kareler yontemi yerine genellestirilmis en

kiigiik kareler yontemi uygulanabilir.

4.3.12. Yapay Sinir Aglar1 Yaklasimi ve Hotelling 72 Kontrol Grafigi ile

izlenen Siire¢ Tabanh Temel Gosterim Katsayillarimin Yorumlanmasi

Son yillarda ¢ok degiskenli kontrol grafiklerinde kontrol dis1 sinyallerin
yorumlanmasinda kullanilan en 6nemli yontemlerden biri YSA modelleridir. YSA
modelleri; girdi ve ¢ikti degiskenleri arasinda herhangi bir 6n bilgiye ve varsayima

gerek duymadan tahminleme ve siniflandirma yapabilmektedir.

Calismanin bu boliimiinde, Hotelling 72 kontrol grafigi ile izlenen STTG
katsayilarinin olusturdugu oriintii tipinin YSA yaklasimi ile siniflandirilmasinin nasil
yapildig1 gosterilmeye calisilmistir. Bir siirecteki kalite karakteristiklerin Hotelling 77
kontrol grafigi ile izlendigi durumlarda olusan Oriintii tipleri ile ilgili teorik bilgiler,

calismanin 1. bolimiinde verilmistir.
4.3.12.1. Yapay Sinir Ag1 Modelinin Secilmesi

Literatiir incelendiginde YSA modellerinin hem tek degiskenli, hem de ¢ok
degiskenli kontrol grafiklerinde genel olarak;

- Oriintii tanima,
- Kontrol dis1 sinyalin tespiti,
- Hata kaynaginin teshisi,

- Kaymanin biiylikligiiniin tespiti konular1 ile ilgili kullanmildig1i tespit

edilmistir.

Cok degiskenli kontrol grafiklerinde literatiirde yaygin olarak kullanilan bir ¢ok
YSA modeli bulunmaktadir. YSA modelleri ile ilgili gruplama cesitli arastirmacilar
tarafindan da gesitli isimler altinda yapilmaktadir. Bu kapsamda Masood ve Hassan

(2010) tarafindan yapilan gruplandirma Tablo 4.31'de sunulmustur.
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Tablo 4.31: YSA'larin Kalite Kontrol Grafiklerinde Kullanima Go6re Siniflandirilmasi

Genel Yapi Aciklama
Izole edilmis/genellestirilmis | - Izole edilmis/genellestirilmis YSA'lar, biitiin
YSA tanimlayici orlintiileri tanimlamak i¢in dizayn edilmis genel YSA
(isolated/generalized ANN modelleridir. Calismada kullanilacak iki YSA'dan
recognition) biri olan ¢ok katmanli YSA tipi bu siifa girmektedir.
Ozellestirilmis YSA - Ogzellestirilmis YSA'lar sadece bir cins oriintiiniin
tanimlayici tanimlanmasi i¢in dizayn edilmis YSA modelleridir.
(specialized ANN Her bir Oriintii tipi i¢in ayn1 veya farkli YSA
recognition) mimarileri kullanilabilir.

- Bazi durumlarda ¢oziilecek olan problem kendi
icinde, daha ufak modiillere ayrilir. Her modiilde
problemin bir pargasi ¢oziilir. Bu kapsamda her
modiil i¢in ayr1 bir YSA egitilir. Her modiile yonelik

?:Iif:llllz;ﬁ?klu YSA olarak o6zel olarak tasarlanmis bir 6zel YSA
. tanimlayicis1 modiiler/coklu YSA olarak adlandirilir.
iZOOZZé?;:;ultlp £ ANN Calismada kullanilacak iki YSA'dan digeri ise

modiiler YSA tipi olup bu siifa girmektedir.

- Son  karara,  biitin modiillerin  ¢iktilar
birlestirilerek ulasilir. Modiillerde Oriintii tipi icin
ayn1 veya farkli YSA mimarileri kullanilabilir.

Hibrit, entegre edilmis, sinerji
yaratan, birlestirilmis,
toplanmis YSA tanimlayici
(hybrid, integrated, synergy,
combination, composite ve
ensemble ANN recognition)

Cok asamali/kademeli YSA

- Kompleks problemleri ¢6zmek i¢in birbirinin
tamamlayan birden fazla YSA tanimlayici kullanilir.
- Hedef, farkli tanimlayicilar tarafindan c¢oziime
ulastirilmis problemin en 1yi ¢6ziimiinii bulmak ve
performansin artirilmasidir.

- Ardarda gelen durumlart formiile etmek
maksadiyla birden ¢ok YSA tanimlayicilar

tanimlayici wullanilie

(multi-stage, cascade ANN . .

recognition) - Bir tanimlayicinin ¢iktist diger tanimlayicinin
girdisidir.

Kontrol grafiklerinde yaygin olarak kullanilanlarin YSA modelleri asagida

siralanmastir.

- Cok katmanli YSA modeli (Anagiin, 1998; Barghash ve Santarisi, 2004;
Guh, 2010; Guh, Zorriassatine, Tannock ve O’Brien, 1999; Kiran, Devi ve Lakshmi,
2010; Masood ve digerleri, 2008; Hassan, Nabi Baksh, Shaharoun ve Jamaluddin, 2003;
Niaki ve Abbasi, 2008; Perry, Spoerre ve Velasco, 2001; Sagiroglu, Besdok ve Erler,
2000),

- Dogrusal vektor kuantizasyon YSA modeli (Yilmaz ve Yiicel, 2015),
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- Cok katmanli YSA modeli ile dogrusal vektdr kuantizasyon YSA modeli
(Gauri, 2010; Guh ve Shiue, 2008; Pham ve Oztemel, 1993),

- Kendi kendini diizenleyen harita YSA modeli (Cheng ve Cheng, 2008),
- Olasilik sinir ag1 YSA modeli (Wu, 2010),

- Cok katmanli YSA modeli ile olasilik sinir ag1 YSA modeli (Leger, Garland
ve Phoehlman, 1996),

- Cok katmanlt YSA modeli ile sezgisel teknikler (Pham ve Wani, 1997),
- Modiiler YSA modeli (Cheng, 1997),
- Cok katmanlt YSA modeli ve karar agaclar1 (Gauri ve Chakraborty, 2008),

- Cok katmanli YSA modeli ve bayes siniflandirict (Olgun ve Ozdemir, 2012)
sayilabilir. Ancak en yaygin olarak kullanilan YSA modeli, ¢ok katmanli YSA
modelidir. Cok katmanli YSA modeli, 06zellikle smiflandirma problemlerinin
coziimiinde oldukg¢a yaygin olarak kullanilmaktadir (Pham ve Oztemel, 1993; Hwarng
ve Hubele, 1993; Cheng, 1995, 1997; Guh, Zorriassatine, Tannock ve O’Brien, 1999;
Guh ve Tannock, 1999; Guh ve Hsieh, 1999; Perry, Spoerre ve Velasco, 2001; Hassan,
Nabi Baksh, Shaharoun ve Jamaluddin, 2003; Al-Assaf, 2004; Al-Assaf ve Assaleh,
2005; Gauri ve Chakraborty, 2006, 2008; Chen ve Wang, 2004).

Calismada kullanilacak olan YSA modelleri, Tablo-4.33'de YSA modelleri
siniflandirmasinda yer alan izole edilmis/genellestirilmis YSA tanimlayict sinifinda

olan ¢cok katmanhh YSA modeli ve modiiler/coklu YSA tanimlayici sinifinda olan

modiiler YSA modelidir.

Cok katmanli YSA modeli, bir 6nceki paragrafta belirtildigi iizere ¢ok katmanli
YSA modelinin smiflandirma problemlerinin ¢oziimiindeki basarisindan  dolay1

sec¢ilmistir. Modiiler YSA modeli ise;

- Modiiler YSA modelinin her bir modiiliinde ¢ok katmanli YSA modellerinin

kullanilmasindan dolay1 karsilastirmanin daha objektif olabileceginden,

- Literatirde Cheng (1997) tarafindan verilerin siiflandirmada problemlerin
coziimiinde modiiler YSA modellerinin diger YSA modellerine gore daha basarili

sonuglar verebilecegini belirtilmesinden,
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- Modiiler YSA yapilari, sistem modelleme, zamana bagli tahmin, siniflandirma

ve filtreleme uygulamalarinda basarili bir sekilde kullanilmasindan,

- Sagiroglu, Besdok ve Erler (2003) tarafindan modiiler YSA modellerinin ¢ogu
kez diger YSA algoritmalarinin olumlu cevap vermedigi bir¢ok uygulamalarda ¢6ziim
saglayabildigini belirtmesinden ve modiiler YSA modelinin kontrol grafiklerinde oriintii

tanima ile ilgili yerli ve yabanci literatiirde kullanilmadigindan dolay: segilmistir.

Calisma da kullanilan ¢ok katmanli YSA modeli ile modiiler YSA modeli ile ilgili

detayl bilgiler miiteakip boliimlerde verilmistir.
4.3.12.1.1. Cok Katmanh Yapay Sinir Aglar

Cok katmanli YSA modelleri, hayatin hemen hemen her alaninda Ornekleri
goriilen bir modeldir. Ozellikle miihendislik problemlerinin ¢oziimiinde en cok
kullanilan YSA yapisidir. Birgok 6grenme algoritmasi, ¢cok katmanli YSA modelini
egitmede kullanilmaktadir. Dolayisiyla bu durum ¢ok katmanli YSA modellerinin
yaygin kullanilmasia sebep olmustur. Cok katmanli YSA modelleri siniflandirma,
tahmin etme, tanima, yorumlama ve teshis etme problemlerinde basarili bir sekilde
kullanilmaktadir. Bu kapsamda, ¢ok katmanli YSA modellerinin proses kontroliinde,
proseslerin kalite kontroliinde ve prosesin ¢alismasi sirasinda prosesin davranisini
siirekli gozetleyerek anormal davranmiglart olmasi durumunda operatorleri uyarmada

kullanildig1 goriilmektedir (Oztiirk, 2012).

Ayrica, ¢cok katmanli YSA modelleri, dogrusal olmayan problemlerin ¢ézlimiinde
kullanilmaktadir. Bu modeller, bir giris, bir veya daha fazla gizli ve bir c¢ikis
katmanindan olusmaktadir. Her katmanda bir veya daha fazla ndron bulunabilir.
Katmanlardaki néronlarin hepsi bir 6ndeki katmandaki noronlarin hepsine baglhidir. Cok
katmanli YSA modellerinde bilgi akis1 ileriye yonelik olup geriye doniik degildir. Cok
katmanli YSA modelinin basit bir gosterimi Sekil 4.10'da gosterilmistir.
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Sekil 4.10:Cok Katmanli YSA Modelinin Basit Gosterimi

Cok katmanli YSA modellerinin giris katmaninda bulunan néronlarda herhangi
bir islem yapilmaz. Dis diinyadan veya baska bir sinir agindan gelen girisler aynen gizli
katmana iletilir. Islem gizli katman ile ¢ikis katmaninda yapilir. Cok katmanli YSA
modellerinde ka¢ adet gizli katman ve bu gizli katmanlarda ka¢ adet noéronun
bulunacagi deneme ve yanilma yontemi ile bulunur (Rumelhart ve McClelland, 1986).
Girig katmani ile ¢ikis katmanindaki ndron sayisi ise problemin durumuna gore

sekillenir.

Cok katmanli YSA modellerinde danismanli 6grenme yontemi kullanilir. Yani
aga giris olarak bir 6rnek gosterilir ve nasil bir sonug iiretecegi bildirilir. Kullanilan
egitme algoritmasina gore, agin ¢ikisi ile arzu edilen ¢ikis arasindaki hata tekrar geriye
dogru yayilarak hata minimize edilinceye kadar agin agirliklar1 degistirilir. Dolayistyla
bu aga hata yayma ag1 da denmektedir. Cok katmanli YSA modelleri, literatiirde en

fazla kullanilan YSA mimarilerindendir.

Cok katmanli YSA modellerinin siniflandirma ve Oriintlii tanima problemlerinin
cozlimiinde siklikla kullanildigr belirtilmisti. Ancak belirlenen alanlarda ¢ok katmanh
YSA modellerinin egitiminde literatiirde yapilan aragtirmalar ¢ercevesinde bazi

problemlerin oldugu goriilmistiir. Karsilasilan bu problemler asagida sunulmustur.

- Cok katmanlt YSA modellerinin katmanlarindaki diiglim sayisi, egitime

baglamadan oOnce belirlenmelidir. Secilen diigiim sayis1 smiflama performansini
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dogrudan etkileyecektir. Katmanlardaki diigiim sayisin1 belirleyecek bir yontem de

mevcut degildir.

- Geriye yayillma algoritmasi, ¢ok katmanli YSA modellerinin egitiminde
sikca kullanilmaktadir. Ancak bu egitim algoritmas1t agi, yerel c¢oziimlere

gotiirebilmektedir.

- Geriye yayilma algoritmasi, aynm1 amagcla kullanilan bir¢ok Ogrenme

algoritmasindan yavas kalmaktadir.

- Cok katmanli YSA modellerinin egitiminde diigiim sayisini ihtiyaca gore

biiyiitecek bir mekanizma bulunmamaktadir.

Geri yayilim algoritmasinin zayif yonleri diigiiniilerek, c¢ok katmanli YSA
modellerinin egitiminde baska yontemlerin kullanilmasi ile ilgili ¢esitli arastirmalar

yapilmistir.
4.3.12.1.2. Modiiler Yapay Sinir Ag1

Modiiler YSA modelleri, birden fazla ayni cins veya farkli YSA modellerinden
meydana gelen bir ¢esit birlestirilmis YSA modelidir.

Modiiler YSA modellerinin en 6nemli amaci, yapisal bloklar gibi modiiller

kullanilarak daha biiyiik aglar olusturmaktir.

Modiiler YSA modellerinin en onemli 6zelligi ise agmn tamamen baglantili
olmamasidir. Bu agda, modiiller arasinda kesin bir boliinme yapilamaz. Ancak agin bir
pargast olarak goriinen modiil, kendi i¢cinde tam olarak baglantilidir (Boers ve Kuiper,

1992).

Modiiler YSA modellerinde, tiim modiiller YSA’dir. Modiillerde yer alan YSA
modellerinin yapist monolitik aglardan daha basittir ve kii¢iiktiir. Dolayisiyla bu aglarin
Ogrenmesi tiim ag yapisindan daha kolaydir. Modiiller néronlardan ziyade modiil agina
baghdir. Modiiller, paralel calisan sistemi saglayan kesin seviye i¢in bagimsizdir. Bu
modiiler yaklagim, modiillerin birlikte caligmasina imkan veren kontrol sistemi igin

daima gereklidir.

Modiiler YSA modellerinde temel birimler sinaps bloklari, ndron bloklar1 ve

kontrol blogudur.
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Modiiler YSA modellerinde 6grenme iki asamada meydana gelir. 1k olarak kiiciik
modiillerdeki baglantilar 6grenilir. Daha sonra modiiler baglantilar kurulur. Onceden bir

fonksiyon olarak 6grenilen modiiller ag i¢cinde bagka bir yerde de kullanilabilir.

Modiiler YSA modellerinin yapilari ile ¢oklu veya birlesik YSA (multiple neural
network) modellerinin yapilar1 ¢ogunlukla birbirine karigtirllmaktadir. Coklu veya
birlesik YSA terimi kesin olarak ayristirilmis sistemler i¢in kullanilir. Her bir ag kendi
alaninda bagimsiz olarak calisir. Tek bir ag kendi 6zel isi i¢in olusturulur ve egitilir.
Karar verilirken tek tek aglarin sonuglarina bakilir. Karar sistemi, probleme bagl olarak
diger bir ag veya kural tabanli uzman sistem kullanilarak farkli sekillerde yapilabilir.
Modiiler YSA modellerinin yapilarinda ise modiillerde yer alan her bir YSA modeli
sisteme bagli bir alt sistemin gereklerini yapar ve bu alt sistemlerin birlesimi tiim
sistemi meydana getirir. Coklu ve modiiller YSA modellerinin bazi topolojilerinin

gosterimi Sekil 4.11'de gosterilmistir.
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Sekil 4.11:Coklu ve Modiiler YSA Topolojisi

fleri beslemeli modiiler YSA modelleri, ¢ok katmanli YSA modellerinin 6zel bir
smifidir. Cok katmanli YSA modellerinde katmanlarda bulunan proses elemanlari
arasindaki baglantilar tam baglantilidir. Modiiler YSA modellerinde ise bu baglantilar,
cok katmanli YSA modellerine aksine kismi baglantilidir. Bu yiizden ¢ok katmanli YSA
modelleri ile ayni biiyiikliikte olan modiiler YSA modellerinde daha kiiciik agirlik
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degerleri ile caligilir. Bu durum kullanici agisindan egitim zamanin kisaltir ve egitimde

kullanilmas1 gereken 6rneklem sayisini azaltir.

Literatiirde modiiler YSA modellerinin nasil olusturulacagi ¢ok acik degildir.
Calismada paket program olarak kullanilan NeuroSolution paket programinda dort adet
modiiler YSA topolojisi bulunmaktadir. Bu topolojiler Resim 4.11'de yer almaktadir ve
cok katmanli YSA modelleri ile performans degerlendirmesi karsilagtirilmasinda dort

nolu topoloji kullanilmistir.

T

Resim 4.11:NeuroSolution Paket Programindaki 4 adet Modiiler YSA Topolojisi

NeuroSolution paket programinda modiiler YSA modelleri ile ¢ok katmanli YSA
modellerinin toplama fonksiyonu, transfer fonksiyonu ve 6grenme kurallar1 aynidir. Her
bir modiilde farkli sayida proses elemani ile ayn1 6grenme kurali ve transfer fonksiyonu
kullanilabilecegi gibi ayn1 sayida proses elemani ile farkli 6grenme kurali ve transfer

fonksiyonu da kullanilabilir.
4.3.12.2. Caismada Kullanilacak Veri Seti

Cok degiskenli kontrol grafiklerinde olusan Oriintiilerin tespiti i¢in YSA
modellerinin egitimi ve test agamalar1 i¢in ¢ok sayida ornek oriintii gerekmektedir.
Idealde, oriintiiler icin gdzlem verileri gergek bir iiretim siirecinden alinmalidir. Ancak
pratikte bu durum hem ekonomik olmamaktadir, hem de endiistrilerde biiyiik
miktarlarda gergek verilere ulasilmasi her zaman miimkiin degildir. Karsilasilan bu
problemin c¢coziimii icin literatiirde simiilasyon yolu ile veriler elde edilmektedir.

Literatiirde ¢esitli arastirmacilar (Gauri, 2010; Gauri ve Chakraborty, 2006; Kiran, Devi
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ve Lakshmi, 2010; Masood ve Hassan, 2008; Olgun, 2011; Oztemel, 2012; Perry,
Spoerre ve Velasco, 2001; Sagiroglu, Besdok ve Erler, 2000; Wu, 2010; Yang ve Yang,
2005) kontrol grafiklerinde Oriintii tanima i¢in simiilasyon yoluyla Oriintiiler

olusturmuslardir.

Hotelling 77 kontrol grafiginde olusan dogal olmayan Oriintiiler ile ilgili teorik
bilgiler ¢calismanin 1. boliimiinde verilmistir. Caligmamizda Mason, Young ve Tracy
(1997) tarafindan Hotelling 72 kontrol grafiginde olustugu belirtilen dogal olmayan
Oriintliler olarak asag1 egim, yukar1 egim, asagr kayma, yukari kayma, karisim,
tekrarlayan c¢evrim ve normal olmak iizere yedi c¢esit dogal olmayan Oriintii
arastirilacaktir. S6z konusu oOriintiilerin olusturulmasinda Cheng ve Cheng (2010),
Cheng (1997) ve Guh ve Hsieh (1999) tarafindan Onerilen ve her sekli {ireten
matematiksel fonksiyonlar ve parametreler ile bu fonksiyonlara iligkin R dilinde bu
calisma kapsaminda gelistirilen programda kullanilan parametre degerleri Tablo 4.32'de
gosterilmigtir.

Tablo 4.32:Oriintiileri Ureten Fonksiyonlar, Fonksiyonlara iliskin Parametreler ve
Parametre Degerleri

Oriintii Tipi Ot . Par? metr-e Oriintii Formiilii
Parametreleri Degerleri
Ortalama
Vektorii (Z) 2y v (g
Nl Varyans-Kovaryans U St 2 )
Matrisi (£5)
Asagt Asagi Egim (0) 0=(-0.550<04) T2=(Z-Z)E,(Z;-7)+6%t
Egim sagl Bg =(-0.5=0=-0. £ =(Z-2)27(Z;
‘;;gl;::l Yukar1 Egim (6) 0=(0.4<6<0.5) T2=(Z;-2)2;(Z;-Z) +0%t
< Kayma - _
Asagt Pozyisyonu (u) u=0, u=1 TE=Zr 2)%7(2:°2)
L
Kayma Kayma Miktar1 (&) 2s0=3 uro
Yukan ~ Rayma u=0, u=1 T2=(Z;-2)(Z;-7)
Kavma pozisyonu (u) ¢ ks
y Kayma Miktar1 (&) 2<6<3 it .
Tekrarlayan  periyodik T¢=(Zi-2)27(Z;-Z)
Cevrim e . k=(5.0<k<5.02),
evri degisim degeri (k) 02009 .y 2mt
(Cyclic) Periyot () =0. tkS m(T)
Karisim  Siire¢ dalgalanma T¢=(Z-2)37(Zi-Z)

a=(6.0<a<7.0)

(Mixtures) bityiikliigii (@) +ax(—1)"
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Tablo 4.32 incelendiginde t=(1,...,n) bir oOriintii i¢in olusturulan gézlem verisi
sayisint; th;z stire¢ tabanli temel gosterimleri katsayilarinin ortalama vektoriinii; X,
siire¢ tabanli temel gosterimleri katsayilar1 arasindaki varyans-kovaryans matrisini; 6
parametresi, olusturulacak egilimin hangi araliklarla degisecegini; u katsayisi, kayma
pozisyonunu (bu katsayr kayma pozisyonundan once 0, kayma pozisyonundan sonra 1
degerini almaktadir); &, kayma miktarini; k, periyodik degisim degerini; (), periyot
degerini; a, siire¢ dalgalanma biiytlikliigiinii temsil etmektedir. S6z konusu temsili

degiskenlerin alacagi degerler yukarida yer alan tabloda verilmistir.

T2'nin normal oriintii degerleri hesaplanirken Z ortalama vektdriiniin degerleri
olarak STTG katsayilar1 icin Hotelling 77 kontrol grafigi kurulurken Faz I asamasi
sonunda her bir katsayr icin elde edilen ortalama degerleri yani (1.141, 0.0539,
0.0813, 0.106) degerleri ve X, varyans-kovaryans matrisi olarak yine STTG
katsayilar1 icin Hotelling 72 kontrol grafigi kurulurken Faz I asamasi sonunda elde

edilen varyans-kovaryans matrisi yani,

0.065082 —0.0026 —0.00864 0.001087
R.= —0.0026 0.006472 0.001508 —0.00538
“71-0.00864 0.001508 0.014158 —0.00178

0.001087 —0.00538 —0.00178 0.007507

degerleri kullanilmistir.

YSA modellerinin egitimi, capraz gecerlilikte ve test asamasinda kullanilmak
tizere her Oriintli cinsinden benzetim yolu ile iiretilmis 500 adet veri seti (kalite vektorii)
olmak iizere toplam da 3500 adet veri seti kullanilmigtir. Ayrica, hem ham ve hem de
ozellikli giris verileri i¢in en uygun ¢ok katmanli ve modiiler YSA modelleri se¢ildikten
sonra test i¢in kullanilan benzetim yolu ile iiretilmis olan sentetik verilerin yaninda

gercek veriler de kullanilmistir.

4.3.12.3. Modelde Egitim, Capraz Gecerlilik ve Test Veri Setlerinin Sec¢imi

Asamasi

Calismada kullanilan veri setinin %60'lik boliimii egitim veri seti, %20'lik bolimii

capraz gecerlilik veri seti ve %20'lik boliimii ise test veri seti olarak kullanilmistir. Bu



263

kapsamda benzetim yolu ile iiretilmis 3500 adet veri setinin 2100 adedi egitim veri seti,

700 adedi capraz gecgerlilik veri seti ve 700 adedi test veri seti olarak kullanilmstir.
4.3.12.4. Giris ve Ciktilarinin Gosteriminin Belirlenmesi

Literatiir incelendiginde ¢ok degiskenli kontrol grafiklerinde giris veri gosterim
teknigi olarak li¢ ¢esit gosterim teknigi kullanilmaktadir. Bunlar sirasiyla ham veri
tabanlh, 6zellik tabanh ve wavelet-denoise tabanlh veri giris gosterim teknikleridir.
Calismamizda STTG katsayilarinin izlendigi Hotelling 772 kontrol grafiginde olusan
Oriintiilerin yorumlanmasinda; olusturulmaya calisilan aga sunulacak verilerde ham

veri ve ozellik tabanh giris verisi gosterim teknikleri kullanilmistir.

Ham veri tabanli giris gosterim tekniginde kullanilan giris verilerine
standartlastirilma isleminden baska herhangi bir islem yapilmamaktadir. Literatiir
incelendiginde giris verisi sayis1 olarak degisik sayida giris sayis1 kullanildig1 ve bu
saymin deneme yanilma yolu ile elde edildigi tespit edilmistir. Dolayisiyla
calismamizda tasarlanacak agda literatiirde yaygin olarak kullanilan standartlastiriimis
35 adet degerden olusan giris verisi vektorii kullanilacaktir. Diger bir degisle

tasarlanan agin giris katmaninda 35 adet ndron bulunacaktir.

Ozellik tabanli giris verisi gosterim tekniginde ise girdi vektdriiniin boyutunu
azaltarak verileri iyi temsil eden istatistiksel Ozellikler kullanilir. Calismamizda Guh
(2010)’un ¢alismasinda ortaya konan alti adet istatistiksel ©zellik kullanilacaktir.
Bunlar; ortalama, standart sapma, ¢arpikhik katsayisi, basikhik katsayisi, regresyon

dogrusu egimi ve basit korelasyon katsayisidir.
- Ortalama ve standart sapma, normal ve tekrarlayan ¢evrim Oriintiileri,
- Basiklik katsayisi, yukar1 ve asag1 egilim gosteren orlintiileri,

- Regresyon dogrusu egimi ve basit korelasyon katsayisi, artan ve azalan

egilim, normal oriintiileri siniflandirmay1 kolaylastirir (Anagiin, 1998).

Ozellik tabanl1 giris verisi gosterim tekniginde ise giris verisi olarak yukarida 35
adet ham giris verisine ait elde edilen istatistiksel degerler kullanilmaktadir. Dolayisiyla
calismamizda tasarlanacak agda 6 adet istatistiksel degerden olusan giris verisi vektorii
kullanilacaktir. Diger bir degisle tasarlanan agin giris katmaninda 6 adet ndron

bulunacaktir.
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Hotelling 77 kontrol grafiginde olusan oOriintiiler ile ilgili teorik bilgiler ¢aligmanin
1. boliimiinde verilmisti. Calismamizda kullanilan Oriintiiler Normal (NOR), Asagi
Egim (AE), Yukar1 Egim (YE), Asagi Kayma (AK), Yukar1 Kayma (YK), Tekrarlayan
Cevrim (TC) ve Karisim (Mixtures) (K) oriintii tipleridir. Bu Orilintii ¢esitlerinin
kodlanmig hali Tablo 4.33'de yer almaktadir. Tablo 4.33 incelendiginde hedef oriintii
ciktilarindan sadece birisi 1, digerleri 0 degeri almaktadir. Cikt1 degerinin 1 olmasi,
girdinin ilgili ¢iktinin temsil ettigi smifa ait oldugunu gdstermektedir. Bu kapsamda

degerlendirildiginde tasarlanan agin yedi adet ¢iktis1 bulunmaktadir.

Tablo 4.33:Tasarlanan Agin Ciktilar1 ve Olusturulan Oriintii Siniflarinin Gosterimi

Oriintii Ciktilar

NOR 1 0 0 0 0 0 0
AE 0 1 0 0 0 0 0
YE 0 0 1 0 0 0 0
AK 0 0 0 1 0 0 0
YK 0 0 0 0 1 0 0
TC 0 0 0 0 0 1 0
K 0 0 0 0 0 0 1

4.3.12.5. Giris Verileri ve Giris Verilerinin Model I¢in Hazirlanmasi

Agin egitimi ve testi, R programlama dilinde benzetim yolu ile iiretilmis veriler
ile yapilmustir. Verilerin {iretilmesi i¢in yazilan kodlar, Ek 18'de sunulmustur. Verilerin
tretilmesinde STTG katsayilarinin ¢ok degiskenli Hotelling 72 kontrol grafiginin
izlenmesinde uygulanan Faz 1 asamasinda elde edilen varyanslar ve ortalamalar

kullanilmistir.

Test verilerinin agin egitimine etkisi yoktur. Test verileri, agin daha once hi¢
gormedigi verilerden olusur ve agin daha 6nce hi¢c gormedigi verilere tepkisini 6l¢gmek
icin kullanilir. Olusturulan modelin gecerliliginin kontrol edilmesinde, hem benzetim
yolu ile elde edilmis sentetik veriler, hem de Pirin¢ Fabrikasi Miidiirliigiinden elde

edilen gercek veriler kullanilmistir.

Ham ve oOzellik tabanli giris verisi gosterim tekniginde kullanilan veriler
NeuroSolution paket programina girilmeden once, yani model kurulmadan 6nce R
Programlama Dili yardimiyla normallestirilme islemine tabi tutulmustur. Veri

normallestirme veya standartlastirma iglemi egitim siirecinden ©nce gerceklestirilir.
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Veriler [0-1] araligina indirgenmistir. Daha once de ifade edildigi gibi standartlagtirma

asagidaki sekilde hesaplanir (Barghash ve Santarisi, 2004).

[0-1] araligina dogrusal déniisiim Z; J'":W (4-22)
ijmax—4ijmin

Formiilde Z;j,, giris verilerindeki i. STTG Kkatsayisinin n. normallestirilmig
degerini, Z;;;, giris verilerindeki STTG katsayisimin 7. gergek degerini, Zjjmq, giris
verilerindeki maximum degeri, Z;jm;, giris verilerindeki minimum degeri ifade

etmektedir.

Normallestirme isleminden sonra, veriler programa girilerek gerceklesen degerler
ile tahmin edilen degerler arasindaki farki en aza indiren farkli a§ mimarilerinin
tasarlanmas1 asamasina gecilir. Bu asamada farkli ag tiirleri, 6grenme algoritmalari,
gizli katman sayisi, gizli katman/katmanlardaki noron sayisi1 ve transfer (aktivasyon)
fonksiyonlar1 denenerek c¢ikti olarak elde edilen degerlerin uygun siniflandirma

isleminin yapilmasina calisilir.
4.3.12.6. Orneklerin Aga Sunulma Sekli

Girig verilerinin hazirlanmas1 kadar orneklerin YSA agina sunulma sekli de
onemlidir. Ciinkii bu 6grenme performansim etkilemektedir. Orneklerin YSA agina
sunulma sekilleri ile ilgili teorik bilgiler calismanin {igiincii boliimiinde anlatilmis olup
iki adet sunulma seklinin oldugu belirtilmistir. Calismamizda bunlardan rastgele sunum
sekli kullanilmistir. Rastgele sunum seklinde Ornekler egitim seti iginden rastgele

secilir.
4.3.12.7. Yapay Sinir Aglar1 Mimarisini Belirleme Denemeleri

Bir YSA tasariminda temel amag, YSA sisteminin miimkiin oldugunca basit bir
yapida tasarlanmasma dikkat etmektir. Bu karmasikligin artmasi 6grenme siirecini

dogrudan artirmakta ve yapinin performansini olumsuz yonde etkileyebilmektedir.
Y SA'nin mimarisini belirleme denemelerinde tasarlanan YSA aginda;

- Kag tane gizli katman bulunacagi ve bu gizli katmanlarda néron sayisinin ne

olacagi,

- Gizli katman ile ¢ikt1 katmanindaki transfer fonksiyonlarin ne olacag,
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- Hangi 6grenme algoritmasinin kullanilacagi ve bu 6grenme algoritmalarinin

ogrenme katsayisi ile baglangi¢ parametrelerinin degerlerinin ne olacaginin,

- Agin performansimin hangi kriterlere gore oOlciilecegi ile ilgili hususlar

bulunmaya c¢aligilir.

YSA’nin tasarlanmasinda, en uygun sayidaki katman ve bu katmanlardaki néron
sayisint bulmak i¢in herhangi bir kuralin olmadigi daha oOnce ifade edilmisti.
Baslangicta YSA modeli i¢in bir giris katmani, bir gizli katman ve bir ¢ikis katmani
secilir. Daha sonra gizli katman sayist ve bu katmandaki ndron sayist artirilir.
Dolayisiyla ¢alismada, ¢ok katmanli ve modiiler YSA modellerinin egitilmesinde bir
gizli katman ve bu gizli katmanda bes noron olacak sekilde uygulamaya baslanmistir.
Ancak yine daha 6nce belirtildigi lizere literatiirde gizli katmanin bir veya en fazla iki
olmas1 konusunda g¢esitli Onerilerin olmasindan dolayr g¢aligmada sadece bir gizli

katmanin denemesi yapilmis ve her iki agda bu sekilde uygulanmistir.

4.3.12.7.1. Modelde Gizli ve Cikti Katmanlarinda Transfer Fonksiyonlarin

Secimi Asamasi

Calisma kullanilan Neurosolution paket programinda hem c¢ok katmanli YSA
modelinde hem de modiiler YSA modelinde mevcut biitiin 6grenme algoritmalarinda
kullanabilecegimiz sekiz adet transfer fonksiyonu bulunmaktadir. Bu transfer
fonksiyonlar1 TanhAxon, SigmoidAxon, LinearTanhAxon, LinearSigmoidAxon,

SoftMaxAxon, BiasAxon, LinearAxon ve Axon transfer fonksiyonlaridir.

Cok katmanli ve modiiler YSA modellerinde ¢ikt1 degerleri vektorel olarak sifir
ve bir degerleri arasinda kodlanmasindan dolay1 ¢ikis katmaninda transfer fonksiyonu

olarak [0-1] arasinda degerler lireten SigmoidAxon transfer fonksiyonu se¢ilmistir.

Cok katmanli ve modiiler YSA modellerinde gizli katman i¢in kullanilan transfer
fonksiyonu ise kalite kontrol grafiklerinde YSA'larin kullanimu ile ilgili yapilan literatiir
calismast sonucunda belirlenmistir. Bu kapsamda yapilan g¢aligmada her iki YSA
modelinde TanhAxon ve SigmoidAxon fonksiyonlar1 belirlenmis ve yine ¢ikti
katmaninda oldugu gibi iteratif olarak denenerek her bir ag i¢in en uygun transfer
fonksiyonunun hangisi olduguna karar verilmistir. Gizli katmaninda transfer fonksiyonu
olarak kullanilmak iizere se¢ilen iki adet transfer fonksiyonu ile ilgili yapilan iteratif

denemelerin sonuglar1 ise bu ¢alismada verilmistir.
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4.3.12.7.2. Modelde Ogrenme Algoritmasinin Secimi Asamasi

Yapilan c¢aligmada, kullanilan Neurosolution paket programinda hem ¢ok
katmanli YSA modelinde hem de modiiler YSA modelinde kullanilabilen bes adet
O0grenme algoritmasi Step, Momentum, DeltaBarDelta, Hizh Yayihm (Quick
Propogation-QuickProp), Levenberg-Marquardt ve Conjugate Gradient 6grenme
algoritmalaridir. Bu 0Ogrenme algoritmalart YSA ag topolojilerinin olusturma
asamalarinda duruma uyan en iyl 08renme algoritmalarin se¢iminde kullanilmistir.
Neurosolution paket programinda yer alan bu 6grenme algoritmalar: ile ilgili teorik
bilgiler miiteakip paragraflarda yer almaktadir. Ancak 6grenme algoritmalart ile ilgili
teorik bilgilerin verilmesi asamasinda matematiksel formiilasyona girilmemistir ve teori

genel olarak ne oldugu verilmistir.
4.3.12.7.2.1. DeltaBarDelta Ogrenme Algoritmasi

DeltaBarDelta (DBD) 6grenme algoritmasi, ¢ok katmanli YSA’da baglanti
agirliklarinin yakinsama hizini artirmak i¢in kullanilan bir yontemdir. Bu algoritmanin
dayandigi temel fikir, geri yayilim algoritmasinda kullanilan 6grenme katsayisinin, her
agirlik degeri icin farkli olabilecegidir. Bir agirlik degeri i¢in uygun olan dgrenme
katsayisi, digeri icin uygun olmayabilir. Ogrenme katsayisinin her agirlik igin ayri
belirlenmesi ve iterasyonlarda giincellenmesi hata fonksiyonunun en kiiciik degerine

yaklasmayi kolaylastiracaktir (Pham ve Sagiroglu, 2001).

4.3.12.7.2.2. Hizh Yayihm (Quick Propogation-QuickProp) Ogrenme

Algoritmasi

Hizli yayilim (Quick Propogation-QuickProp) Ogrenme algoritmasi, ¢ok
katmanli1  YSA modellerinin egitilmesinde kullanilan sezgisel bir 0Ogrenme
algoritmasidir. Newton metoduna dayanan s6z konusu olan ag, Fahlman (1988)
tarafindan  gelistirilmistir ~ (Patterson, 1996). Bu algoritmada Geri Yayilma
Algoritmasinda hesaplanan hata, hata yiizeyinin egiminden faydalanilarak daha hizl
kiiciiltiilmeye calisilir (Pham ve Sagiroglu, 2001). Hizli yayilim (Quick Propogation-
QuickProp) Ogrenme algoritmasinin performansi, diger Ogrenme algoritmalar ile

karsilastinildiginda literatiirde oldukga iyi oldugu belirtilmektedir. Ozellikle giiriiltii
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seviyesi az olan problemlerde, Genisletilmis DBD (Extended DBD (EDBD)) 6grenme

algoritmasi kadar iyi sonu¢ vermektedir.
4.3.12.7.2.3. Levenberg Marquardt Ogrenme Algoritmasi

Levenberg Marquardt Ogrenme algoritmasi, en kiiciik kareler metodu ile
hesaplanan maksimum komsuluk fikri {izerine kurulmus bir 6grenme algoritmasidir.
Levenberg Marquardt 6grenme algoritmasi, Gauss-Newton algoritmasi ile Steepest-
Descent algoritmasinin en iyi Ozelliklerinden olusur. Bu metot yavas yakinsama

probleminden etkilenmez.
4.3.12.7.2.4. Conjugate Gradient Ogrenme Algoritmasi

Conjugate Gradient 6grenme algoritmasi, her bir iterasyonda dogrultu aratma
islemi gerektirmektedir. Arama dogrultusu, periyodik olarak egimin negatifi olarak
olusturulur. Bu algoritmada, egimin azaltma yontemindeki dogrultulardan genellikle
daha hizli yakinsayan eslestirme dogrultularinda bir arama islemi yapilir. Literatiirde

Conjugate Gradient 6grenme algoritmasinin farkl ¢esitleri bulunmaktadir.

Hem ¢ok katmanli YSA modelinde hem de modiiler YSA modelinde kullanilan
ogrenme algoritmasi deneme yanilma yolu ile segilmistir. Ogrenme algoritmasinin
secilmesi i¢in yapilan deneme calismalari ile elde edilen sonuglar Tablo 4.35,

Tablo 4.36, Tablo 4.37 ve Tablo 4.38'de yer almaktadir.

4.3.12.7.3. Modelde Ogrenme Katsayisinin, Performans Fonksiyonunun
Secimi Asamasi

Calismamizda kullanilacak olan ¢ok katmanli ve modiiler YSA modellerinin
performanslarinin degerlendirilmesinde;

- Ogrenme katsayis1 veya esik degeri olarak 0.01 degeri,

- Ogrenme fonksiyonu olarak ortalama karesel hata (Mean Square Error (MSE)),
belirlilik katsayis1 (R?) ve ortalama mutlak yilizde hata (mean absolute percentage error

(MAPE)) performans fonksiyonlar1 kullanilmistir.

MSE, degisen miktarlarin biiyiikliigiintin 6l¢iilmesinde kullanilan bir istatistiksel

ol¢iittlir ve istenen ¢ikisin, ag ¢ikisina ne kadar iyi uyup uymadigina karar vermek i¢in


https://www.google.com.tr/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=0ahUKEwif_a-Gk_vQAhVjFMAKHcj2Cl4QFggaMAA&url=https%3A%2F%2Fen.wikipedia.org%2Fwiki%2FMean_absolute_percentage_error&usg=AFQjCNGTL4Dc2epR1P1llIf14jCtqcs6Yg&sig2=yEB1mzlpEGhtLmB6fCej7w&bvm=bv.142059868,d.bGg
https://www.google.com.tr/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=0ahUKEwif_a-Gk_vQAhVjFMAKHcj2Cl4QFggaMAA&url=https%3A%2F%2Fen.wikipedia.org%2Fwiki%2FMean_absolute_percentage_error&usg=AFQjCNGTL4Dc2epR1P1llIf14jCtqcs6Yg&sig2=yEB1mzlpEGhtLmB6fCej7w&bvm=bv.142059868,d.bGg
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kullanilan bir degerdir (Greger, Andersson ve Kaufmann, 2000). Ozellikle MSE degeri

o0grenme katsayisi veya esik degeri olarak secilen 0,01 degerinin altina inmelidir.

Korelasyon katsayisi () YSA ¢ikisinin iyi egitilip egitilmedigine karar vermek
icin kullanilan bir biiytikliktiir. Korelasyon katsayisi istenen ag cikisi ile hedeflenen
¢ikis arasinda farka bagli olarak elde edilen bir katsayidir. Korelasyon katsayist —/ ile /
arasinda degisir. r=/ olmast durumunda ag c¢ikis1 ile hedeflenen ¢ikis arasinda
miikemmel bir benzerlik oldugu kabul edilir. r=-1 oldugunda ag ¢ikisi ile hedeflenen
cikis arasinda ters yonde bir iligski oldugu kabul edilir. =0 oldugunda ise ag ¢ikisi ile

hedeflenen ¢ikis arasinda herhangi bir benzerlik bulunmamaktadir.

Ogrenme fonksiyonlarindan ortalama karesel hata ile ortalama mutlak yiizde hata
degerlerinden en kiiciik degere ve belirlilik katsayisi (R?) degeri olarak +/ degerine en
yakin degere sahip model en iyi ¢oziim veren modeldir. Dolayisiyla ¢alismamizda en iyi

ag modelini segerken bu genel kural uygulanacaktir.

4.3.12.7.4. Ham ve Ozellikli Verili Cok Katmanh ve Modiiler YSA

Parametre Baslangi¢c Degerleri

YSA'arda kullanilan 6grenme algoritmalarinda uygun parametre degerlerinin
secimi ag tasariminda olduk¢a 6nemli bir yere sahiptir. Ogrenme algoritmalarindan
Momentum o6grenme algoritmasinda iki adet parametre, QuickProp Ogrenme
algoritmasinda iki adet parametre ve DeltaBarDelta 6grenme algoritmasinda dort adet
parametre bulunmaktadir. Conjugate Gradient ve Levenberg Marquardt O6grenme
algoritmalarinda ise herhangi bir parametre bulunmamaktadir. Burada dikkat edilmesi
gereken Onemli husus, parametre sayisi farkli olan algoritmalarin dogru degerlerinin

belirlenebilme giicligiidiir.

Cok katmanli ve modiiler YSA modellerini egitmede kullanilan farkli 6grenme
algoritmalar1 i¢in en uygun parametre degerlerinden bazilar1 deneysel olarak elde
edilmis ve bazilar1 ise literatiir taramasinda bazi c¢aligsmalarda kullanilan degerlerden
alimmistir. Ancak daha ¢ok deneysel olarak elde edilme yolu tercih edilmistir. Bu
kapsamda 6grenme algoritmalarinin parametre degerleri ile ilgili deneysel olarak elde

edilmis degerler Tablo 4.34'de yer almaktadir.
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Tablo 4.34:Deneysel Olarak Elde Edilen Ogrenme Algoritmalarnin Parametre
Degerleri

Adim
o . sayis1 o TN Diizlestirme
Ogrenme Algoritmasi (Step Additive | Multiplicative (Smoothing) Momentum Aciklama
size)
Momentum 0.1 - - - 0.7
. . Parametresi
Conjugate Gradient - - - - - yokiur
Levenberg Parametresi
Marquardt - - B - - yoktur
Hizh Yayihm
(QuickProp) 0.1 - - - 0.1
DeltaBarDelta 0.1 0.01 0.1 0.5 -

Cok katmanli ve modiiler YSA modelleri hem ham giris verili hem de 6zellikli
giris verileri i¢in tek ara veya gizli katmanl olarak dizayn edilmistir. Zaten literatiir
incelemesinde belirtildigi lizere gizli katman sayisinin bir veya en ¢ok iki olmasi
onerilmektedir. Ayrica ara katman sayisinin bir secilmesinin diger nedeni siniflandirma
problemlerinde farkli sonuglar elde edilmesidir.

Yukarida belirtilen hususlar dahilinde ¢alismamiz i¢in ¢ok katmanli ve modiiler
YSA modellerinin hem ham giris hem de Ozelikli giris verileri i¢in uygun ag
modellerini se¢mek ic¢in yapilan denemeler Tablo 4.35, Tablo 4.36, Tablo 4.37 ve
Tablo 4.38'de yer almaktadir.

Tablo 4.35:Ham Giris Verili Cok Katmanli YSA, Gizli Katman Sayisi:1

. . Transfer
Ogrenme Algoritmasi . GKNS Epoch MSE NMSE r R? % Hata
Fonksiyonu
15 462 0.0199 0.2009 0.8965 0.80371 3.309
20 419 0.0199 0.2010 0.8973 0.80515 3.2604
Tanh 25 428 0.0199 0.2028 0.8964 0.80353 3.1352
n
a 30 305 0.0198 0.2003 0.8992 0.80856 3.1628
Axon
35 299 0.0198 0.2005 0.8959 0.80264 3.1407
40 297 0.0198 0.2006 0.8964 0.80353 3.1363
45 295 0.0198 0.2006 0.8937 0.7987 3.075
Momentum
15 1000 0.0549 0.5542 0.6934 0.4808 7.6604
20 1000 0.0511 0.5161 0.7139 0.50965 7.2222
. . 25 1000 0.0465 0.4707 0.7569 0.5729 6.8166
Sigmoid
A 30 1000 0.0423 0.4376 0.7679 0.58967 6.4245
Xxon
35 1000 0.0404 0.4084 0.7685 0.59059 6.1340
40 1000 0.0401 0.4056 0.7856 0.61717 6.1089
45 1000 0.0383 0.3866 0.7988 0.63808 5.8617
15 31 0.0177 0.1789 0.9109 0.82974 2.8872
20 24 0.0137 0.1382 0.9304 0.8656 1.5542
25 27 0.0171 0.1733 0.9135 0.83448 2.5672
Conjugate :{anh 30 23 0.0167 0.1694 0.9151 0.83741 2.6656
Gradient xon 35 35 0.0181 0.1832 0.9028 0.81505 27127
40 21 0.0173 0.1754 0.9091 0.82646 2.7826
45 23 0.0168 0.1699 0.9119 0.83156 2.5830
Si gmojd 15 91 0.0194 0.1965 0.9167 0.84034 3.4409
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Axon 20 217 0.0197 0.1931 0.9025 0.81451 3.4278
25 124 0.0185 0.1874 0.9225 0.85101 3.4448
30 205 0.0173 0.1752 0.9224 0.85082 33157
35 1000 0.0421 0.4257 0.6757 0.45657 5.8942
40 340 0.0199 0.2008 0.8959 0.80264 33880
45 1000 0.0188 0.1903 0.9156 0.83832 3.1256
Levenberg gitmek icin ¢ok fazla bilgisayar bellegi ve zaman gerekmektedir.
Marquardt Bundan dolay1 tercih edilmemistir.
15 1000 0.0267 0.2701 0.8671 0.75186 4.1075
20 1000 0.0247 0.2501 0.8722 0.76073 3.8615
25 1000 0.0231 0.2339 0.8758 0.76703 3.5786
Tanh
30 1000 0.0199 02013 0.9006 0.81108 3.2860
Axon
35 1000 0.0204 0.2063 0.8919 0.79549 3.1964
40 1000 0.0199 0.2014 0.8968 0.80425 3.2083
Hizli Yayilim 45 898 0.0199 02013 0.8962 0.80317 3.0761
(QuickProp) 15 1000 0.0810 0.8175 0.5916 0.34999 10.4202
20 1000 0.0818 0.8263 0.5754 033109 10.5850
S d 25 1000 0.0790 0.7974 0.6144 037749 10.2686
1gmor 30 1000 0.0749 0.7560 0.6686 0.44703 9.9113
Axon
35 1000 0.0693 0.6993 0.6591 0.43441 9.2929
40 1000 0.0730 0.7366 0.6435 0.41409 9.6662
45 1000 0.0662 0.6681 0.6850 0.46923 9.002
15 106 0.0191 0.1931 0.9031 0.81559 3.2042
20 97 0.0192 0.1939 0.9032 0.81577 3.1746
Tanh 25 87 0.0190 0.1918 0.9054 0.81975 3.1613
n
a 30 88 0.0192 0.1942 0.8992 0.80856 3.0608
Axon
35 85 0.0192 0.1944 0.8998 0.80964 3.0445
40 84 0.0191 0.1928 0.9022 0.81396 3.0743
45 77 0.0192 0.1945 0.8996 0.80928 3.0268
DeltaBarDelta
15 313 0.0196 0.1978 0.9040 0.81722 3.4343
20 285 0.0196 0.1983 0.9030 0.81541 3.4982
’ . 25 289 0.0197 0.1991 0.8999 0.80982 3.3285
Sigmoid
30 272 0.0196 0.1987 0.9064 0.82156 3.4171
Axon
35 268 0.0196 0.1986 0.9024 0.81433 33933
40 268 0.0197 0.1994 0.8969 0.80443 33229
45 259 0.0197 0.1996 0.8979 0.80622 33861
Tablo 4.36:0zellikli Girig Verili Cok Katmanli YSA, Gizli Katman Sayisi: 1
L . Transfer
Ogrenme Algoritmasi . GKNS Epoch MSE NMSE r R? % Hata
Fonksiyonu
15 1000 0.0361 0.364 0.7839 0.6145 53192
20 1000 0.0326 0.329 0.8121 0.65951 4.8754
Tanh 25 1000 0.0335 0.338 0.7946 0.63139 4.9864
an
30 1000 0.0318 0321 0.8061 0.6498 47432
Axon
35 1000 0.0295 0.2983 0.8294 0.6879 4.4685
40 1000 0.0308 03112 0.8132 0.66129 4.5874
45 1000 0.0301 03036 0.8233 0.67782 4.482
Momentum
15 1000 0.092 0.9293 0.4897 0.23981 11.5729
20 1000 0.0825 0.8333 0.5146 0.26481 10.664
. . 25 1000 0.0845 0.8507 0.5074 0.25745 10.822
Sigmoid
30 1000 0.0886 0.8942 0.4639 02152 11.228
Axon
35 1000 0.077 0.7771 05419 0.29366 10.089
40 1000 0.0811 0.8188 0.4911 0.24118 10.4866
45 1000 0.0799 0.8063 0.5287 0.27952 103974
15 123 0.0184 0.186 0.9076 | 0.8237 | 3.1957
20 160 0.0198 0.2002 0.8946 0.80031 3.0673
. 25 1000 0.0773 7.8094 0.9 0.81 0.79
C(;)nj;gate zanh 30 128 0.0196 0.1983 0.8951 0.8012 3.122
LI xon 35 523 0.0196 0.1987 0.8966 0.80389 3.102
40 141 0.0192 0.1943 0.8967 0.80407 2.766
45 1000 0.0237 0.239 05597 031326 2.88




272

15 1000 0.0345 0348 0.773 0.59753 4.992
20 1000 0.0398 0.402 0.735 0.54023 5.684
. i 25 367 0.0188 0.18 0.904 0.82416 3.862
Sigmoid
30 786 0.0199 0.2016 0.8903 0.79263 3.049
Axon
35 1000 0.0361 3.651 02973 0.08839 3.994
40 1000 0.0329 03328 0.802 0.6432 4731
45 684 0.0199 0.2014 0.887 0.78677 2.864
Levenberg Egitmek icin ¢ok fazla bilgisayar bellegi ve zaman gerekmektedir.
Marquardt Bundan dolay tercih edilmemistir.
15 1000 0.062 0.6257 0.6205 038502 8.191
20 1000 0.0617 0.622 0.6 036 8.072
25 1000 0.0546 05511 0.6488 0.42094 7.324
Tanh
30 1000 0.0596 0.6023 0.6098 037186 7.919
Axon
35 1000 0.0514 0.5196 0.6744 0.45482 7.063
40 1000 0.0473 04777 0.7101 0.50424 6.632
Hizli Yayihm 45 1000 0.0486 0491 0.7032 0.49449 6.737
(QuickProp) 15 1000 0.0968 0.9771 0.4317 0.18636 12,018
20 1000 0.0971 0.98 03744 0.14018 12.046
. i 25 1000 0.0971 0.9799 03825 0.14631 12.043
Sigmoid
30 1000 0.0972 0.9815 0.2565 0.06579 12.063
Axon
35 1000 0.0967 0.9767 0.26 0.0676 12.018
40 1000 0.0943 0.9522 0.4718 0.2226 11.784
45 1000 0.0958 0.9676 03451 0.11909 11.931
15 257 0.0195 0.1975 0.8978 0.80604 3.132
20 235 0.0195 0.1976 0.8953 0.80156 3.137
Tanh 25 250 0.0196 0.1983 0.8943 0.79977 3.122
n
2 30 224 0.0195 0.1974 0.8963 0.80335 3.155
Axon
35 230 0.0196 0.1984 0.8944 079995 3.141
40 228 0.0195 0.1977 0.8942 079959 3.113
45 232 0.0196 0.1985 0.8937 0.7987 3.104
DeltaBarDelta
15 711 0.0198 0.2003 0.8934 0.79816 3.106
20 706 0.0198 0.2004 0.893 0.79745 3.099
Si . 25 713 0.0198 0.2003 0.8928 0.79709 3.084
1gmot 30 800 0.0198 0.2003 0.8905 079299 3.006
Axon
35 742 0.0198 0.2003 0.8921 0.79584 3.063
40 759 0.0198 0.2004 0.8921 0.79584 3.043
45 1000 0.0405 0.4094 0.8972 0.80497 5.0
Tablo 4.37:Ham Giris Verili Modiiler YSA, Gizli Katman Sayisi:1
o . Transfer
Ogrenme Algoritmasi . GKNS Epoch MSE NMSE r R? % Hata
Fonksiyonu
15 389 0.0198 0.2012 0.8971 0.80479 3.0477
20 275 0.0198 0.2009 0.8961 0.803 2.99
Tanh 25 279 0.0198 0.2009 0.8961 0.803 2.8876
an
30 263 0.0198 0.2010 0.8949 0.80085 2.9372
Axon
35 217 0.0198 0.2009 0.8956 0.8021 2.9532
40 210 0.0198 0.2005 0.8960 0.80282 2.8890
45 189 0.0198 0.2007 0.8953 0.80156 2.8635
Momentum
15 1000 0.0288 0.2916 0.8532 0.72795 4.7400
20 1000 0.0201 0.2850 0.8568 0.73411 4.6420
S; d 25 1000 0.0274 0.2779 0.8593 0.7384 45351
igmoi
gmo 30 1000 0.028 02717 0.8625 0.74391 44722
Axon
35 1000 0.0263 0.2663 0.8648 0.74788 43681
40 1000 0.0258 0.2613 0.8675 0.75256 4.3077
45 1000 0.0247 0.2499 0.8727 0.76161 4.1427
15 28 0.0185 0.1874 0.9031 0.81559 25378
20 218 0.0550 0.1520 0.9320 0.86862 1.6139
Conjugate Tanh 25 205 0.0156 0.1579 0.9394 0.88247 1.3514
Gradient Axon 30 1000 0.1043 1.0552 0.3198 0.10227 10.6211
35 157 0.0161 0.1633 0.9205 0.84732 1.9393
40 40 0.0165 0.1669 09178 0.84236 2.0837
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45 173 0.0103 0.1042 09577 | 09172 | 1.8665
15 222 0.0198 0.2011 0.8963 0.80335 33184
20 1000 0.3763 3.8059 -1.0001 1E+08 5.9982
. . 25 1000 0.1311 1.3261 0.0032 1E-05 15.0793
Sigmoid
30 1000 02110 2.1345 0.3104 0.09635 11.61
Axon
35 1000 0.0660 0.6653 0.7924 0.6279 7.93
40 252 0.0199 0.2016 0.8961 0.803 3351
45 344 0.0199 0.2017 0.8953 0.80156 3.2477
Levenberg Egitmek icin ¢ok fazla bilgisayar bellegi ve zaman gerekmektedir.
Marquardt Bundan dolay1 tercih edilmemistir.
15 1000 0.0207 0.2098 0.8937 0.7987 3.183
20 899 0.0199 0.2018 0.8961 0.803 3.011
Tanh 25 753 0.0199 0.2018 0.8959 0.80264 2.975
an 30 691 0.0199 0.2017 0.8971 0.80479 2.956
Axon
35 713 0.0199 0.2014 0.8965 0.80371 2953
40 552 0.0199 0.2015 0.8971 0.80479 2.947
Hizlh Yayilim 45 604 0.0199 0.2016 0.8962 0.80317 2.906
(QuickProp) 15 1000 0.0488 0.4940 0.7572 0.57335 7.064
20 1000 0.049 0.4955 0.7463 0.55696 7.047
. . 25 1000 0.0456 04611 0.7770 0.60373 6.801
Sigmoid
30 1000 0.0443 0.4480 0.7770 0.60373 6.632
Axon
35 1000 0.0443 0.4480 0.7691 0.59151 6.570
40 1000 0.0437 0.4427 0.7806 0.60934 6.595
45 1000 0.0471 04771 0.7472 0.55831 6.92
15 87 0.0191 0.194 0.9011 0.81198 297
20 76 0.0190 0.192 0.9027 0.81487 297
Tanh 25 81 0.0194 0.196 0.8579 0.73599 2.88
n
a 30 72 0.0191 0.193 0.9003 0.81054 2.83
Axon
35 69 0.0190 0.192 0.9002 0.81036 2.82
40 67 0.0193 0.194 0.8995 0.8091 2.83
45 66 0.0192 0.1943 0.9013 0.81234 278
DeltaBarDelta
15 251 0.0198 0.2009 0.8963 0.80335 3314
20 243 0.0198 0.2008 0.8962 0.80317 3305
) . 25 231 0.0198 0.2007 0.8964 0.80353 331
Sigmoid
30 238 0.0198 0.2007 0.8965 0.80371 3.286
Axon
35 430 0.199 0.2009 0.8920 0.79566 3.2454
40 396 0.0199 0.2009 0.8921 0.79584 3.2627
45 393 0.0198 0.2007 0.8920 0.79566 3.2390
Tablo 4.38:0zellikli Girig Verili Modiiler YSA, Gizli Katman Sayisi:1
o . Transfer
Ogrenme Algoritmasi . GKNS Epoch MSE NMSE r R? % Hata
Fonksiyonu
15 1000 0.0311 03146 0.7982 0.63712 4.656
20 1000 0.0291 0.2947 0.822 0.67568 4397
Tanh 25 1000 0.0293 0.295 0.827 0.68393 43864
an
30 1000 0.0290 0.2935 0.827 0.68393 4.3416
Axon
35 1000 0.0281 0.2838 0.8348 0.69689 4.2296
40 1000 0.0285 0.2876 0.83 0.6889 42374
45 1000 0.0277 0.2802 0.8349 0.69706 41152
Momentum
15 1000 0.0676 0.6825 0.5984 0.35808 9.1017
20 1000 0.0688 0.6946 0.578 0.33408 9.201
. . 25 1000 0.0662 0.6689 0.5956 035474 8.9433
Sigmoid
30 1000 0.0644 0.6503 0.6060 036724 8.7305
Axon
35 1000 0.0651 0.6577 0.5899 034798 8.7643
40 1000 0.0637 0.6432 0.6065 036784 8.6241
45 1000 0.0623 0.6291 0.6209 0.38552 8.4913
15 285 0.0198 0.1999 0.8945 0.80013 32334
Con Tanh 20 147 0.0195 0.1974 0.8944 0.79995 2.9325
on_]u.gate an 25 541 0.0199 02010 0.8906 0.79317 3.0797
Gradient Axon
30 465 0.0198 0.1999 0.8936 0.79852 3.122
35 670 0.0199 0.2009 0.8908 0.79352 3.064
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40 162 0.0198 0.2006 0.8902 0.79246 3.036
45 232 0.0183 0.185 0.9036 | 0.8164 | 2.5377
15 482 0.0196 0.1983 0.8914 0.79459 29132
20 1000 0.0308 03109 0.8075 0.65206 4.4783
. ) 25 820 0.0197 0.1992 0.8903 0.79263 2.9709
Sigmoid
30 1000 0.0216 02181 0.8739 0.7637 2.9076
Axon
35 1000 0.0289 0.2925 0.8181 0.66929 4.088
40 1000 0.0 0. 0. 0
45 1000 0.0291 0.2941 0.8182 0.66945 4.224
Levenberg Egitmek icin ¢ok fazla bilgisayar bellegi ve zaman gerekmektedir.
Marquardt Bundan dolayi tercih edilmemistir.
15 1000 0.0545 0.5508 0.6657 0.44316 7.381
20 1000 0.0471 04753 0.7144 0.51037 6.586
Tanh 25 1000 0.0456 0.4607 0.7059 0.49829 6.405
an 30 1000 0.0438 0.4426 0.7394 0.54671 6.218
Axon
35 1000 0.043 0.4349 0.7438 0.55324 6.112
40 1000 0.0441 0.4458 0.7235 0.52345 6216
Hizhh Yaylhm 45 1000 0.042 0.4242 0.7482 0.5598 5.946
(QuickProp) 15 1000 0.084 0.8481 0.5093 0.25939 10.81
20 1000 0.0875 0.8836 05372 0.28858 11.136
. . 25 1000 0.0832 0.8404 05138 0.26399 10.73
Sigmoid
30 1000 0.0843 0.8512 0.4973 0.24731 10.832
Axon
35 1000 0.0866 0.8744 0.4986 0.2486 11.043
40 1000 0.0812 0.82 04912 0.24128 10.525
45 1000 0.0845 0.853 0.5306 0.28154 10.836
15 244 0.0196 0.1984 0.8937 0.7987 3.099
20 232 0.0196 0.1978 0.8943 0.79977 3.106
Toull 25 226 0.0196 0.1985 0.8949 0.80085 3.099
n
g 30 224 0.0196 0.1987 0.8925 0.79656 3.097
Axon
35 231 0.0197 0.1992 0.8909 0.7937 3.078
40 235 0.0197 0.1995 0.8932 0.79781 3.189
45 232 0.0197 0.1995 0.8901 0.79228 3.048
DeltaBarDelta
15 819 0.0198 0.2005 0.8908 079352 3.048
20 1000 0.0303 0.3060 0.8944 0.79995 4.1474
. . 25 1000 0.0301 0.3046 0.8771 0.7693 3.583
Sigmoid
30 1000 0.0313 03163 0.8849 0.78305 4.283
Axon
35 1000 0.0412 0.4161 0.8376 0.70157 5.073
40 1000 0.0413 04175 0.8346 0.69656 5.09
45 1000 0.0412 0.4164 0.8301 0.68907 5.075

4.3.12.7.5. Cok Katmanh ve Modiiler YSA Modellerin Performanslarinin

Degerlendirilmesi
4.3.12.7.5.1. Genel:

Uygun ag modellerini se¢gmek icin yapilan denemeler Tablo 4.35, Tablo 4.36,
Tablo 4.37 ve Tablo 4.38'de sunulmustur. Tablolarin birinci siitununda denemesi
yapilan 6grenme algoritmalari, ikinci siitununda denemesi yapilan gizli katmandaki
transfer fonksiyonlari, {iglincii stitununda denemesi yapilan gizli katman noron sayisi,
dordiincii stitununda Orneklerin aga gosterilme sayist olan epoch sayisi, besinci
siitununda aglarin performans fonksiyonlarindan ortalama karesel hata (MSE), altinci

siitunda ortalama karesel hata (MSE)’nin normalize edilmis degerleri, yedinci
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sitununda aglarin ¢ikt1 degerleri ile beklenen degerleri arasindaki korelasyon katsayist
degerleri, sekizinci siitununda belirlilik katsayis1 degerleri ve dokuzuncu siitununda ise
yanlis tahmin yiizdesi degerleri yer almaktadir. Yapilan se¢im sonucunda aglarin en
kiiciik ortalama karesel hata (MSE) degerine, en biiyiik belirlilik katsayisina ve en
kiiciik yanlis tahmin yiizdesi degerlerine sahip olmasi beklenmektedir. Bu kapsamda
yapilan denemeler sonucunda en uygun ¢ok katmanli YSA modeli ile modiiler YSA

modelinin se¢imi konusunda elde edilen sonuglar asagiya ¢ikarilmistir.

4.3.12.7.5.2. Cok Katmanh YSA Modeli

4.3.12.7.5.2.1. Ham Giris Verili Cok Katmanh YSA Modeli

Ham giris verili ¢ok katmanli YSA modeli i¢in gizli katmanda kag¢ tane noron
bulunacagi, gizli katmanda hangi transfer fonksiyonunun kullanilmasi gerektigi ve
hangi 6grenme algoritmasinin aga en fazla fayda sagladigini bulmak icin ortalama
karesel hata, ortalama mutlak ylizde hata ve belirlilik katsayis1 (R?) degeri dikkate
aliarak yapilan denemeler sonucunda 35 x 20 x 7 ag modelinin en uygun oldugu tespit
edilmistir. Se¢ilen modelde ortalama karesel hata yontemine gore hata payr 0.0137
olarak elde edilmistir. Elde edilen mutlak yiizde hata yontemine gore yanlis tahmin
yiizdesi 1.5542 ve belirlilik katsayist (R?) degeri 0.8656 olarak gergeklesmistir. Test
setine iliskin hata payr 0.0137, yanlis tahmin yiizdesi 1.527 ve dogru siniflandirma
yiizdesi 98.473°diir. Ayrica smiflandirma basaris1 Ol¢limiiniin - grafiksel olarak
yapilabilmesi i¢in test sonucu elde edilen ¢ikis verileri analiz edilerek ROC (Receiver
Operating Characteristic) egrisi hesaplanir. Dogru ve yanlis smiflama bilgisine
bakilarak belirlilik ve duyarlilik arasindaki iliski bu grafikte goriilebilir. Ayrica ROC

egrisi altinda kalan alan da hesaplanarak sinir aginin performansi dl¢tilebilir.

GIKTT1 GIKTI2 GIKTIZ CIKTI4 GIKTIS GIKTI6 GIKTIT
CIKTI1 | 88.485575221239 0.884955752212 0.884855752212 6.194690265487 1.769911504425 0.000000000000 1.769911504425
GIKTI2 0.000000000000 95.327102803738 0.000000000000 4.672897196262 0.000000000000 0.000000000000 0.000000000000
CIKTI3 0.000000000000 0.000000000000 97.4025974025597 0.000000000000 2.597402597403 0.000000000000 0.000000000000
CIKTI4 0.000000000000 1.075268817204 0.000000000000 98.924731182796 0.000000000000 0.000000000000 0.000000000000
CIKTIS 1.010101010101 0.000000000000 4.040404040404 0.000000000000 94.949494949495 0.000000000000 0.000000000000
CIKTI6 0.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 100.000000000000 0.000000000000
GIKTI? 0.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 100.000000000000

GIKTI1 CIKTI2 GIKTIZ GIKTT4 GIKTIS GIKTI6 CIKTIT
GIKTI1 | 88.455575221239 0.884855752212 0.884955752212 6.194690265487 1.769911504425 0.000000000000 1.769811504425
GIKTI2 0.000000000000 95.327102803738 0.000000000000 4.672897196262 0.000000000000 0.000000000000 0.000000000000
GIKTIZ | 0.000000000000 0.000000000000 97.402597402597  0.000000000000  2.597402597403  0.000000000000  O.000000000000
GIKTI4 0.000000000000 1.075268817204 0.000000000000 98.924731182796 0.000000000000 0.000000000000 0.000000000000
CIKTIS 1.010101010101 0.000000000000 4.040404040404 0.000000000000 94.949494949495 0.000000000000 0.000000000000
GIKTI6 0.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 100.000000000000 0.000000000000
GIKTI7 0.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 100.000000000000
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5 =
MSE .013702522341 _]I-'[SE 0.013081757849
NMSE .138268519427 NMSE 0.132171827218
.930493297831 r 0.933283782739
% Error 1.554243560591 % Error 1.496488975046
ATC —-T7275.368236247774 ATIC -1301.575584891424

==y =]
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Sekil-4.12:Ham Giris Verili Cok Katmanli YSA Modeli Egitim ve Capraz Gegerlilik

Sonuglari
GIKTI1 GIKTI2 GIKTI3 GIKTI4 GIKTI5 GIKTI6 GIKTIT

GIKTIL | 84.269662921348  4.494382022472  3.370786516854  5.617977528090  1.123595505618  0.000000000000 1.123595505618 MSE 0.013348772176
GIKTI2 | 0.000000000000 97.247706422018  0.000000000000  2.752293577982  0.000000000000  0.000000000000  0.000000000000 NMSE 0.135068774619
GIKTI3 | 0.000000000000 0.000000000000 98.913043478261  0.000000000000 1.08695652173%  0.000000000000  0.000000000000 r 0.926541167276
GIKTI4 | 2.272727272721  2.272721272727  0.000000000000 95.454545454545  0.000000000000  0.000000000000  0.00000OOOOOCO ¥ Error | 1.527065046328
GIKTI5S | 7.228915662651  0.000000000000 0.000000000000  0.000000000000 92.77108433734%  0.000000000000  0.000000000000 ATC -1287.431609134447
GIKTI6 | 0.000000000000 0.000000000000 0.000000000000  0.000000000000  0.000000000000 100.000000000000  0.000000000000 ML -181.538283893131
GIKTI7 | 0.869565217391  0.000000000000 0.000000000000  0.000000000000  0.000000000000  0.000000000000 99.130434782609

Sekil 4.13:Ham Giris Verili Cok Katmanli YSA Modeli Test Sonuglari

4.3.12.7.5.2.2. Ozellikli Giris Verili Cok Katmanh YSA Modeli

Ozellikli giris verili cok katmanli YSA modeli igin gizli katmanda kag tane ndron
bulunacagi, gizli katmanda hangi transfer fonksiyonunun kullanilmasi gerektigi ve
hangi 6grenme algoritmasinin aga en fazla fayda sagladigimi bulmak i¢in ortalama
karesel hata, ortalama mutlak ylizde hata ve belirlilik katsayis1 (R?) degeri dikkate
alinarak yapilan denemeler sonucunda 6 x 15 x 7 ag modelinin en uygun oldugu tespit
edilmistir. Secilen modelde ortalama karesel hata yontemine gore hata payr 0.0186
olarak elde edilmistir. Elde edilen mutlak yiizde hata yontemine goére yanlis tahmin

yiizdesi 3.13 ve belirlilik katsayis1 (R?) degeri 0.8237 olarak gerceklesmistir. Test setine
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iliskin hata pay1 0.0186, yanlis tahmin ylizdesi 3.24 ve dogru siniflandirma yiizdesi
96.76’dr.

CIKTI1 CIKTI2 CIKTI3 CIKTI4 CIKTIS CIKTI6 CIKTI7
CIKTI1 | 96.460176991150 0.000000000000 0.000000000000 0.000000000000 3.539823008850 0.000000000000 0.000000000000
GIKTI2 0.000000000000 100.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000
GIKTI3 0.000000000000 0.000000000000 100.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000
GIKTI4 0.000000000000 0.000000000000 0.000000000000 96.774193548387 0.000000000000 3.225806451613 0.000000000000
GIKTIS 2.020202020202 0.000000000000 5.050505050505 0.000000000000 8&8. g 4.040404040404 0.000000000000
GIKTI6 0.000000000000 0.000000000000 0.000000000000 3.921568627451 0.000000000000 93.137254901961 2.941176470588
GIKTIT 0.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 100.000000000000
GIKTI1 GIKTI2 CIKTI3 GIKTI4 CIKTIS GIKTI6 CIKTIT
GIKTI1 [ 96.460176991150 0.000000000000 0.000000000000 0.000000000000  3.539823008850  0.000000000000 0.000000000000
GIKTI2 0.000000000000 100.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000
GIKTI3 0.000000000000 0.000000000000 100.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000
GIKTI4 0.000000000000 0.000000000000 0.000000000000 96.774193548387 0.000000000000 3.225806451613 0.000000000000
GCIKTIS 2.020202020202 0.000000000000 5.050505050505 0.000000000000 88. g 4.040404040404 0.000000000000
GIKTI6 0.000000000000 0.000000000000 0.000000000000 3.921568627451 0.000000000000 93.137254901961 2.941176470588
GIKTI7 0.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 100.000000000000
M O .0l T7FI21S0881 16 MEE O.01lLT7IZ21S5S0&681 016
TS O . A 7TI9I3I>2E8E1 8109 MMS O. 173932818109
& 3 O _913IT7TISI3IZ2ESA 3 = O _913ITISIZ>ESA 3
®EF Exrzror ZF.AZFO0OSTATESALTE T Exrzrox E.AZFO0STATESATE
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Sekil 4.14:0zellikli Giris Verili Cok Katmanli YSA Modeli Egitim ve Capraz

Gegerlilik Sonuglari
CIXTIL CIKTI CIKTI CIKTI4 CIKTIS CIKTI6 CIKTTT

CIKTIL | 93.258426966292 0.000000000000 0.000000000000  0.000000000000  6.741573033708  0.000000000000  0.000000000000 MSE 0.018602727063
CIKTI2 | 0.000000000000 100.000000000000 0.000000000000  0.000000000000  0.000000000000  0.000000000000  0.000000000000 MMER 0.188230611456
CIKTI3 | 0.000000000000  0.000000000000 100.000000000000  0.000000000000  0.000000000000  0.000000000000  0.000000000000 r 0.902393605080
CIKTI4 ( 0.000000000000 1.136363636364 0.000000000000 96.590909090909  0.000000000000 2.272727272727  0.000000000000 ¥ Error | 3.245943216852
CIKTI5 | 6.024096385542  0.000000000000  0.000000000000  0.000000000000 90.361445783133  3.614457831325  0.000000000000 AIC -2355.112964921208
CIKTI6 ( 0.000000000000 0.000000000000 0.000000000000  4.838709677419  2.419354838710 89.516129032258  3.225806451613 DL -2078. 320748568999
CIKTIT | 0.000000000000  0.000000000000  0.000000000000  0.000000000000  0.000000000000  0.000000000000 100.000000000000

Sekil 4.15:0zellikli Giris Verili Cok Katmanli YSA Modeli Test Sonuglari
4.3.12.7.5.3. Modiiler YSA Modeli

4.3.12.7.5.3.1. Ham Giris Verili Modiiler YSA Modeli
Ham giris verili modiiler YSA modeli icin gizli katmanda ka¢ tane ndron

bulunacagi, gizli katmanda hangi transfer fonksiyonunun kullanilmasi gerektigi ve
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hangi 6grenme algoritmasinin aga en fazla fayda sagladigini bulmak i¢in ortalama

karesel hata, ortalama mutlak ylizde hata ve belirlilik katsayist (R?) degeri dikkate

alinarak yapilan denemeler sonucunda 35 x 45 x 7 ag modelinin en uygun oldugu tespit

edilmistir. Secilen modelde ortalama karesel hata yontemine gore hata payr 0.0103

olarak elde edilmistir. Elde edilen mutlak yiizde hata yontemine gore yanlis tahmin

yiizdesi 1.8665 ve

setine iligkin hata

yiizdesi 97.92"dir.

belirlilik katsayisi (R?) degeri 0.9172 olarak gerceklesmistir. Test

pay1 0.0141, yanlis tahmin yiizdesi 2.08 ve dogru smiflandirma

GIKTI1 CIKTIZ2 CIKTI3 GIKTI4 GIKTIS CIKTI6 GIKTIT
GIKTI1 | 92.000000000000 0.000000000000 0.000000000000 2.000000000000 2.000000000000 2.000000000000 2.000000000000
GIKTI2 0.000000000000 100.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000
GIKTI3 0.000000000000 0.000000000000 98.076923076923 0.000000000000 1.923076923077 0.000000000000 0.000000000000
GIKTI4 0.000000000000 6.451612903226 0.000000000000 93.548387096774 0.000000000000 0.000000000000 0.000000000000
GIKTIS 1.515151515152 0.000000000000 6.060606060606 0.000000000000 90.509090809091 1.515151515152 0.000000000000
GCIKTI6 0.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 100.000000000000 0.000000000000
GCIKTIT 0.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 100.000000000000
C.V. Confusion Matrix n
CIKTI1 GIKTIZ2 GIKTI3 GIKTI4 GIKTIS GIKTI6 CIKTI7
GIKTI1 | 92.000000000000 0.000000000000 0.000000000000 2.000000000000 2.000000000000 2.000000000000 2.000000000000
GIKTI2 0.000000000000 100.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000
GIKTI3 0.000000000000 0.000000000000 98.076923076923 0.000000000000 1.923076923077 0.000000000000 0.000000000000
GIKTI4 0.000000000000 6.451612903226 0.000000000000 9$3.548387096774 0.000000000000 0.000000000000 0.000000000000
GIKTIS 1.515151515152 0.000000000000 6.060606060606 0.000000000000 90.9%09090909091 1.515151515152 0.000000000000
GIKTI6 0.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 100.000000000000 0.000000000000
GIKTI7 0.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 100.000000000000
- -
MSE 0.010310541404 — MSE 0.012911218324
NMSE 0.104266019469 HNMSE 0.130407705860
r 0.957768760774 r 0.941585462498
% Error 1.86654645T188 % Error 2.051449705240
ATC 2480.018528022756 ATC 6417.143342643895
- -
I
| |
—Cuost (T) —Cost (CV)
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Sekil 4.16:Ham Giris Verili Modiiler YSA Modeli Egitim ve Capraz Gecgerlilik

Sonuglari
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Active Performance HI

CIKTIL CIKTI2 (IKTI3 CIKTI4 CIKTIS CIKTI6 CIKTIT
CIKTIL | 90.566037735849  0.000000000000  3.773584905660 1.886792452830 1.886792452830 0.000000000000 1.886792452830 | MSE 0.014109492612
CIKTI2 | 0.000000000000 100.000000000000 0.0000000000C0  0.000000000000  0.00000000000C  0.000000000000  0.000000000000 |  HMSE 0.142741446631
CIKTI3 | 0.000000000000 0.000000000000 98.275862068966  0.000000000000 1.724137931034  0.000000000000  0.000000000000 | ¢ 0.935979736850

CIKTI4 | 1.408450704225 §.450704225352  0.000000000000 90.140845070423  0.000000000000  0.00000000000C  0.000000000000 |  § Error | 2.081270139415
CIKTI5 | 0.000000000000 0.000000000000  7.936507936508  0.000000000000 92.0634920634%2  0.000000000000  0.000000000000 |  ATC 6454,418861259812
CIKTI6 | 1369863013699 0.000000000000  0.0000000000C0  0.000000000000  0.00000000000C 98.630136986301  0.000000000000 |  MDL 10659, 38382120256
CIKTI7 | 0.000000000000  0.000000000000  0.0000000000C0  0.000000000000  0.00000000000C  0.00000000000C 100.000000000000

Sekil 4.17:Ham Giris Verili Modiiler YSA Modeli Test Sonuglari

4.3.12.7.5.3.2. Ozellikli Giris Verili Modiiler YSA Modeli

Ozellikli giris verili modiiler YSA modeli i¢in gizli katmanda kag tane ndron
bulunacagi, gizli katmanda hangi transfer fonksiyonunun kullanilmasi gerektigi ve
hangi 6grenme algoritmasinin aga en fazla fayda sagladigini bulmak i¢in ortalama
karesel hata, ortalama mutlak yiizde hata ve belirlilik katsayis1 (R?) degeri dikkate
alinarak yapilan denemeler sonucunda 6 x 45 x 7 ag modelinin en uygun oldugu tespit
edilmistir. Secilen modelde ortalama karesel hata yontemine goére hata payr 0.0183
olarak elde edilmistir. Elde edilen mutlak yiizde hata yontemine gore yanlis tahmin
yiizdesi 2.5377 ve belirlilik katsayis1 (R?) degeri 0.8164 olarak gerceklesmistir. Test

setine iliskin hata payr 0.0176, yanlis tahmin yilizdesi 2.51 ve dogru siniflandirma
yiizdesi 97.49°dur.

GIKTI1 CIKTI2 GIKTI3 CIKTI4 GIKTIS CIKTI6 GIKTIT
CIKTI1 | 94.690265486726 0.000000000000 0.000000000000 0.000000000000 5.3098734513274 0.000000000000 0.000000000000
GIKTI2 0.000000000000 100.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000
GIKTI3 0.000000000000 0.000000000000 100.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000
GIKTI4 0.000000000000 0.000000000000 0.000000000000 93.548387086774 0.000000000000 6.451612003226 0.000000000000
GIKTIS 1.010101010101 0.000000000000 0.000000000000 0.000000000000 &8.B888888888889 10.101010101010 0.000000000000
GCIKTI6 0.000000000000 0.000000000000 0.000000000000 0.980392156863 0.000000000000 99.019607843137 0.000000000000
GIKTIT7 0.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 100.000000000000

GIKTI1 GIKTI2 GIKTI3 GIKTI4 CIKTIS CIKTI6 CIKTI7
CIKTI1 | 94.690265486726 0.000000000000 0.000000000000 0.000000000000 5.309734513274 0.000000000000 0.000000000000
GIKTI2 0.000000000000 100.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000
CIKTI3 0.000000000000 0.000000000000 100.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000
GIKTI4 0.000000000000 0.000000000000 0.000000000000 93.548387096774 0.000000000000 6.451612903226 0.000000000000
GIKTI5 | 1.010101010101 0.000000000000 0.000000000000  0.000000000000 88.888888888889 10.101010101010  0.000000000000
GIKTI6 0.000000000000 0.000000000000 0.000000000000 0.980392156863 0.000000000000 99.019607843137 0.000000000000
GIKTI7 | 0.000000000000 0.000000000000 0.000000000000 0.000000000000  0.000000000000  O.000000000000 100.000000000000




MSE D.017666546636 _J]-ISE 0.018338553470
NMSE 0.178494341233 MNMSE 0.185049480205
& 0.9065321910459 = 0.902607025214
% BError 2.522541096524 % Error 2.53T7TTO08039362
BATC —207 .25T7713830764 ATC —5 779 .374345250350

B | Awverage Cost >
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Sekil 4.18:0zellikli Giris Verili Modiiler YSA Modeli Egitim ve Capraz Gegerlilik

Sonuglari
fasunl (I (IFTI3 CIxTrd (IKTIS (IKTI6 CIRT]
Grierd [ 95.505617977526 0000000000000 0000000000000 0, 000000000000 &.494362022472 0.000000000000  0.000000000000 | 4sE | 0.07672665900
GIRTI | 0.000000000000 100.000000000000 0.000000000000  0.000000000000  0.000000000000 0000000000000  0.000000000000 | MMSE | 0.178808723250
CIRTI3 | 0000000000000 0000000000000 100.000000000000  0,000000000000 0.000000000000 0000000000000 0,000000000000 | ¢ 0.900773575473
CTRTTA | 0.000000000000 1136363636364 0.000000000000 92.045454545455  0.000000000000 6816181416182 0.000000000000 | § Bewor | 2.512338587599
GINTIS | 4819277106434 0,000000000000  0.000000000000  0,000000000000 85.542160674699  9,636554216067 0.000000000000 | e |-207.054303071679
GIRTI | 0000000000000  0.000000000000  0.000000000000  0,000000000000 2419354838710 96.7I41S35836T  0.B0G4SIGI008 | MDL  [L42.627176214009

IKTIT | 0.000000000000  0.000000000000  0.000000000000

0.000000000000  0.000000000000

0.000000000000 100.000000000000

Sekil 4.19:Ozellikli Giris Verili Modiiler YSA Modeli Test Sonuglari

Bu kapsamda yapilan degerlendirme sonucunda segilen dort adet YSA modeli ile

ilgili 6zet bilgiler, Tablo 4.39 ve Tablo 4.40'da yer almaktadir.

Tablo 4.39:Ham Giris Verili Cok Katmanli YSA Modeli ile Modiiler YSA Modeli ile
Igili Ozet Bilgiler

Cok Katmanh YSA Modeli Modiiler YSA Modeli
Cikt1 Sayist 7 7
Girdi Sayisi 35 35
Gizli Katman Sayisi 1 1
Gizli Katman Noron Sayisi 20 45
Gizli Katman Transfer Fonksiyonu TanhAxon TanhAxon/TanhAxon
Cikt1 Katmani Transfer Fonksiyonu SinhAxon SinhAxon
Ogrenme Algoritmasi Conjugate Gradient Conjugate Gradient
Ogrenme Katsayist 0.01 0.01
Girdilerin Olgeklendirilmesi [0-1] [0-1]
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Tablo 4.40:Ozellikli Giris Verili Cok Katmanli YSA Modeli ile Modiiler YSA Modeli

Ile 1lgili Ozet Bilgiler

Cok Katmanh YSA Modeli Modiiler YSA Modeli
Cikt1 Sayist 7 7
Girdi Sayist 6 6
Gizli Katman Sayis1 1 1
Gizli Katman Néron Sayist 15 45
Gizli Katman Transfer Fonksiyonu TanhAxon TanhAxon/TanhAxon
Cikt1 Katmani Transfer Fonksiyonu SinhAxon SinhAxon
Ogrenme Algoritmasi Conjugate Gradient Conjugate Gradient
Ogrenme Katsayisi 0.01 0.01
Girdilerin Olgeklendirilmesi [0-1] [0-1]

Tablo 4.39 ve Tablo 4.40'da yer alan ham ve 6zellikli giris verili ¢ok katmanli ve
modiiler YSA modelleri karsilastirildiginda; oOriintiilerin ham verilerle olusturuldugu
YSA modelinin egitim ve test dogru smiflandirma oranlarinin, ozellikli veriler
kullanilarak olusturulan YSA modelinin egitim ve test dogru smiflandirma oranlara
gore daha yiiksek performans gosterdigi goriilmiistiir. Her bir YSA modeli icin elde
edilen dogru siiflandirma yiizde degerleri Tablo 4.41'de sunulmustur.

Tablo 4.41:Olusturulan YSA Modelleri i¢in Elde Edilen Dogru Smiflandirma Yiizde
Degerleri

. Ham Veri Gosterim Ozellikli Veri
YSA Modeli Teknigi Gosterim Teknigi
Cok Katmanli YSA Modeli %98.473 9%96.76
Modiiler YSA Modeli %97.92 %97.49

4.3.12.8.Secilen Ham ve Ozellikli Giris Verili Cok Katmanh ve Modiiler YSA
Modellerinin Gegerliginin Gercek Veriler Ile Test Edilmesi

Dort adet STTG katsayisinin izlendigi Hotelling 72 kontrol grafiginde bir adet
oriintli tespit edilmistir. Bu Oriintli tipi yukar1 ani kayma Oriintli ¢esididir. Bu oriintii
cinsini olusturan Hotelling 77 kontrol grafiginden elde edilen Tablo 4.30°da yer alan 35

adet 77 degerlerine ait istatistiksel degerler Tablo 4.42’de sunulmustur.
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Tablo 4.42: Tablo 4.30°da Yer Alan T2 Degerlerine Ait Istatistiksel Degerler

‘Gozlem Degerlerin _Gozlem Degerlerin
Istatistik Ozellikleri Istatistiksel Degerleri
T50—T54 Ortalama 194
T50—Ts4 Standart Sapma 36.43
T,0—Ts4 Basiklik 8.16
T,0—Ts4 Carpiklik 2.84
T,0—Ts, Egim 377.89
T,0—Ts4 Korelasyon 0.54

Tablo 4.30°da yer alan 72 degerleri YSA modellerinde ham giris verisi olarak ve
Tablo 4-43’de yer alan Tablo 4.30°daki 72 degerlerinden elde edilen istatistiksel
degerler ise YSA modellerinde ozellikli giris verileri olarak kullanilacaktir. Piring
alagimi iretim siirecinde yapilan inceleme neticesinde bu Oriintli tipinin personel ve
tartida meydana gelen arizadan kaynaklandig: siire¢ uzmanlari ile kalite miihendisleri ile

yapilan goriismeler sonunda fabrikanin kayitlari incelenerek bulunmustur.

4.3.12.8.1. Secilen Ham Giris Verili Cok Katmanh YSA Modelinin
Gecerliginin Gerg¢ek Veriler Ile Test Edilmesi

Yapilan deneme sonucunda ortalamada yukari egim Oriintii tipi kurulan YSA
modelinde dogru olarak siniflandirilmistir. Denemenin sonunda YSA modelinden ¢ikti
olarak istenen ve elde edilen degerler Sekil 4.20°de sunulmustur. Sekil incelendiginde
iist satir YSA modelinde istenen cikt1 ve alt satir ise YSA modelinde elde edilen ¢ikti

degerler goziikmektedir. Istenen degerler ile ¢ikti degerler birbirine oldukga yakin elde

edilmistir.
Des CIRTIL Des CIKTI2 Des (IKTT3 Des (TKTT4 Des (IKTIS Des CIKTI6 Des CIRTIT |A
0.000000000000 0.000000000000 1.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 |
Out. CIRTIL Out. CIKTI2 Dut (IRTT3 Dut (IRTT4 Dut. (IRTIS Out CIRTT6 Out CIRTIT | |
-0.003399067337 -0.038330255378 1.027423701140 -0.007435006492 0.095397478477 -0.045269918664 -0.046343240139 I
v
< y

Sekil 4.20:Gercek Verilerin Kullanildigi Ham Giris Verili Cok Katmanli YSA
Modelinde Istenen ve Elde Edilen Cikt: Degerleri
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4.3.12.8.2. Secilen Ozellikli Giris Verili Cok Katmanh YSA Modelinin
Gecerliginin Gergek Veriler ile Test Edilmesi

Yapilan deneme sonucunda ortalamada yukar1 efim Oriintli tipi, kurulan YSA
modelinde dogru olarak siniflandirilmistir. Denemenin sonunda YSA modelinden ¢ikti
olarak istenen ve elde edilen degerler Sekil 4.21°de sunulmustur. Sekil incelendiginde
iist satir YSA modelinde istenen ¢ikt1 ve alt satir ise YSA modelinde elde edilen ¢ikt1

degerler goziikmektedir. Istenen degerler ile ¢ikt1 degerler birbirine olduk¢a yakin elde

edilmistir.
Desired and Output n
Des CIRTIL Des (IRTI2 Des (IRTI3 Des (IRTI4 Des (IRTIS Des (IRTI6 Des (TRTIT (A
0.000000000000 0.000000000000 1.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000

Mut CIKTI1 Qut CIKTI2 Tut CIKTI3 Dut CIKTI4 Qut CIKTIS Qut CIKTI6 Qut CIKTI7 | |
-0.055410407603 0032533133638 1.042282087638 -0.024801358186 -0.046152888094 0.034191839629 0.188772635241 | |
‘]

¢ ¥

Sekil 4.21:Gergek Verilerin Kullanildigi Ham Giris Verili Cok Katmanli YSA
Modelinde istenen ve Elde Edilen Cikti Degerleri

4.3.12.8.3. Secilen Ham Giris Verili Modiiler YSA Modelinin Gecerliginin
Gercek Veriler Ile Test Edilmesi

Yapilan deneme sonucunda yukari egim oOriintii tipi kurulan YSA modelinde
dogru olarak smiflandirilmistir. Denemenin sonunda YSA modelinden ¢ikti olarak
istenen ve elde edilen degerler Sekil 4.22°de sunulmustur. Sekil incelendiginde iist satir
YSA modelinde istenen ¢ikt1 ve alt satir ise YSA modelinde elde edilen ¢ikt1 degerler
gdziikmektedir. Istenen degerler ile ¢ikti degerler birbirine oldukga yakin elde

edilmistir.
Desired and Qutput n
Des CIRTI! Des CTRT? Des (IKTI3 Des CTRTIA Des CIRTIS Des CITIS Des CIRTIT | A
0.000000000000 0.000000000000 1.000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000
Dut CIRTIL Out CIRTI2 (ut CIKTI3 Out CIRTI4 Out CIETIS Mut CIKTI6 Out CIRTIT
-0.009330321398 -0.051252756379 0.936688604333 0.048025610383 0.166308630239 -0.034025064269 -0.051342485033 |,
L H

Sekil 4.22:Gergek Verilerin Kullanildigi Ham Giris Verili Cok Katmanli YSA
Modelinde istenen ve Elde Edilen Cikti Degerleri

4.3.12.8.4. Secilen Ozellikli Giris Verili Modiiler YSA Modelinin Gegerliginin
Gercek Veriler ile Test Edilmesi

Yapilan deneme sonucunda yukari egim Oriintii tipi, kurulan YSA modelinde
dogru olarak simiflandirilmistir. Denemenin sonunda YSA modelinden ¢ikt1 olarak

istenen ve elde edilen degerler Sekil 4.23’de sunulmustur. Sekil incelendiginde iist satir
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YSA modelinde istenen ¢ikt1 ve alt satir ise YSA modelinde elde edilen ¢ikt1 degerler
goziikmektedir. Istenen degerler ile cikti degerler birbirine oldukca yakin elde

edilmistir.
les CIRTIL Tles IRTI2 Des (IKTI3 Des (THTI4 Des (IKTIS es IRTIS Des CIRTTY |4 |
0.000000000000 0.000000000000 1000000000000 0.000000000000 0.000000000000 0.000000000000 0.000000000000 | |
(ut QIRTIL Out CIRTI2 Out (IHTI3 Dut (ITI4 Dut (IKTIS (ut CIRTIS Out CIRTIT | |
-0,003399067337 -0,036330235378 1,027423701140 -0,007435006492 0.095597678477 -0, 045269915664 -0 MEUIA0L | |
L)
< >

Sekil 4.23:Gergek Verilerin Kullanildigi Ham Giris Verili Cok Katmanli YSA
Modelinde istenen ve Elde Edilen Cikti Degerleri
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SONUC VE ONERILER
1. Genel

Dokiim {iiretim siireclerinde ¢esitli kalite kontrolii uygulamalar1 oldukca yaygin
olarak kullanilmaktadir. Ancak biitiin iiretim siireclerinde oldugu gibi dokiim iiretim
stireclerinde de uygulanan kalite kontrolii uygulamalarinin gelistirilmesine ihtiyag

duyulmaktadir.

Giiniimiizde dokiim iiretim siireclerinde kaliteyi biiylik ol¢iide erimis metalin i¢ine
dokildiigli kaliplarin tiiri ve hazirlanisindaki gdosterilen 6zen belirlemektedir ve
uygulamada genellikle ¢ap, parlaklik ve uzunluk gibi iiretilen nihai iiriiniin 6zellikleri
(dokiim hatalart (casting defects)) kalite degiskenleri olarak kabul edilmektedir.
Dolayisiyla iiretim siirecinin degiskenligi de genellikle bu kalite karakteristikleri
kullanilarak belirlenmektedir. Ancak literatiir arastirmasi sonucunda eriyik halde
bulunan karisimdan alinan numunelerin spektral analiz sonucunda eriyigin igindeki
element oranlarmin da kalite karakteristigi olarak ele alinabilecegi goriilmiis ve bu
kalite karakteristikleri istatistiksel kalite kontrol grafikleri ile izlenebilecegi tespit
edilmistir. Bu kapsamda MKE Pirin¢ Fabrikas1 Miidiirliigiinde halen uygulanan kalite
gelistirme cabalarini gelistirmek amaciyla bir istatistik kalite kontrolii uygulamasi

yapilmistir.

MKE Piring Fabrikas1 Miidirliigiinde eriyik halde bulunan metalin icindeki
element oranlarina dayali halen uygulanan bir kalite kontrolii yontemi bulunmaktadir.
Yapilan calismada, kalite gelistirme kapsaminda bu element oranlari, uygulanan
yontemden farkli olacak sekilde tek ve ¢ok degiskenli kontrol grafikleri ile izlenmis ve
kontrol dis1 sinyaller tespit edilmistir. Istatistiksel siire¢ kontrol grafikleri, son yillarda
yabanci ve yerli literatiirde biiyiik 6nem arz etmektedir. Kontrol grafikleri, dokiim
sanayisinde iiretim siirecindeki degisimin gorsel olarak siirekli izlenebilmesini
sagladigindan ve kolay uygulanmasindan tercih edilmektedir. Tespit edilen kontrol dis1
sinyal/sinyallerin hata kaynagi/kaynaklarmin izlenen degisken ya da degiskenlere
bagimli olarak siire¢ uzmanlarina ve literatiirde yer alan yontemlere dayali olarak

yorumlama ¢alismalart ile ilgili olumlu sonuglara ulagilamamastir.

Hata kaynaklarmin yorumlanmasi ile ilgili karsilasilan duruma karst STTG

yontemine dayali bir yontem &nerilmistir. Onerilen modelde, cok degiskenli kontrol
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grafiklerinden Hotelling 72 kontrol grafigi, STTG yontemi ve yapay sinir aglarindan
(YSA) modiiler YSA veya ¢ok katmanli YSA modelleri kullanilmistir. Onerilen model,
piring, demir ve aliiminyum dokiim siireclerinde kullanilabilecek genel bir modeldir. Bu
model, biitiin dokiim siireclerinde kullanilabilir ancak problemin durumuna gore
Ozellestirilmesi gerekir. Yapilan ¢alismada, onerilen model kapsaminda elde edilen

sonuclar asagiya ¢ikarilmistir.

- Literatiirde yapilan caligmalarda gergek verilerin yonetimsel veya teknik
sebeplerden dolay1 elde edilmesi zor ve maliyetli olmasindan genellikle benzetim yolu
ile iiretilmis veriler kullanilmaktadir. Yapilan ¢alismada, ayn1 anda hem gercek hem de

benzetim yolu ile tiretilmis sentetik veriler kullanilmistir.

- STTG  yoOnteminin, 1imalat sanayinde  geometrik  sapmalarin
modellenmesinde basarili bir sekilde kullanildigi, ancak bunun proses (kimya, petro-
kimya, dokiim vb.) endiistrilerinde ve birbiriyle iliski i¢cinde olan kalite karakteristiklerin
bulundugu ¢ok degiskenli endiistriyel iiretim siireclerinde uygulamasinin olmadigi
goriilmiistiir. Bu kapsamda yapilan ¢alisma ile s6z konusu yontemin yeni bir endiistri

alaninda uygulamasi yapilmastir.
Yapilan ¢alisma sonunda;

* STTG yoOnteminin 1imalat sanayinde geometrik sapmalarin
modellenmesi disinda piring iiretim siirecinde de hatta benzer aliminyum ve demir

dokiim siireclerinde uygulanabilecegi,

* Soz konusu yontemin STTE'lerin piring liretim siirecinde nasil elde

edilebilecegi ve matematiksel modelin nasil olusturulabilecegi,

* Literatiirde kurulan modellerde STTE'ler her zaman tam olarak ele
alimmistir, ancak bazi iiretim siireclerinde bu durumun tam olmadigi ve eksikte

olabilecegi ve bu durumda da s6z konusu STTG yonteminin uygulanabilecegi,

* STTG yonteminde hata vektorii olan A'nin kalite degisken sayisinin
hata kaynagi sayisina esit veya fazla olmasi durumlarina karsi matematiksel modeller
Onerilmistir, Ancak eksik olmasi durumunda hata kaynagi sayisinmin azaltilmasi
konusunda ¢esitli istatistiksel ~yoOntemlerinde (adimsal regresyon  yontemi,

genellestirilmis ters matris yontemi, degisken azaltma yontemleri) uygulanabilecegi,
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* STTG katsayilarinin literatiirde tek degiskenli kontrol grafikleri ile
izlenebilecegi belirtilmesine ragmen c¢ok degiskenli kontrol grafikleri ile de

izlenebilecegi goriilmiistiir.

- Literatiirde tek degiskenli kontrol grafiklerinde siirecteki hatayr veya ozel
sebepleri simgeleyen bazi tipik oriintiiler olusmaktadir ve bu oriintiiler ile ilgili bir¢ok
calismalar yapilmistir. Literatiir arastirmast sonucunda bu Oriintiilerin ¢ok degiskenli
kontrol grafiklerinde de kullanilabilecegi belirtilmekte ve bu tipik Oriintiiler ile ilgili
kismi arastirmalar yapilmistir. Yapilan bu c¢alismada, c¢ok degiskenli kontrol
grafiklerinde bu oriintiiller bir arada kullanilarak sistemlestirilmeye calisilmigtir. Bu
cabalar kapsaminda Hotelling 72 kontrol grafiginde asagi ve yukari egim, asagi ve

yukar1 ani kayma, sistemetik ve dairevi oriintii tipleri ayn1 anda kullanilmistir.

- Tek ve c¢ok degiskenli kontrol grafiklerinde olusan tipik Oriintiilerin
taninmasinda YSA modelleri yaygin olarak kullanilmaktadir. Literatiir incelendiginde
kalite kontrol grafiklerinde en yaygin olarak kullanilan YSA modeli ¢ok katmanli YSA
modelidir. Fakat 2007 yilindan itibaren birlesik YSA'larin hatta YSA'larin diger
siiflandiricilar ile hibrit bir sekilde bu alanda olduk¢a basarili bir sekilde kullanildig:
tespit edilmistir. Bu calismada ise, STTG katsayilarin1 temsil eden ve Hotelling 77
kontrol grafiginde izlenen 77 istatistiginde olusan Oriintiilerin tespit edilmesi maksadiyla
cok katmanli YSA modeli ile birlesik YSA olan modiiler YSA modeli denenmis ve
ayrica hem ham hem de ozellikli giris verileri kullanilarak bu aglarin performans

degerlendirmesi yapilmistir. Bu kapsamda elde edilen sonuglar asagiya ¢ikarilmistir.

* Modellerin gecerliligi hem sentetik veriler hem de gercek veriler ile test

edilmis ve modellerin basarili bir sekilde kullanilabilecegi,

* Modiiler YSA ile ¢ok katmanlt YSA modellerinin yiiksek siniflandirma

performansi nedeniyle ger¢ek zamanli Oriintli tanima uygulamalarinda kullanilabilecegi;

* Ham veri Oriintiileriyle olusturulan ¢ok katmanli YSA ile modiiler YSA
modellerinin egitim ve test silirecindeki dogru siniflandirma oranlarinin (%98.473,
%97.92), ozellikli veriler kullanilarak olusturulan modiiler YSA ile ¢ok katmanli YSA
modellerinin egitim ve test siirecindeki dogru siniflandirma oranlarina (%96.76,

%97.49) gore daha yiiksek performans gosterdigi,
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* Modiiler YSA ile ¢ok katmanli YSA modellerinin, kalite kontrol
problemlerinin ¢ézliimiinde geleneksel yontemlere alternatif olarak kullanilabilecegi ve
cok degiskenli kontrol grafiklerinde olusan Oriintiileri basariyla smiflandirabilecegi

sonucuna varilmistir.

* Modiiler YSA ile ¢cok katmanli YSA modellerinin ¢ok degiskenli kontrol
grafiklerinde oriintli tanima kullanimi ile ilgili olarak elde edilen sonuglar agisindan

literatiirde yapilan diger ¢alismalarin sonuglar ile karsilagtirildiginda ise;

v" Muluneh (2014) tarafindan yapilan ¢alisma da, Hotelling 72 kontrol
grafiginde olusan s6z konusu oOriintiilerin taninmasi i¢in ham 6zellikli giris verili ¢ok
katmanlt YSA modeli kullanilmis ve test verileri ile %94.1 performans degeri elde
edilmistir. Calismamizda kurulan agin performans degerinin, Muluneh (2014)
tarafindan yapilan ¢alisma da kurulan agin performans degerinden daha iyi oldugu tespit
edilmistir.

v' El-Midany, El-Baz ve Abd-Elwahed (2010) tarafindan yapilan
calismada, asag1 ve yukar1 ani kayma Oriintii tiplerinin tespiti yapilmaya c¢alisilmistir ve
bu Oriintii tiplerini segmek amaciyla ham 6zellikli giris verili ¢ok katmanli YSA modeli
kullanilmis ve test verileri ile %97.6 performans degeri elde edilmistir. Ancak
arastirmacilar tarafindan kurulan model iki agsamal1 bir modeldir. Calismamizda kurulan
agin performans degerinin, El-Midany, El-Baz ve Abd-Elwahed (2010) tarafindan

yapilan c¢alismada kurulan agin performans degerinden daha iyi oldugu tespit edilmistir.
2. Yontemi Gelistirmeye Dair Elde Edilen Sonuglar

Yapilan ¢alismada ¢ok degiskenli kontrol grafiklerinde tespit edilen kontrol dis1
sinyallerin yorumlanmas1 konusunda STTG yontemine dayali bir adet model
onerilmistir. S6z konusu Onerilen modelin gelistirilmesi ile ilgili elde edilen sonuglar

asagida sunulmustur.

- STTG yontemi lineer c¢oklu regresyon yontemine dayanmaktadir.
Regresyondaki klasik varsayimlarindan bir tanesi gozlem sayisinin tahmin edilecek
anakiitle katsayilarindan fazla olmalidir. Yani gozlem sayist agiklayict degisken
sayisindan biiyiik olmalidir. Eger bu varsayim saglanmazsa en kiigiik kareler yontemi
uygulansa bile katsayillar yanli olmaktadir. Bu kapsamda STTG yontemi

degerlendirildiginde eger hatalarin gdzlem sayis1 hata kaynagi sayisindan kii¢iik olmasi
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durumuyla ilgili olarak literatiirde herhangi bir yOntem Onerilmemistir. Yapilan
calismada bdyle bir durum ile karsilagilmis ve degisken sayist indirme yontemlerinden
olan “modelin yeniden belirlenmesi” yontemi kullanilmis ve degisken sayisi
indirgenerek soz konusu model tekrar tanimlanarak uygulanabilirligi ortaya konmustur.

Ayrica boyle durumlarda adimsal (stepwise) regresyon modeli/modelleri de

kullanilabilir.

- Regresyon analizinde regresyon katsayilari, siradan en kiiclik kareler
yontemi ile elde edilmektedir. Ancak bir matrisin determinanti sifira esit oldugunda
yani matris tekil bir matris oldugunda tersi alinamamaktadir. Bu kapsamda siradan en
kiiciik kareler yonteminde (X'X) in tekil oldugunda tersi alinamamaktadir. Calismada
Oyle bir durum ile karsilasiilmamistir. Ancak bdyle durumlarda genellestirilmis ters

matris (the generalized inverse matrix) yontemi ile ile s6z konusu eksiklik giderilebilir.

- STTG yonteminde kurulan ikinci modelde hata terimi bulunmaktadir. Hata
terimi regresyonun varsayimlarindan biri olan &~N(0,6?) seklindedir. Ancak piring
iretim silirecinde de gorildiigii gibi gercek diinya kosullarinda bu kosul
saglanamamaktadir. Yani ¢ogunlukla hata terimi sabit varyansh ve bagimsiz degil
kovaryansa sahip olmaktadir. Dolayisiyla bu kapsamda yapilacak ¢aligmalarda
kurulacak modellerde hata teriminin kovaryansli olarak incelemelerde bulunabilinir ve
katsayilarin elde edilmesinde genellestirilmis en kii¢iik kareler yontemi kullanilabilir.
Bu konu ile ilgili detaylar Orcanli, Birgéren ve Oktay (2017) tarafindan yapilan

calismada bulunmaktadir.

- STTG katsayilari, yapilan calismada, Hotelling 72 kontrol grafigi ile takip
edilmistir. Bu katsayilar Hotelling 72 kontrol grafigi disinda MEWMA kontrol grafigi ile
de izlenebilir ve kontrol dis1 sinyaller literatiirde mevcut olan temel bilesenler analizi
(Fuchs ve Kennett, 1998) veya MYT ayristirma (Mason, Tracy ve Young, 1997)

yontemlerinden birisi kullanilarak ¢6ziim getirilebilir.

- STTE ortogonal olmamasi durumunda olusabilecek coklu baglant1 problemi
calismada aralarinda korelasyonu yiiksek olan degiskenlerin birinin ¢ikartilmasi ile
yeniden tanimlanmis ve c¢oklu baglantt problemi giderilmistir. Ancak bu yontemin
disinda STTG katsayilar1 ridge regresyonu, temel bilesenler analizi gibi tekniklerle elde

edilebilir ve bu katsayilarin anlamliliginin karsilagtirilmasi yapilabilir.
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- Cok degiskenli kontrol grafiklerinde kontrol dis1 sinyallere neden olan
degisken veya degisken gruplarini ortaya koymak igin lineer olmayan modeller de

uygulanabilir.

- Cok degiskenli kontrol grafiklerinde olusan dogal olmayan tipik oriintiilerin
tanima i¢in ¢ok katmanli ve modiiller YSA modelleri kullanilmistir. Bu Oriintiileri
tanima icin diger YSA modelleri kullanilarak performans degerleri karsilastirilabilir

veya yeni YSA modelleri 6nerilebilir.

- Cok degiskenli kontrol grafiklerinde olusan dogal olmayan tipik Oriintiileri
tanima icin YSA modelleri ile diger siniflandirma modelleri (destek vektor makineleri
ve veri madenciliginde kullanilan diger siniflandirma modelleri gibi) hibrit olarak
kullanilabilir ve uygun modeller olusturulabilir. Ayrica, olusturulan bu modellerin

performans degerleri karsilastirilabilir.
3. Uygulamaya Yapilan Katkilar

Piring Fabrikasi {iretim siirecinde onerilen modelin uygulanmasi esnasinda piring
alagiminin kalitesine, uygulama tekniklerine ve fabrika personeline sagladig katkilar

asagida sunulmustur.

- Piring Fabrikas1 Miidirliigiinde kalite kontrolii faaliyetleri kapsaminda
kismi olarak uygulanan istatistiksel kalite kontrolii yontemleri yiizde yiiz olmamasi da

uygulanmaya baslanmaistir.

- Uretim siirecinde iiretilen piring alasiminda degisimin varyansi diismiistiir

ve kalitenin gelismesi saglanmustir.

- Hurdalarin harmanlanmasinda o6lgiimleme isleminde daha hassas kantarin

fabrika yonetimi tarafindan satin alinarak kullanilmasi saglanmastir.
- Piring tiretim silirecinde ¢alisan is¢ilerin farkindaliklar1 artmastir.

- Isciler tarafindan vezinhaneye gelen hurdalarm daha 6zenli olarak gruplara
ayrilmasi saglanmstir.
- lsciler ve diger calisanlar icin egitim programlar1 yapilmis, uygulanmaya

baslanmis ve basarili uygulamalarin yapilmaya baslandig1 goriilmiistiir.
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- Olgiimleme isleminde kullanilan stokiometrik tablolardaki degerler tekrar
gozden gecirilmis ve hatali olarak degerlendirilen degerlerde diizeltme islemleri

yapilmustir.

- Uretimde isletmelerin asil amaci kaliteyi yiikseltmek ve kar elde etmektir.
Piring Fabrikas1 Miidiirliigiinde halen uygulanmakta olan kalite kontrolii uygulamasinda
hurda malzemeler ile saf malzemeler kullanilmaktadir. Ancak saf malzemelerin
maliyetlerinin yiiksek olmasindan dolayr fabrika acisindan maliyetli idi. Onerilen
modelin uygulanmasi ile birlikte {i¢ ay boyunca fabrikanin kalite ve mali uzmanlari ile
yapilan goriismeler neticesinde fabrikanin piring alasimi satis gelirlerinde %0.4’liik bir

artisin yakalandigi belirtilmistir.
4. Gelecekte Yapilacak Calismalar icin Oneriler

Yapilan c¢alisma kapsaminda veya benzer konular ile ilgili gelecekte

yapilabilecegi degerlendirilen konular asagiya ¢ikarilmistir.

- Yapilan calismada, STTG katsayilar1 Hotelling T kontrol grafigi ile
izlenmistir. Ancak s6z konusu katsayillar MEWMA kontrol grafigi ile de izlenebilir.
Katsayllarin MEWMA kontrol grafigi ile izlenmesi durumunda MEWMA kontrol
grafigi yonsel olarak FEWMA kontrol grafiginde oldugu gibi “directionally invariant”
ozelligine sahip olmaktadir. Dolayisiyla STTG katsayilarinin izlendigt MEWMA
kontrol grafigi ile FEWMA kontrol grafiginin arasinda varolabilecek ortak

ozelliklerinin tespitine yonelik ¢aligmalar yapilabilir.

- Cok degiskenli kontrol grafiklerinde olusan dogal olmayan tipik
ortintiilerde, tek degiskenli kontrol grafiklerinde olusan dogal olmayan tipik Oriintiilerde
oldugu gibi bir standartlik mevcut degildir. Bu kapsamda c¢ok degiskenli kontrol
grafiklerinde olusan dogal olmayan tipik oOriintiilerde standarthigin saglanmasi icin

detayl ¢aligmalar yapilabilir.

- Cok degiskenli kontrol grafiklerinde dogal olmayan tipik Oriintiiler
literatlirde agirlikli olarak tek tek ele alinmaktadir. Ancak bir ¢ok iiretim siirecinde
dogal olmayan tipik oOriintiiler degiskenler arasindaki korelasyondan dolayr ardisik
olacak sekilde olusabilmektedir (concurrent pattern). Literatiirde bu ¢esit ardisik

oriintliler ile ilgili yapilan ¢esitli calismalar mevcuttur, ancak yeterli degildir. Bu
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nedenle ardigik Oriintiilerin tespit edilmesi ile ilgili arastirmacilar tarafindan gesitli

calismalar yapilabilir ve uygun siniflandirict modelleri dnerilebilir.
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Ek-1: Uygulamada Kullanilan Programlama Dili ve Paket Programlar
1. Uygulamada Kullanilan Programlama Dili

Uygulamada programlama dili olarak R programlama dili kullanilmistir. R dili,
modiil-2'de STTE’lerin elde edilmesinden sonra STTG katsayilarinin hesaplanmasinda
ve STTE’lerin arasindaki ortogonallige bagli olarak ortaya c¢ikan c¢oklu baglantinin

incelenmesinde gosterge degerlerin elde edilmesinde kullanilmigtir.
2. R Dilinin Tanitin

Ucretsiz ve ticari amag¢ giitmeyen bir program olan R, 6zellikle Amerika ve
Avrupa’daki istatistik¢iler arasinda en ¢ok tercih edilen programlardan biridir. Bu

programin kullanimi da iilkemizde de her gecen giin artmaktadir (ilk, 2011:1).

R dili, istatistiksel hesaplama ve grafikleri i¢in bilgisayar programi olup ayni
zamanda bagimsiz bir kurum ve kisilerce gelistirilen acik kaynak kodlu bir
programlama dilidir. R dilinin tasariminda, Bell Laboratuvarlarinda John Chamber ve
arkadaglar tarafindan gelistirilen S dilinden ve Sussman’in gelistirdigi Scheme dilinden
etkilenilmistir. Dolayisiyla R dili, S dilinin bir uzantisidir. S dilinin iki Snemli
tirevinden biri olan R, cekirdek program ve paketleri ile iicretsiz olarak indirilip

kurulabilmektedir. Diger tiirevi olan S+ ise TIBCO firmasinin ticari bir tirlintidiir.

R dili ilk olarak Yeni Zelanda Auckland Universitesi Istatistik boliimiinden Ross
Ihaka ve Robert Gentleman tarafindan ortaya konulmus ve GNU projesi iginde
gelistirilmistir. Daha sonra 1997 yilindan itibaren diinyanin cesitli yerlerinden
insanlardan olugan R Core Team adinda bir grup tarafindan R dili gelistirilmeye devam
etmistir. R dilinin ilk siirimi “R core team” tarafindan 29 Subat 2000 tarihinde

yayilanmistir.

Venables ve Smith (2008)’e gore R dilinin bazi temel ozellikleri asagida
belirtilmistir.

- R, yaygm olarak kullanilan SPSS, SAS gibi istatistik paket

programlarinin aksine istatistiksel yazilim gelistirme ortamidir.

- Etkin veri isleme ve saklama 6zelligine sahiptir.


https://tr.wikipedia.org/wiki/%C4%B0statistik
https://tr.wikipedia.org/wiki/Programlama_dili
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- Dizi ve ozellikle matris hesaplarinda kullanilabilecek 6zel operatorler

mevcuttur.

- Veri analizi i¢in kullanilabilecek uyumlu ve bir arada kullanilabilen

araglar icerir.
- Veri ¢oziimlemesinde kullanilabilecek grafiksel araglara sahiptir.
- S dili gibi basit ve etkili bir programlama dilidir.

Satman (2010)’a gore R dili istatistik ve ekonometri konulariyla ilgili 6zel olarak
tasarlanmistir. Ancak sundugu imkanlar ve diger dillerden kiitiiphaneler ihra¢ edebilme
ozelliginden dolay1 ¢ok yetenekli bir dildir. Farkli disiplinlerde ¢alisan aragtirmacilarin

R dili ile ¢alismasi i¢in bir¢ok neden bulunmaktadir. Bu nedenler s6yle siralanabilir.
- R, iicretsizdir.
- R, kolayca indirilip kurulmaya hazir yiizlerce iicretsiz pakete sahiptir.
- R, dgrenilmesi zor bir dildir.

- Gelismis veri isleme Ozelliklere sahip olmasina ragmen, bunlarin
kullanilabilmesi 6zellikle dizi ve matris islemlerine olduk¢a hdkim olmayr gerektirir

(Ozdemir, Yildiztepe ve Binar, 2010).

- Cok biiylik veri dosyalar ile ¢alismak i¢in uygun degildir. Birkag yiiz

megabyte veri dosyalari ile ugrasildiginda yetersiz bellek sorunu ile karsilasilabilir.

- Ticari bir birim olmadigindan karsilagilabilecek sorunlarla ilgili teknik

destegin saglanmasi bulunmamaktadir.

R for Windows paket programi, Clarke ve Cooke (1983)’e gore cevre birimi
kullanicilara; etkin bir veri isleme ve depolama olanagi, dizi ve matris hesaplamalari
icin komutlar grubu, veri analizi i¢in ileri diizeyli teknikler toplulugu, verinin ekranda
ya da basil1 bir eserde goriintiilenebilmesine olanak veren genis grafiksel ozellikler ve
kolay programlamaya uygun fakat karmasik programlama dillerinin 6zelliklerin sahip

bir programlama dili olanaklarin1 sunmaktadir.
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R’nin en biiylik dezavantaji gelismis bir grafiksel kullanici arayiiziine sahip
olmamasidir. Baslica yaygin olarak kullanilan R kullanict ara yiizleri standart R ara

yiizll, R Studio ara yiizii ve R Commander ara yiiziidiir.

R for Windows paket programi kullanilarak c¢evre bilimlerinde kullanilan
teknikler, robust regresyon teknikleri; en kiiciik mutlak sapma, Huber’in M tahmincileri,
en kiiciik kantil regresyon, en kiiciik ac1 regresyonu, beta regresyon, yer-konum veri
analizi, dairesel veri analizi, kategorik veri analizinde kayip veri analizi, genel kayip
veri analizi, iklim analizi, robust kovaryans analizi, sinyal isleme, sinir aglari, basit
gorlintli analizi, yasam analizi, genetik, ¢ok degiskenli normal ve t dagilimi, veri
madenciligi, Bulanik analiz teknikleri, kalite kontrol, regresyon agaglari, kategorik
verinin grafiksel gosterimi, sieve semasi gibi ileri diizeyli istatistiksel analizlerinde
yiirlitilmesi miimkiindiir (The Comprehensive R Archive Network, http://cran.r-

project.org, 2015).

R dilinde istatistiksel siire¢ kontrolii i¢in ¢esitli R paketleri bulunmaktadir. R

dilinde istatistiksel siire¢ kontrolii i¢in kullanilan bazi R paketleri asagida a¢iklanmistir.

- QCC (Quality Control Chart) Paketi:Bu paket cesitli Shewhart kontrol
grafikleri ile geleneksel CUSUM ve EWMA kontrol grafiklerinin olusturulmasi i¢in

gereken fonksiyonlari kapsar. (Scrucca, 2010)

- SPC (Statistical Process Control) Paketi:Bu paket, normal dagilmis tek
degiskenli siireclerin ortalamasini ve varyansini izlemek i¢in kullanilan tek ve iki yonli
EWMA, CUSUM ve Shiryaev-Roberts kontrol grafiklerinin sifir durumu ile sabit durum
ARL degerlerini hesaplamak i¢in gerekli olan fonksiyonlar1 kapsar. Ayrica adi gegen
kontrol grafikleri ile CUSUM ve EWMA kontrol grafikleri i¢in kontrol sinirlarinin
bulunmasinda da kullanilir.(Knoth, 2011)

- MNSPC (Multivariate Nonparametric Statistical Process Control)
Paketi:Bu paket parametrik olmayan ¢ok degiskenli kontrol grafiklerinin olusturulmasi

ile ilgili fonksiyonlar1 kapsar. (Bezener ve Qiu, 2011)



317

Ek-1: Uygulamada Kullanilan Programlama Dili ve Paket Programlar1 (Devami)

- CPM Paketi:Bu paket tek degiskenli siireclerde faz 2°de degisim noktasinin
bulunmasi i¢in tasarlanmis bir paket programidir. Bu paket hem parametrik hem de

parametrik olmayan fonksiyonlar1 kapsar.(Ross, 2012)

- MSQC (Multivariate Statistical Qulaity Control) Paketi:Bu paket cesitli
cok degiskenli Shewhart kontrol grafikleri ile geleneksel ¢cok degiskenli CUSUM ve
EWMA kontrol grafiklerinin olusturulmasi icin gereken fonksiyonlar1 kapsar (Santos-

Fernandez, 2012).
3.Uygulamada Kullanilan Paket Programlari

Uygulamada biri Minitab paket programi ve digeri NeuroSolution paket programi
olmak iizere iki adet paket programi kullanilmistir. Minitab paket programi, nominal
kalite karakteristikleri ile modiil-3'de STTG katsayilarinin tek ve ¢cok degiskenli kontrol
grafiklerinde izlenmesi icin, NeuroSolution paket programm ise modiil-4'de STTG
katsayilarinin ¢ok degiskenli kontrol grafiklerinde izlenmesinden sonra kontrol disi
sinyallerin tespit edilmesi durumunda ve tespit edilen bu kontrol dis1 sinyalin hangi hata
kaynaginin neden oldugunu ortaya koymak i¢in yapilan smiflandirma isleminde

kullanilmistir.
2.1. Minitab paket programi:

Minitab yazilimi, grafik tabanli bir istatistiksel yazilim programidir. Bu
istatistiksel yazilim programi, giiniimiizde olduk¢a yogun bir sekilde kullanilmaktadir.
Minitab yazilimu ile ilgili olarak detayl bilgiler i¢in paket programda yer alan yardim

meniisiindeki dokiimanlara bakilabilir.
3.2. NeuroSolutions Paket Programu:

NeuroSolutions yazilimi, grafik tabanli bir YSA simiilasyon programidir.
Ogrenme esnasinda agin gercek zamanl analizinin yapilabilmesini saglar. Birgok farkli
yapilar 6grenme algoritmasi ve veri analizi yaklasimini {izerinde barindirir. Elde edilen
yazilimmm C++ kaynak kod doniisimii, DLL ve OLE destegi saglamasi diger
farkliliklaridir.
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NeuroSolutions ~ yaziliminda, ¢ok katmanli percepton, ¢ok katmanl
genellestirilmis ileri beslemeli percepton, modiiler sinir agi, Jordan/Elman agi, temel
bilesenler analizi, radial basis function (RBF) agi, self-organizing feature maps
(SOFMs) ag, time lagged recurrent (7LR) agi, geri donlisimlii aglar (recurrent
networks), Co-Active Neuro-Fuzzy Inference System (CANFIS) ag1 ve destek vektor

makineleri (DVM) ile kurulan modeller ¢oziimlenmektedir.

Literatiirde bircok YSA yapisi bulunmaktadir. Bu aglar, YSA’larin yapilarinin

siiflandirilmasi bolimiinde de belirtildigi tizere ¢esitli sekillerde siniflandirilmaktadir.
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Agirlik Yiizdesi Olarak

Bilesim
ESK Kisa Malzeme
Yen Kisa Aret Alasimi o pae. | Yogunluk Kullanildig: yerler
Aret No Ol | Kabul edilebilir | ~ sy
> Katkilar(Maks)
Unsurlar
MS63 Cu:62-64 AL Talas kaldirma kabiliyeti iyidir.iyi soguk sekil
Pb CuZn37Pb0,5 CW604N Pb:0.1-0.8 Ni: 0'3 8,4gr/cm3 verilebilir.Derin ¢ekilmeye oldukc¢a uygundur.Preslenme
Zn:geri kalan ’e kabiliyeti yiiksektir.
Sn:0.2
Al:0.05
MS60 Cu:60-61 Fe:0.2 Talas kaldirma kabiliyeti iyidir.Sicak ve soguk isleme
Pb CuZn38Pbl CW607N Pb:0.8-1.8 Ni:0,3 8,4gr/cm3 icin cok uygundur.Biikiilebilme ve haddelenebilme
Zn:geri kalan Sn:0,2 ozelligi yiliksektir.Zimbalanabilir.
Digerleri:0,2
AlL:0,5 e C . .
) ) Talas kaldirma kabiliyeti ¢ok iyidir.Sicak ve soguk sekil
MS60 Cu:59-60.5 Fe:0,2 alma kabiliyeti ¢ok yiiksektir. .Biikiilebilme ve
CuZn39Pb0,5 CW610N Pb:0.2-0.8 Ni:0,3 8,4gr/cm3 abriiyet cox yu . . .
Pb o ) haddelenebilme 6zelligi yiiksektir.Kalipta islenebilmeye
Zn:geri kalan Sn:0,2 .. . . i
. . izin verir.Per¢inlenebilir.
Digerleri:0,2
Al:0,05 Talas kaldirma kabiliyeti ¢ok ytiksektir.Cok iyi .Sicak ve
Cu:59-62 Fe:0,3 soguk sekil alma kabiliyetine sahiptir.Haddelenmeye ve
MS58 CuZn39Pb2 CW612N Pb:1.8-2.4 Ni:0,3 8,4gr/cm3 kalipta islemeye uygundur.Delik agmaya ve frezelemeye
Zn:geri kalan Sn:0,3 uygundur.Tekerlek, platin ucu ,saat kadrani vb.
Digerleri:0,2 kullanilir.
. A]:Q’OS Talas kaldirma kabiliyeti gok iyidir.Iyi sicak sekil
Cu:87-99 Fe:0,3 verilebilir.Otomat tezgahlarindaki iiretilen temel
MS58 CuZn39Pb3 CW614N Pb:2.5-3.5 Ni:0,3 8,4gr/cm3 ) . & -
o ) malzemedir.Musluk baslig1 yapiminda
Zn:geri kalan Sn:0,3

Digerleri:0,2

kullanilir.Crvata,vida somun yapimina uygundur.
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Cok iyi talas kaldirma kabiliyetine sahiptir.Soguk sekil

Cu:87-89 [;16;%035 alab%lme? kabiliyeti §1n1r11d}r.C91f i.yi sicak sekil
MS58 CuZn40Pb2 CW617N Pb:1.9-2.9 Ni:0.3 8,4gr/cm3 verilebilir. Her cesit serit isleri icin kullanima
Zn:geri kalan Sn-0.3 uygundur.Sicak ;kstruzyona son derece
Digerler,i' 0.2 uygundur.Tekerlek, platin ucu , saat kadrani yapiminda
. kullanilir.
AL:0,05 Cok iyi Talas kaldirma kabiliyetine sahiptir.Sicak
Cu:55-87 Fe:0,3 sekillendirmeye ¢cok uygundur.Fakat soguk
MS56 CuZn43Pb2 CW623N Pb:1.6-3 Ni:0,3 8,4gr/cm3 sekillendirmeye uygun degildir.Cok ince ve uzun pres
Zn:geri kalan Sn:0,3 lamalar1 yapimina oldukg¢a uygundur.insaat lamalar1 ve
Digerleri:0,2 merdiven korkulugu yapiminda kullanilir.
Ag:0,02-0,06
Fe:0,07 . . ..
Cu:76-79 Mn:0.1 Boruye boru yz.ltagl , kondansatdrler icin 1s1 ta$1y1'CllaI'1.
SOMS76 CuZn20A12A5 CWT02R AL1.52.3 Ni-0 ’1 8 gr/cm3 ve degistiricileri yaplmlpda kullam.hr. Korosypn direnci
Zn'g.er.i ka.lan p- 0 61 ’ yiiksek oldugundan deniz suyu nakil borulart imalatinda
’ Pl:;: 6’0 5 kullanilir.
Digerleri:0,3
Cu:57-59
Mn:0.8-1.8 Fe:0,5
CuZn39Mn1AIPb AL:0.3-1.3 Ni:0,5 Korosyon direnci yiiksektir. Yiiksek mukavemette ve
SOMSS8ATL Si CW7I8R Pb:0.2-0.8 Sn:0,5 8,3gr/em3 orta saglamlikta yap1 malzemesi olarak kullanilir.
Si:0.2-0.8 Digerleri:0,3
Zn:geri kalan
Cu:57-59
CuZn37Mn3AL2p Xllnl 13_52_ 33 E?: }’8 Lehimlenebilme 6zelligi yiiksektir.Korosyon direnci
SOMSS58AI2 bSi CWT7I3R Pb.' 0.2—0.8 Sn: 0’ 4 8,1gr/cm3 yiiksektir. Yiiksek mukavemette ve yliksek saglamlikta
$i:0.3-13 Digerleri:0,4 yapi malzemesi olarak kullanilir,

Zn:geri kalan
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Al:0,02
Fe:0,05 Cok iyi soguk sekil verilebilir.Doviilmeye ve islemeye
Cu:94-96 NI:0,3 ¢ok uygundur.Piyano tuslart yapimi i¢in ¢ok
MS95 s W S00L Zn:geri kalan Pb:0,05 8,9gr/cm3 uygundur.gl%ektrotekn}ilkte izolasy(})/nrr)nalzemesi olarak
Sn:0,1 kullanilir.
Digerleri:0,1
Al:0,02
Cu:89-91 Fl\?i%oss o Gokiyisoguksekil
MS90 CuZnl0 CW501L Zn:geri kalan Pb:0 ’0 5 8,8gr/cm3 verilebilir.Preslemeye,kaliplamaya,déviilmeye ve
) Sﬁ: (’)’1 islemeye ¢ok uygundur.
Digerleri:0,1
?;8’8% o Cok iyi soguk sekil
Cu:84-88 Ni' d 3 verilebilir.Preslemeye,kaliplamaya,déviilmeye ve
MS85 CuZnl5 CW502L Zn'géri kalan Pb'b ’O 5 8,8gr/cm3 islemeye ¢ok uygundur.Hortum ucu manometre ve yay
' Sr;' (’) 1 kenarlarinda kul}anlrr} icin gok uygundur.Korozyon
Digerl.er,i: 0.1 direnci c¢ok yiiksektir.
?;88? o Cok iyi soguk sekil
Cu:79-81 Ni' 0 3 verilebilir.Preslemeye, kaliplamaya,ddviilmeye ve
MS80 CuZn20 CW503L Zn'géri Kalan Pb'b 0 5 8,7gr/cm3 islemeye ¢ok uygundur.Hortum ucu manometre ve yay
) Sﬁ' O 1 kenarlarinda kullanim i¢in ¢ok uygundur.Korozyon
Digerl;sr,i: 0.1 direnci cok yiiksektir.
Al:0,02 N . o . -
Fe-0.05 Cok iyi soguk sek.ll verilebilir.Derin gekmeye?, sogul.<
Cu:71-73 NI: d 3 preslemeye ve perginlemeye ¢ok uygundur.Celik iizerine
MS72 CuZn28 CW504L Zn'géri Kalan Pb'b ’O 5 8,6gr/cm3 diizgiin sekilde geigilebilir.Mermiler i¢in kovan ve
' SI:l' (’) 1 gomlek yapiminda l.<ullar.11ma cok .uygundur.Korosyon
Digerlér,i: 0.1 direnci yiiksektir.
Al:0,02 Cok iyi soguk sekil verilebilir. .Derin ¢gekmeye, soguk
Cu:69-71 Fe:0,05 preslemeye ve percinlemeye ¢ok uygundur. Celik iizerine
MS70 CuZn30 CW505L Zn'géri Kalan NI:0,3 8,5gr/cm3 diizgiin sekilde geigilebilir.Mermiler igin kovan ve
’ Pb:0,05 gomlek yapiminda kullanima ¢ok uygundur.Korosyon
Sn:0,1 direnci yiiksektir.
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Al:0,02
Cu:66-88 Fe:0,05
" NIL:0,3 Cok iyi soguk sekil verilebilir.Tel orgii,sogutucu bantive
MS67 - CW30eK Zn:geri kalan Pb:0,05 8,5gr/cms3 boru pergini olarak kullanima ¢ok uygundur.
Sn:0,1
Digerleri:0,1
Al:0,02
Cu:63.5-85.5 131\6131%()35 Soguk sekil verilebilir.Derin ¢ekmeye, preslemeye ,
MS63 CuZn36 CW507L m o 8,4gr/cm3 soguk haddelemeye ,biikmeye uygundur.Tercihli olarak
Zn:geri kalan Pb:0,05
Sn-0.1 u¢ asindirici yapiminda kullanilir.
Digerleri:0,1
Al:9’06 Soguk sekil verilebilir.Derin ¢ekmeye, preslemeye ,
Fe:0,1 5 N S
Cu-62-84 NLO3 soguk haddelemeye ,biikmeye uygundur.lyi
MS63 CuZn37 CWS508L o s 8,4gr/cm3 lehimlenebilir. Yay yapimina uygundur.Dokiilebilirligi
Zn:geri kalan Pb:0,1 .. . o
Sn-0.1 yiiksektir.Fermuar ve fermuar seritleri yapiminda
Digerleri:0,1 kullanilir.Kursun kalem uglar1 yapiminda kullanilir.
Al:0,06 Soguk sekil verilebilir.Sicak sekil
Fe:0,2 verilebilir.Biikkmeye,d6vmeye, haddelemeye ve
MS60 Cu:59,5-81,5 NI1:0,3 percinlemeye uygundur.Kalipla sekil verilebiliriligi
CuZnd0 CWS09L Zn:geri kalan Pb:0,3 8.4gr/cm3 zayiftir.Derin ¢ekmeye uygun degildir.Nipel teli ve
Sn:0,2 kondansator yatagi yapiminda kullanilir.Metal para

Digerleri:0,2

yapiminda kullanilir.




Ek-3: Stokiometrik Tablo (Ornek)




Ek-3: Stokiometrik Tablo (Ornek) (Devam)
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Ek-4:Spektral Analiz Defteri Sayfasi




Ek-5:Uygulama Verileri (01 Ocak-31 Mart 2015)

Ocak
ayl

Cu

Pb

Fe

Sn

Al

Ni

Sb

1
.Hurda

Hurda

Hurda

Hurda

12.
Hurda

13.
Hurda

16.
Hurda

17.
Hurda

18.
Hurda

60.92

0.83

0.04

0.13

0.00

0.02

0.00

56.96

2.08

0.05

0.22

0.00

0.02

0.01

60.81

1.46

0.03

0.14

0.00

0.01

0.00

58.25

2.30

0.06

0.24

0.00

0.03

0.02

1

57.36

1.80

0.08

0.20

0.01

0.05

0.00

58.92

1.71

0.10

0.21

0.00

0.05

0.00

58.97

161

0.08

0.17

0.00

0.07

0.01

58.95

1.85

0.07

0.17

0.00

0.04

0.01

59.70

2.09

0.06

0.18

0.00

0.03

0.00

57.00

1.86

0.05

0.16

0.00

0.03

0.00

59.90

1.78

0.05

0.17

0.00

0.03

0.00

57.45

1.95

0.10

0.19

0.01

0.05

0.00

57.37

1.80

0.07

0.19

0.00

0.03

0.00

60.20

2.06

0.07

0.22

0.00

0.03

0.00

59.05

191

0.10

0.28

0.01

0.07

0.01

59.00

1.83

0.10

0.30

0.01

0.06

0.01

58.47

1.78

0.07

0.32

0.00

0.04

0.00

12

58.07

1.85

0.08

0.32

0.00

0.04

0.01

59.00

1.30

0.08

0.16

0.00

0.03

0.00

58.20

2.36

0.08

0.17

0.00

0.03

0.03

56.53

1.75

0.05

0.19

0.00

0.03

0.01

59.30

1.80

0.06

0.24

0.00

0.03

0.01

SAF

SAF

SAF

SAF
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58.58

1.79

0.07

0.27

0.00

0.03

0.01

58.37

2.00

0.09

0.22

0.00

0.04

0.01

59.97

1.95

0.07

0.24

0.00

0.04

0.01

57.60

241

0.08

0.19

0.00

0.04

0.01

58.25

2.02

0.07

0.03

0.00

0.04

0.01

58.62

2.01

0.07

0.19

0.00

0.02

0.03

57.92

1.88

0.09

0.18

0.00

0.03

0.02

57.18

1.82

0.10

0.25

0.00

0.05

0.02

59.03

1.90

0.09

0.28

0.00

0.05

0.02

14

58.04

1.85

0.07

0.16

0.00

0.03

0.02

59.42

1.65

0.05

0.18

0.00

0.02

0.01

57.92

2.09

0.07

0.24

0.00

0.03

0.01

58.40

1.82

0.07

0.25

0.00

0.03

0.01

57.72

1.71

0.04

0.15

0.00

0.02

0.00

58.25

1.95

0.07

0.23

0.00

0.03

0.01

57.60

1.75

0.05

0.16

0.00

0.03

0.00

58.62

1.24

0.06

0.17

0.00

0.04

0.01

15

58.13

1.70

0.07

0.20

0.00

0.04

0.00

58.40

1.75

0.07

0.20

0.00

0.03

0.00

57.95

2.01

0.08

0.22

0.00

0.03

0.01

59.90

2.10

0.06

0.31

0.00

0.04

0.01

58.62

1.80

0.07

0.20

0.00

0.03

0.00

58.20

2.03

0.05

0.26

0.00

0.04

0.00

58.26

1.93

0.09

0.24

0.00

0.04

0.01

57.12

1.80

0.11

0.22

0.00

0.05

0.01

58.43

1.70

0.09

0.14

0.00

0.03

0.00
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58.83

1.80

0.08

0.18

0.00

0.04

0.01

61.22

2.55

0.07

0.36

0.01

0.04

0.01

59.00

2.14

0.08

0.30

0.00

0.04

0.01

58.70

1.82

0.07

0.16

0.00

0.03

0.00

58.15

1.93

0.08

0.21

0.00

0.04

0.01

57.08

1.97

0.09

0.29

0.00

0.05

0.02

59.90

1.96

0.09

0.26

0.00

0.05

0.02

17

60.80

2.10

0.09

0.28

0.00

0.04

0.02

58.08

2.15

0.08

0.27

0.00

0.04

0.01

59.55

1.84

0.07

0.21

0.00

0.03

0.01

59.40

1.97

0.08

0.20

0.00

0.04

0.01

59.80

1.90

0.08

0.25

0.00

0.04

0.01

19

61.45

2.00

0.06

0.30

0.00

0.06

0.01

60.05

2.15

0.11

0.25

0.00

0.08

0.02

56.43

2.05

0.10

0.25

0.00

0.07

0.01

58.36

151

0.09

0.22

0.00

0.05

0.02

57.40

1.92

0.10

0.24

0.00

0.07

0.01

58.45

1.74

0.10

0.23

0.00

0.05

0.01

20

62.10

1.87

0.05

0.15

0.00

0.02

0.00

58.17

1.78

0.08

0.17

0.00

0.05

0.01

58.53

1.82

0.11

0.27

0.00

0.04

0.01

58.26

2.13

0.10

0.32

0.00

0.05

0.02

57.83

1.88

0.08

0.21

0.00

0.05

0.01

58.62

1.93

0.07

0.17

0.00

0.04

0.01
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59.02

2.02

0.08

0.25

0.00

0.04

0.02

58.64

1.78

0.06

0.25

0.00

0.05

0.01

58.13

2.09

0.10

0.29

0.00

0.06

0.01

57.40

2.13

0.11

0.28

0.00

0.05

0.01

59.20

1.35

0.13

0.29

0.00

0.07

0.02

59.00

2.20

0.10

0.15

0.01

0.06

0.03

22

59.90

1.90

0.10

0.17

0.00

0.05

0.02

58.47

1.90

0.10

0.28

0.00

0.05

0.02

60.51

1.43

0.10

0.22

0.00

0.04

0.02

57.45

2.08

0.12

0.31

0.00

0.07

0.02

60.45

2.00

0.12

0.29

0.00

0.06

0.02

23

60.23

1.82

0.10

0.22

0.00

0.05

0.01

59.65

241

0.09

0.22

0.00

0.05

0.02

58.63

2.23

0.11

0.24

0.00

0.06

0.03

57.85

2.09

0.15

0.30

0.00

0.07

0.02

62.05

2.22

0.13

0.36

0.00

0.06

0.03

57.80

2.20

0.11

0.29

0.00

0.06

0.03

24

58.50

1.95

0.10

0.27

0.00

0.05

0.02

58.13

2.01

0.13

0.24

0.01

0.08

0.24

57.70

1.72

0.10

0.20

0.00

0.05

0.02

58.37

2.47

0.09

0.17

0.00

0.04

0.03

62.18

2.60

0.04

0.08

0.00

0.02

0.01

26

60.40

2.29

0.09

0.18

0.00

0.06

0.02

58.13

2.50

0.12

0.27

0.00

0.07

0.03

57.65

2.32

0.12

0.27

0.00

0.06

0.02

61.80

2.30

0.25

0.03

0.00

0.06

0.02

59.05

2.14

0.16

0.27

0.00

0.08

0.02
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58.38 |1.80 | 0.18 | 0.23 | 0.00 | 0.06 | 0.02
57.53 |2.10| 0.11 | 0.20 | 0.00 | 0.07 | 0.02
55.55 | 1.63| 0.14 | 0.14 | 0.01 | 0.07 | 0.02
27 57.77 |2.11| 0.11 | 0.21 | 0.00 | 0.06 | 0.02
60.66 | 1.70 | 0.12 | 0.18 | 0.00 | 0.04 | 0.01
58.95 |2.33| 0.07 | 0.16 | 0.00 | 0.03 | 0.04
58.22 |2.25| 0.16 | 17.00 | 0.00 | 0.06 | 0.04
58.54 |2.25| 0.13 | 0.21 | 0.00 | 0.06 | 0.02
28 57.62 |2.25| 0.13 | 0.27 | 0.00 | 0.06 | 0.02
58.70 | 2.00 | 0.12 | 0.22 | 0.00 | 0.04 | 0.01
57.80 |2.32| 0.18 | 0.27 | 0.00 | 0.11 | 0.02
58.97 | 1.67| 0.10 | 0.22 | 0.00 | 0.04 | 0.01
57.36 | 1.80| 0.10 | 0.22 | 0.00 | 0.05 | 0.01
59.10 |2.00 | 0.10 | 0.21 | 0.00 | 0.05 | 0.02
29 57.96 |2.11| 0.11 | 0.20 | 0.00 | 0.06 | 0.02
58.10 |2.05| 0.11 | 0.20 | 0.00 | 0.06 | 0.02
57.25 |2.19| 0.13 | 0.20 | 0.01 | 0.08 | 0.02
60.58 | 1.96 | 0.12 | 0.21 | 0.00 | 0.06 | 0.01
58.30 [ 1.19| 0.11 | 0.19 | 0.00 | 0.06 | 0.01
58.62 |2.05| 0.08 | 0.17 | 0.00 | 0.06 | 0.01
30 59.06 |2.05| 0.09 | 0.21 | 0.00|0.04 | 0.01
58.85 |2.30| 0.10 | 0.34 | 0.00 | 0.06 | 0.01
58.35 |2.20 | 0.10 | 0.25 | 0.00 | 0.07 | 0.01
5793 |2.30| 0.18 | 0.21 | 0.00 | 0.07 | 0.02
57.89 |2.10| 0.13 | 0.23 | 0.00 | 0.07 | 0.02
31 57.92 |2.20| 0.15 | 0.26 | 0.00 | 0.08 | 0.02
57.52 |2.14| 0.14 | 0.23 | 0.00 | 0.07 | 0.01
58.32 |2.12| 0.12 | 0.24 | 0.00 | 0.06 | 0.02

i Nl b B
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1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 12. 13. 14. 15. 16. 17. 18.
Subat Cu Pb | Fe | sn Al Ni Sb Hurda | Hurda | Hurda | Hurda | Hurda | Hurda | Hurda | Hurda | Hurda | Hurda | Hurda | Hurda | Hurda | Hurda | Hurda | Hurda | Hurda | Hurda
vt 1 2 | SAF | SAF | SAF | 3 |[SAF| 4 | 5 |SAF| 2 2 2 |SAF| 6 6 | SAF | 2
58.75 | 1.4 | 0.1 [0.21| 0 [0.07
58.01 | 1.3 |0.05|0.11| 0 |0.03
2 | 6003 [235]0.12[0.24| 0 |0.09
57.54 | 2.3 [0.13[0.27| 0 |0.06
58.14 |2.16 | 0.1 [0.25| 0 [0.07 N
60.66 | 1.85]0.11[0.17] 0 [0.06 L
59.53 |1.64]0.09[0.12] 0 |0.04 ]
3 584 | 2.5 [0.06]021] 0 [0.05 ]
585 | 1.4 [0.07]0.12] 0 [0.03 ]
56.04 | 1.5 [0.09]0.18| 0 [0.05 ]
58.63 |1.82[0.11]0.25] 0 [0.05 ]
5732 |1.78]0.13]0.22] 0 [0.06 ]
61.02 [1.86| 0.1 |0.25| 0 [0.06 ]
, |595 [22[012]025] 0 [007 L
57.81 |2.13] 0.1 [0.27] o |0.06 L
57.84 |2.17]0.11]0.26| 0 |0.05 L
5848 | 2 [0.11]0.17]0.02]0.06 L
57.21 [2.11] 0.1 [021] 0 [0.05
59.85 [1.92] 0.1 | 0.2 |0.02]0.07
s |5867 [197] 01 J023] 0 [006 I
59.25 [2.05] 0.1 [0.25| 0 [0.06
57.94 [2.18] 0.1 [0.23| 0 |0.05
57.03 [1.71]0.08]0.18] 0 |0.05
57.91 [2.28 ] 0.1 [0.27 |0.01 | 0.07
59.03 | 1.97 | 0.09 [0.22 | 0.01 | 0.07
57.66 |[2.05| 0.1 | 02 | 0 |0.05
¢ | 587 |204]01 |023] 0 |005
57.84 |1.86|0.08|0.24| 0 |0.05
58.03 [1.78| 0.1 [0.25| 0 |0.06
6172 | 2.1 [011[ 03 | 0 |0.07
60.24 | 1.9 |0.11[0.29 | 0.01 | 0.07
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60 | 22 | 01 [022 0.06
60.08 | 2.05 | 0.12 | 0.21 ]0.01]0.07 . ]
57.94 | 2.07 [ 0.12 | 0.28 0.07 B ]
579 | 19 | 01 [o02s 0.04

58.1 | 2.18 | 0.12 | 0.28 0.07

57.78 2 0.13 | 0.29 0.05

58.67 | 1.49 | 0.11 | 0.26 0.06

58.73 | 2.13 | 0.16 | 0.24 0.09

60.25 | 1.86 | 0.12 [0.23] 0 |0.08 B R
59.06 | 212 | 0.13 [0.24 | 0 |0.07 N -
57.95 | 1.92 | 011 |036| 0 [0.05 e ]
5876 2.02 | 01 |0.31] 0 |0.06 ]
58 |2.58 | 015]033] 0 [o11
5824 [ 225 | 0.12 | 03 | 0 [0.08
5861 1.7 | 009 | 0.3 | 0 |0.05 L
576 | 175 | 01 [031] o |oos ]
58 | 1.97 | 005 [031] 0 [002
5962 172 [ 0.07 [0.25] 0 [0.02 - R N -
58.8 | 1.59 | 0.09 [0.18| 0 [0.06 ] e
61.2 | 1.65 | 013 [025| 0 [0.09 ]
5898 | 143 | 0.1 [0.24] 0 |0.06 N
581 | 25 [ 009 [019] 0 [0.04 ] ] -
5888 | 1.8 | 0.1 [0.18] 0 [0.07
5932 21 011|031 o [o.08
58.95 | 1.08 | 0.13 |0.26 | 0 |0.09 |
55.05 | 2.95 | 01 [0.23] 0 [0.05 |
5919 | 2.2 [0.09 [0.22] 0 [0.05 ]

; —

0

0

; O

; |

0

0

0

0

0

0

5847|211 | 013 | 03 0.07
61.1 | 1.55 | 0.18 | 0.3 0.1 - ‘ -
60.75| 1.6 | 0.1 |0.29|0.01|0.05 - L -7
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586 | 191 | 019 | 032 | O |0.06
59.15| 195 | 0.15 | 0.26 | 0.02 | 0.08
14 58.12 | 1.43 01 {025 | O |0.05
5792 | 1.9 0.11 | 0.28 | 0 |0.06
61.08| 0.6 |0.058| 0.26 | 0 |0.02
56.03| 166 | 0.08 | 0.15| O |0.03
5747 | 1.9 0.11 | 024 | O |0.05
16 58.24 | 197 | 0.13 | 0.29 | 0.05 | 0.06
58.9 1.6 01 054 | 0 |0.06
58.76 | 194 | 0.11 | 0.27 | O |0.09
58.89 | 2.03 | 0.12 | 034 | 0 |0.07
58.07| 192 | 0.09 | 022 | O |0.08
17 57.88 | 2.44 01 | 029 | 0 |0.05
57.87| 219 | 0.11 | 031 | O |0.05
5941 | 1.6 01 {026 | 0 |0.07
576 | 209 | 0.11 | 026 | O |0.06
58.17| 198 | 0.13 | 034 | 0 |0.01
58.3 | 1.82 0.1 | 0.24 | 0.01 | 0.06
58.4 | 1.57 | 0.11 | 0.21 | 0.01 | 0.06
18 59.6 2 0.23 | 0.23 | 0.01 | 0.06
57.01| 1.6 0.11 | 021 | O |0.04
58.25| 2.25 | 0.16 | 0.35 | 0.01 | 0.12
59.4 2.4 0.14 | 038 | 0 |0.09
60.28 | 2.08 | 0.13 | 0.28 | 0 |0.07
19 57.09| 2.3 0.14 | 0.22 | 0.04 | 0.06
5745| 1.75 0.1 | 0.17 | 0.01 | 0.04
585 | 182 | 012 {026 | O |0.06
5894 | 1.78 | 0.18 | 0.29 | 0 |0.05
58.08| 165 | 0.11 | 021 | O |0.04
58.72| 225 | 0.16 | 033 | 0 |0.07
20 58 225 | 012 | 0.28 | 0 |0.06
58.4 2.1 0.13 | 032 | 0 |0.07
58.67| 1.73 | 0.11 | 0.29 | O |0.07




54.06 | 1.5 | 0.14 | 029 | 0 [0.060.016 |
5744 13 | 006 | 014 | 0 [0.03]0.01 |
21 |5753[237] 012 032 | 0 [0.06]0.021 |
57.83( 233 ] 011 |034| 0 [0.06 |
59.26 | 1.96 | 0.15 | 026 | 0 [0.05 ] |
583 | 1.7 | 012 | 019 ] 0 |0.04 . |
59.44 [ 2.14 | 0.14 | 0.16 [0.01[0.05 |
23 | 592 [ 18] 01 |o019]| 0 [0.04 |
57.41] 136 | 012 [016 | 0 [0.04 ]
58.27 | 1.74 | 0.13 [ 023 ] 0 [0.05 ]
54.66 | 1.64 | 0.19 | 0.18 | 0 [0.04
60.28 | 1.97 | 0.16 | 0.2 | 0 |0.05 |
L, |581]202] 014 [028]| 0 |005 |
58.1 | 1.52 [ 012 [0.22| 0 |0.05 |
58.08| 1.85 | 0.13 | 022 | 0 [0.05 |
58.18 | 1.35 | 0.12 | 0.22 | 0 [0.04 |
59.7 [ 2.11 | 024 [024] 0 [0.06 |
5837 1.96 | 0.18 | 0.19 | 0 [0.05 |
b5 |[581]165] 027 [019] 0 [0.05 |
57.93]1.98 | 018 | 0.2 | 0 [0.05 ]
58.41]2.01 | 0.14 [021] 0 [0.05 ]
58.16 | 1.64 | 0.13 [ 022 | 0 [0.08 ]
63.08] 1.73 [ 012 [0.24]| 0 [0.05 |
59.6 | 1.65 | 013 [021| 0 [0.04 |
26 |58.85]1.55 | 0.14 | 024 | 0 [0.05 |
63.02] 1.75 | 012 [022] 0 [o0.04 ]
573 143 | 01 |o011] 0 |0.03 e
56.13] 269 | 01 | 02 | 0 [0.04 ] \
58.33] 1.94 | 012 019 0 [0.04 [ |
,;, |5849[204 ] 014 o021 0 [005 = |
58.76 | 1.75 | 0.13 | 022 | 0 [0.05
58.03] 1.99 | 014 024 0o [0.06 ] [
5714|114 | 012 024 ] 0 [o0.05 ] [
56.61] 1.78 | 0.11 | 024 | 0 [0.05 [
’8 60 | 201| 01 [014] 0 |0.03 I ]
56.9 | 212 | 016 | 023 | 0 [0.04
579 | 212 015 [ 024 0 |0.05

M

Nl I I

L
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cw lpbl Fe | sn | Al nil sb 3|4 |5 7 10 | 11 | 12 | 13| 14 | 15 | 16 | 17 | 18
ay! SAF | SAF | SAF SAF SAF| 2 | 2 | 2 [ SAF | 6 | 6 |[SAF| 2
59.78 |2.04| 0.19 | 0.27 | 0.07 | 0.08 | 0.011
59.46 (1.89| 0.16 | 0.27 |0.01| 0.1 | 0.021
2 | 5867 |085| 0.11 | 018 | 0 [0.05| 0.01
5735 |23 | 0.14 | 0.24 0 |0.05| 0.01
5761 |196| 0.1 0.2 0 |0.05 0
61.11 | 2.23| 0.18 | 0.27 0 |0.07 | 0.003
59.05 |1.96 | 0.13 | 026 | 0 [0.05| 0.01
59.16 | 1.75| 015 | 024 | 0 |0.07| 001
> |sa86|197] 01 019 0 |0.03] 0009
59.35 |1.06| 0.17 | 0.19 |0.01|0.04 0
590.1 2 0.17 | 0.21 | 0.01|0.05| 0.012
59.29 |1.73| 0.17 | 0.16 0 |0.03| 0.007
59.7 [1.72| 0.13 0.3 |0.01|0.06 | 0.017
) 60.03 |1.83| 0.2 0.3 0 |0.06| 0.016
57.7 [1.68| 0.14 | 0.18 0 |0.04 0
58.87 | 2 0.22 | 0.22 0 |0.04 | 0.017
60.18 |2.05| 0.2 0.26 0 |0.06| 0.018
5 57.8 [2.14| 0.14 0.2 0 |0.06 | 0.007
59.06 | 2.2 | 0.15 0.2 0 |0.07 0
59 |1.75] 0.12 | 0.16 0 |0.05 0




589 | 211|011 | 0.2 0 0.04 0.005
60.82 | 1.32 | 0.1 | 0.26 0 0.05 0.031
6 6192 | 1.97 | 0.16 | 0.3 0 0.09 0.03
57.14 | 2.07 | 0.15 | 0.32 0 0.07 0.02
584 | 1.85 | 0.16 | 0.24 0 0.06 0.012
59.31 | 224 | 0.1 | 0.27 0 0.04 0.01
59.06 | 1.93 | 0.22 | 0.26 0 0.04 0.015 ‘
61.02 | 1.74 | 0.12 | 0.24 0 0.06 0.019
7 579 | 2.14 | 0.19 | 0.27 0 0.06 0.011
56.93 | 2.05 | 0.13 | 0.26 0 0.06 0.014
57.06 | 2.01 | 0.14 | 0.23 0 0.06 0.014 -
57.71 | 174 | 0.13 | 0.24 0 0.06 0.02 ‘
57.21 | 2.02 | 0.13 | 0.27 0 0.05 0.019 ‘
9 57.32 | 2.23 | 0.14 | 0.27 0 0.05 0.017 ‘
60.5 | 1.78 | 0.16 | 0.18 0 0.05 0.011 ‘
59.68 | 2.14 | 0.14 | 0.23 0 0.06 0.012 ‘
59.38 | 1.9 | 0.14 | 0.23 0 0.05 0.012 ‘
57.03 | 0.81 | 0.08 | 0.17 0 0.04 0.007 ‘
58.16 | 2.41 | 0.17 | 0.25 |0.049| 0.06 0.016 ‘
10 59.2 | 204 | 015 | 0.2 | 0.01 | 0.05 0.005 ‘
58.04 | 2.08 | 0.11 | 0.2 0 0.04 0.014 ‘
599 | 213 |0.18 | 0.23 0 0.04 0.016 ‘
56.81| 2.1 | 0.2 | 0.25 0 0.05 0.016 ‘
60.34 | 2.86 | 0.17 | 0.22 0 0.05 0.007
58.13 | 2.36 | 0.15 | 0.26 0 0.05 0.014 7‘
1 58.03 | 138 | 0.1 | 0.17 0 0.03 0.011 ‘
5733|218 | 0.1 | 0.23 | 0.02 | 0.04 0.011 7‘




60.2 | 1.98 | 0.13 | 0.24 0 0.04 0
589 | 151 | 0.15 | 0.19 | 0.04 | 0.05 0.009
579 | 213 | 0.16 | 0.18 | 0.01 | 0.05 0.007
12 59.35 193 | 0.17 | 0.25 | 0.02 | 0.06 0.008
58.2 | 2.06 | 0.15 | 0.27 0 0.05 0.007
59.26 | 1.62 | 0.14 | 0.22 | 0.01 | 0.05 0.014
576 | 2.2 | 012 | 0.21 0 0.05 0.016
60.16 | 2.33 | 0.12 | 0.22 0 0.05 0.013
575 | 212 | 0.2 | 0.27 0 0.05 0.011
2 575 | 1.92 | 0.12 | 0.22 0 0.04 0.018
5845 | 2.14 | 0.15 | 0.25 0 0.05 0.01
589 | 173|012 | 0.2 | 0.01 | 0.05 0.013
5742 | 2.14 | 0.11 | 0.18 0 0.04 0.012
58.26 | 1.48 | 0.08 | 0.12 0 0.03 0.007
14 56.81 | 2.27 | 0.14 | 0.21 0 0.04 0.007
57.89 | 2.13 | 0.15 | 0.25 0 0.05 0.01
58.03 | 2.08 | 0.16 | 0.26 0 0.05 0.014
59.58 | 1.16 | 0.19 | 0.3 0 0.04 0.021
593 | 182|014 | 0.21 0 0.03 0.013
16 585 | 129 | 0.12 | 0.24 | 0.01 | 0.05 0.028
61.13 | 2.05 | 0.14 | 0.25 0 0.05 0.017
5761 | 1.8 | 0.1 | 0.17 0 0.04 0.013




57.75 ] 196 |0.12] 0.2 0 0.04 0.02
59.07 | 1.25 |0.06]0.13] O 0.03 | 0.011
17 5806 | 21 ]011]022] O 0.04 | 0.009
59.12 | 1.77 |0.16]0.21| O 0.04 | 0.013
55.38 | 1.67 |0.11]0.18 | 0.01 | 0.03 | 0.007
579 | 2.27 |1012]021] O 0.04 | 0.016
18 58.08 | 213 |0.11]0.18| O 0.04 | 0.013
6105 2.1 (011024 O 0.05 | 0.011
20 5793 ] 203 |0.16]0.27 ]| O 0.06 | 0.029
56.07 | 1.24 |0.11]0.24|0.01 | 0.05 | 0.012
5771 ] 194 1011019 ]| O 0.04 | 0.013
58.63 | 2.2 0.1 (026 O 0.05 | 0.015
- 58.4 19 011024 ] O 0.04 | 0.015
585 | 214 011027 | O 0.05 | 0.018
57.5 168 (01 (014 O 0.03 | 0.018
57.44 | 2.74 |0.11|0.26 | 0.01 | 0.06 | 0.021
23 58.1 | 2.25 |0.12] 0.3 0 0.05 | 0.017
5797 ] 16 0141027 ] O 0.05 | 0.013
5785 | 2.1 01 (025 O 0.04 | 0.021
57.75 ] 1.74 10.15]0.28 | 0.03 | 0.05 | 0.008
579 | 1.79 |0.13]0.25]0.03 | 0.05 | 0.017
57.7 | 1.79 10.08]0.18 | O 0.04 | 0.025
24 57.23 | 232 |0.11]0.19]0.01 | 0.05 | 0.014
58.65 | 1.25 | 0.1 | 0.21 | 0.01 | 0.04 | 0.015
57.3 1.83 | 0.18 | 0.06 | 0.03 | 0.07 0.03
5724 | 21 (008|017 | O 0.02 | 0.017
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58.73 |12.34] 0.1 0.33 0 0.07 | 0.031

5753 | 1.6 | 0.05 0.1 0 0.02 | 0.008

58.83 | 1.9 0.1 0.17 0 0.04 | 0.011

> 59.84 11.33| 0.04 | 0.13 0 0.02 | 0.008
58.7 |1.54| 0.05 | 0.14 0 0.02 0

58.7 12.17| 0.08 0.2 0.02 | 0.03 | 0.011

61 199| 0.1 0.25 0.01 | 0.04 | 0.011

58.93 |1.82] 0.11 | 0.21 0 0.04 | 0.015

26 60.12 [ 1.51| 0.09 | 0.27 0 0.04 | 0.02

5981 |166| 0.1 0.23 0 0.04 | 0.016

58.82 12.15] 0.11 | 0.38 0.02 | 0.06 | 0.032

5895 ]1195] 0.11 | 0.31 0.01 | 0.05 | 0.018

59.69 | 1.68| 0.1 0.3 0 0.06 | 0.045

57.83 |1 25| 0.08 | 0.27 0 0.05 | 0.035

27 59.36 | 1.1 0.1 0.28 0.02 | 0.05 | 0.014

5745 |155] 0.11 | 0.24 0.01 | 0.04 | 0.017

57.75 1 1.8 | 0.07 | 0.19 0 0.04 | 0.016

60.34 [ 2 0.1 0.3 0.01 | 0.04 | 0.019

58.69 |12.03| 0.09 | 0.22 | 0.005 | 0.05 | 0.027

28 5844 | 2 0.11 | 0.29 0 0.05 | 0.023

59.03 |192] 01 0.25 0.03 | 0.05 | 0.013

57.68 |1.51| 0.1 0.27 0.03 | 0.07 | 0.009

57.79 |1.77] 0.11 | 0.27 0 0.05 | 0.017

30 586 |136| 0.1 0.18 0.01 | 0.04 | 0.007

58.78 | 1.7 0.1 0.21 0.02 | 0.05 | 0.005

58 [215] 0.1 0.26 0 0.04 | 0.016

61.03 (192 0.11 | 0.18 0.01 | 0.04 | 0.014

56.23 |1.84| 0.1 0.23 0 0.06 | 0.015

31 58.08 | 2 0.12 | 0.25 0 0.05 | 0.013

58.3 2 0.12 | 0.24 0 0.05 | 0.013

584 1196 0.11 0.3 0 0.04 | 0.017

|
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Ek-6:Kalite Karakteristigi Olarak Element Degerlerinin I, MR ve Hotelling 72
Kontrol Grafikleri ile Izlenmesinde Faz I Asamasi Degerleri

Ocak ay1 Cu Pb Fe Sn Al Ni Sb
1.olgtim | 60.92 0.83 0.04 0.13 0.00 | 0.02 | 0.00
2.06l¢tim | 56.96 2.08 0.05 0.22 0.00 | 0.02 | 0.01
5. glin 3.0l¢im | 60.81 1.46 0.03 0.14 0.00 | 0.01 | 0.00
4.06lcim | 58.25 2.30 0.06 0.24 0.00 | 0.03 | 0.02
5.0l¢tim | 57.36 1.80 0.08 0.20 0.01 | 0.05 | 0.00
6. 0lctim | 58.92 1.71 0.10 0.21 0.00 | 0.05 | 0.00
7.06l¢im | 58.97 1.61 0.08 0.17 0.00 | 0.07 | 0.01
8. olgim | 58.95 1.85 0.07 0.17 0.00 | 0.04 | 0.01
6. giin
9.06l¢iim | 59.70 2.09 0.06 0.18 0.00 | 0.03 | 0.00
10. 6l¢iim | 57.00 1.86 0.05 0.16 0.00 | 0.03 | 0.00
11. 6lgim | 59.90 1.78 0.05 0.17 0.00 | 0.03 | 0.00
12. 6l¢iim | 57.45 1.95 0.10 0.19 0.01 0.05 | 0.00
13. 6lgim | 57.37 1.80 0.07 0.19 0.00 | 0.03 | 0.00
8. giin 14. 6lcim | 60.20 2.06 0.07 0.22 0.00 | 0.03 | 0.00
15. 6l¢iim | 59.05 1.91 0.10 0.28 0.01 0.07 | 0.01
16. dlgim | 59.00 1.83 0.10 0.30 0.01 | 0.06 | 0.01
9. giin 17. 6l¢im | 58.47 1.78 0.07 0.32 0.00 | 0.04 | 0.00
18. dl¢iim | 58.07 1.85 0.08 0.32 0.00 | 0.04 | 0.01
19 ol¢iim | 59.00 1.30 0.08 0.16 0.00 | 0.03 | 0.00
12. giin 20. dlgim | 58.20 2.36 0.08 0.17 0.00 | 0.03 | 0.03
21. dl¢im | 56.53 1.75 0.05 0.19 0.00 | 0.03 | 0.01
22. 6lgtim | 59.30 1.80 0.06 0.24 0.00 | 0.03 | 0.01
23. 6lgtim | 58.58 1.79 0.07 0.27 0.00 | 0.03 | 0.01
24. dl¢im | 58.37 2.00 0.09 0.22 0.00 | 0.04 | 0.01
13. giin
25. 6lgtim | 59.97 1.95 0.07 0.24 0.00 | 0.04 | 0.01
26. dl¢im | 57.60 2.41 0.08 0.19 0.00 | 0.04 | 0.01
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27. 6l¢im | 58.25 2.02 0.07 0.03 0.00 | 0.04 | 0.01
28 olgtim | 58.62 2.01 0.07 0.19 0.00 | 0.02 | 0.03
29 dlgim | 57.92 1.88 0.09 0.18 0.00 | 0.03 | 0.02
30. 6l¢tim | 57.18 1.82 0.10 0.25 0.00 | 0.05 | 0.02
31. 6l¢tim | 59.03 1.90 0.09 0.28 0.00 | 0.05 | 0.02
32.6l¢tim | 58.04 1.85 0.07 0.16 0.00 | 0.03 | 0.02
33.6l¢tim | 59.42 1.65 0.05 0.18 0.00 | 0.02 | 0.01
34.6l¢tim | 57.92 2.09 0.07 0.24 0.00 | 0.03 | 0.01
35.6l¢tim | 58.40 1.82 0.07 0.25 0.00 | 0.03 | 0.01
14. giin
36. 6l¢tim | 57.72 1.71 0.04 0.15 0.00 | 0.02 | 0.00
37. olgtim | 58.25 1.95 0.07 0.23 0.00 | 0.03 | 0.01
38. 6l¢tim | 57.60 1.75 0.05 0.16 0.00 | 0.03 | 0.00
39. dlgiim | 58.62 1.24 0.06 0.17 0.00 | 0.04 | 0.01
40. dlgtim | 58.13 1.70 0.07 0.20 0.00 | 0.04 | 0.00
41. olgim | 58.40 1.75 0.07 0.20 0.00 | 0.03 | 0.00
42. 6lctim | 57.95 2.01 0.08 0.22 0.00 | 0.03 | 0.01
43. dlgtim | 59.90 2.10 0.06 0.31 0.00 | 0.04 | 0.01
15. giin 44. 6lgtim | 58.62 1.80 0.07 0.20 0.00 | 0.03 | 0.00
45. olgim | 58.20 2.03 0.05 0.26 0.00 | 0.04 | 0.00
46. o6lciim | 58.26 1.93 0.09 0.24 0.00 | 0.04 | 0.01
47. olgtim | 57.12 1.80 0.11 0.22 0.00 | 0.05 | 0.01
48. olcim | 58.43 1.70 0.09 0.14 0.00 | 0.03 | 0.00
49. dlgtim | 58.83 1.80 0.08 0.18 0.00 | 0.04 | 0.01
16. giin
50. dl¢im | 61.22 2.55 0.07 0.36 0.01 0.04 | 0.01
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EK-7: I Kontrol Grafigi Faz I Asamasi

Cu Elementi

X=58,539
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EK-7: I Kontrol Grafigi Faz I Asamasi (Devami)

Fe Elementi

I Chart of Fe
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EK-7: I Kontrol Grafigi Faz I Asamasi (Devami)
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EK-7: I Kontrol Grafigi Faz I Asamasi (Devami)

Sb Elementi
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Ek-8:MR Kontrol Grafigi Faz I Asamasi
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Ek-8:MR Kontrol Grafigi Faz I Asamasi (Devami)
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Ek-8:MR Kontrol Grafigi Faz I Asamasi (Devami)
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Ek-8:MR Kontrol Grafigi Faz I Asamasi (Devami)
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Ek-8:MR Kontrol Grafigi Faz I Asamasi (Devami)
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0,030

0,025

o
S
S
S

0,015

Moving Range

0,010

0,005

0,016

0,014

0,012

0,010

0,008

Moving Range

Moving Range Chart of Sb

1

1 16 21 26 31 36 41 46
Observation
Moving Range Chart of Sb
1 16 22 26 31 36 4 46
Observation

Stire¢ kontrol altinda

UCL=0,01854

MR=0,00567

LCL=0

UCL=0,01591

MR=0,00487

LCL=0

Moving Range

0,018
0,016
0,014

0,012

o o o
g8 8 =2
& 8 5

Moving Range Chart of Sb

1
L4
11 16 21 26 31 36 41 46
Observation

UCL=0,01627

MR=0,00498

LCL=0



351

Ek-9:Hotelling 72 Kontrol Grafigi Faz I Asamasi
Cu, Pb, Fe, Sn, Al, Ni, Sb Elementleri
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Ek-10:1, MR, EWMA ve Hotelling 72 Kontrol Grafikleri Faz I ve II Asamalari
STTG Kalite Vektorleri

Cu% Pb% Fe% Sn% Al% Ni% Sb%

1. 2.92 -2.17 -0.21 -0.07 -0.05 -0.23 -0.006
2. -1.04 -0.92 -0.2 0.02 -0.05 -0.23 -0.004
3. 2.81 -1.54 -0.22 -0.06 -0.05 -0.24 -0.006
4. 0.25 -0.7 -0.19 0.04 -0.05 -0.22 0.005
5. -0.64 -1.2 -0.17 0 -0.04 -0.2 -0.01
6. 0.92 -1.29 -0.15 0.01 -0.05 -0.2 -0.007
7. 0.97 -1.39 -0.17 -0.03 -0.05 -0.18 -0.004
8. 0.95 -1.15 -0.18 -0.03 -0.05 -0.21 -0.005
9. 1.7 -0.91 -0.19 -0.02 -0.05 -0.22 -0.01
10. -1 -1.14 -0.2 -0.04 -0.05 -0.22 -0.01
11. 1.9 -1.22 -0.2 -0.03 -0.05 -0.22 -0.01
12. -0.55 -1.05 -0.15 -0.01 -0.04 -0.2 -0.006
13. -0.63 -1.2 -0.18 -0.01 -0.05 -0.22 -0.01
14. 2.2 -0.94 -0.18 0.02 -0.05 -0.22 -0.01
15. 1.05 -1.09 -0.15 0.08 -0.04 -0.18 0.001
16. 1 -1.17 -0.15 0.1 -0.04 -0.19 -0.001
17. 0.47 -1.22 -0.18 0.12 -0.05 -0.21 -0.006
18. 0.07 -1.15 -0.17 0.12 -0.05 -0.21 -0.005
19. 1 -1.7 -0.17 -0.04 -0.05 -0.22 -0.01
20. 0.2 -0.64 -0.17 -0.03 -0.05 -0.22 0.02
21. -1.47 -1.25 -0.2 -0.01 -0.05 -0.22 -0.002
22. 1.3 -1.2 -0.19 0.04 -0.05 -0.22 0
23. 0.58 -1.21 -0.18 0.07 -0.05 -0.22 -0.003
24. 0.37 -1 -0.16 0.02 -0.05 -0.21 0.004
25. 1.97 -1.05 -0.18 0.04 -0.05 -0.21 -0.001
26. -0.4 -0.59 -0.17 -0.01 -0.05 -0.21 0.001
27. 0.25 -0.98 -0.18 -0.17 -0.05 -0.21 -0.001
28. 0.62 -0.99 -0.18 -0.01 -0.05 -0.23 0.016
29. -0.08 -1.12 -0.16 -0.02 -0.05 -0.22 0.011
30. -0.82 -1.18 -0.15 0.05 -0.05 -0.2 0.007
31 1.03 =11 -0.16 0.08 -0.05 -0.2 0.009
32. 0.04 -1.15 -0.18 -0.04 -0.047 -0.22 0.006
33. 1.42 -1.35 -0.2 -0.02 -0.05 -0.23 -0.005
34. -0.08 -0.91 -0.18 0.04 -0.05 -0.22 -0.002
35. 0.4 -1.18 -0.18 0.05 -0.05 -0.22 -0.001
36. -0.28 -1.29 -0.21 -0.05 -0.05 -0.23 -0.01
37. 0.25 -1.05 -0.18 0.03 -0.05 -0.22 0.003
38. -0.4 -1.25 -0.2 -0.04 -0.05 -0.22 -0.01
39. 0.62 -1.76 -0.19 -0.03 -0.05 -0.21 -0.005
40. 0.13 -1.3 -0.18 0 -0.05 -0.21 -0.01
41. 0.4 -1.25 -0.18 0 -0.046 -0.22 -0.007
42. -0.05 -0.99 -0.17 0.02 -0.05 -0.22 -0.003
43. 1.9 -0.9 -0.19 0.11 -0.05 -0.21 -0.002
44. 0.62 -1.2 -0.18 0 -0.05 -0.22 -0.01
45. 0.2 -0.97 -0.2 0.06 -0.05 -0.21 -0.01
46. 0.26 -1.07 -0.16 0.04 -0.05 -0.21 0
47. -0.88 -1.2 -0.14 0.02 -0.05 -0.2 -0.005
48. 0.43 -1.3 -0.16 -0.06 -0.05 -0.22 -0.007
49. 0.83 -1.2 -0.17 -0.02 -0.05 -0.21 -0.001
50. 3.22 -0.45 -0.18 0.16 -0.045 -0.21 -0.002
51. 1 -0.86 -0.17 0.1 -0.05 -0.21 -0.003
52. 0.7 -1.18 -0.18 -0.04 -0.05 -0.22 -0.01
53. 0.15 -1.07 -0.17 0.01 -0.05 -0.21 -0.001
54. -0.92 -1.03 -0.16 0.09 -0.05 -0.2 0.005
55. 1.9 -1.04 -0.16 0.06 -0.05 -0.2 0.005
56. 2.8 -0.9 -0.16 0.08 -0.047 -0.21 0.014
57. 0.08 -0.85 -0.17 0.07 -0.05 -0.21 0.004
58. 1.55 -1.16 -0.18 0.01 -0.05 -0.22 -0.003
59. 1.4 -1.03 -0.17 0 -0.05 -0.21 0.002
60. 1.8 -1.1 -0.17 0.05 -0.05 -0.21 0.001
61. 3.45 -1 -0.19 0.1 -0.05 -0.19 -0.003
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62. 2.05 -0.85 -0.14 0.05 -0.05 -0.17 0.006
63. -1.57 -0.95 -0.15 0.05 -0.05 -0.18 0.004
64. 0.36 -1.49 -0.16 0.02 -0.05 -0.2 0.013
65. -0.6 -1.08 -0.15 0.04 -0.05 -0.18 0.004
66. 0.45 -1.26 -0.15 0.03 -0.05 -0.2 0.001
67. 4.1 -1.13 -0.2 -0.05 -0.05 -0.23 -0.007
68. 0.17 -1.22 -0.17 -0.03 -0.048 -0.2 0
69. 0.53 -1.18 -0.14 0.07 -0.05 -0.21 0.003
70. 0.26 -0.87 -0.15 0.12 -0.05 -0.2 0.006
71. -0.17 -1.12 -0.17 0.01 -0.05 -0.2 0
72. 0.62 -1.07 -0.18 -0.03 -0.05 -0.21 0
73. 1.02 -0.98 -0.17 0.05 -0.05 -0.21 0.005
74. 0.64 -1.22 -0.19 0.05 -0.05 -0.2 -0.003
75. 0.13 -0.91 -0.15 0.09 -0.05 -0.19 0.003
76. -0.6 -0.87 -0.14 0.08 -0.05 -0.2 0.003
77. 1.2 -1.65 -0.12 0.09 -0.05 -0.18 0.007
78. 1 -0.8 -0.15 -0.05 -0.04 -0.19 0.015
79. 1.9 -1.1 -0.15 -0.03 -0.05 -0.2 0.012
80. 0.47 -1.1 -0.15 0.08 -0.05 -0.2 0.01
81. 2.51 -1.57 -0.15 0.02 -0.05 -0.21 0.01
82. -0.55 -0.92 -0.13 0.11 -0.05 -0.18 0.01
83. 2.45 -1 -0.13 0.09 -0.05 -0.19 0.005
84. 2.23 -1.18 -0.15 0.02 -0.05 -0.2 0.002
85. 1.65 -0.59 -0.16 0.02 -0.05 -0.2 0.014
86. 0.63 -0.77 -0.14 0.04 -0.05 -0.19 0.015
87. -0.15 -0.91 -0.1 0.1 -0.05 -0.18 0.007
88. 4.05 -0.78 -0.12 0.16 -0.05 -0.19 0.017
89. -0.2 -0.8 -0.14 0.09 -0.05 -0.19 0.015
90. 0.5 -1.05 -0.15 0.07 -0.05 -0.2 0.009
91. 0.13 -0.99 -0.12 0.04 -0.04 -0.17 0.014
92. -0.3 -1.28 -0.15 0 -0.05 -0.2 0.006
93. 0.37 -0.53 -0.16 -0.03 -0.05 -0.21 0.015
94. 4.18 -0.4 -0.21 -0.12 -0.05 -0.23 -0.002
958 2.4 -0.71 -0.16 -0.02 -0.05 -0.19 0.013
96. 0.13 -0.5 -0.13 0.07 -0.05 -0.18 0.024
97. -0.35 -0.68 -0.13 0.07 -0.05 -0.19 0.013
98. 3.8 -0.7 0 -0.17 -0.05 -0.19 0.014
99. 1.05 -0.86 -0.09 0.07 -0.05 -0.17 0.009
100. 0.38 -1.2 -0.07 0.03 -0.05 -0.19 0.01
101. -0.47 -0.9 -0.14 0 -0.05 -0.18 0.014
102. -2.45 -1.37 -0.11 -0.06 -0.04 -0.18 0.014
103. -0.23 -0.89 -0.14 0.01 -0.05 -0.19 0.01
104. 2.66 -1.3 -0.13 -0.02 -0.05 -0.21 0.003
105. 0.95 -0.67 -0.18 -0.04 -0.05 -0.22 0.03
106. 0.22 -0.75 -0.09 -0.03 -0.05 -0.19 0.027
107. 0.54 -0.75 -0.12 0.01 -0.05 -0.19 0.013
108. -0.38 -0.75 -0.12 0.07 -0.05 -0.19 0.008
109. 0.7 -1 -0.13 0.02 -0.05 -0.21 0.001
110. -0.2 -0.68 -0.07 0.07 -0.05 -0.14 0.012
111. 0.97 -1.33 -0.15 0.02 -0.05 -0.21 -0.004
112. -0.64 -1.2 -0.15 0.02 -0.05 -0.2 0.001
113. 1.1 -1 -0.15 0.01 -0.05 -0.2 0.007
114. -0.04 -0.89 -0.14 0 -0.05 -0.19 0.006
115. 0.1 -0.95 -0.14 0 -0.05 -0.19 0.006
116. -0.75 -0.81 -0.12 0 -0.04 -0.17 0.007
117. 2.58 -1.04 -0.13 0.01 -0.05 -0.19 0
118. 0.3 -1.81 -0.14 -0.01 -0.05 -0.19 0.002
119. 0.62 -0.95 -0.17 -0.03 -0.048 -0.19 -0.002
120. 1.06 -0.95 -0.16 0.01 -0.05 -0.21 0
121. 0.85 -0.7 -0.15 0.14 -0.05 -0.19 -0.001
122. 0.35 -0.8 -0.15 0.05 -0.05 -0.18 -0.001
123. -0.07 -0.7 -0.07 0.01 -0.05 -0.18 0.008
124. -0.11 -0.9 -0.12 0.03 -0.05 -0.18 0.005
125. -0.08 -0.8 -0.1 0.06 -0.05 -0.17 0.005
126. -0.48 -0.86 -0.11 0.03 -0.05 -0.18 0.004
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127. 0.32 -0.88 -0.13 0.04 -0.05 -0.19 0.01
128. 0.75 -1.6 -0.15 0.01 -0.05 -0.18 0.006
129. 0.01 -1.7 -0.2 -0.09 -0.05 -0.22 0.001
130. 2.03 -0.65 -0.13 0.04 -0.05 -0.16 0.03
131. -0.46 -0.7 -0.12 0.07 -0.05 -0.19 0.012
132. 0.14 -0.84 -0.15 0.05 -0.05 -0.18 0.011
133. 2.66 -1.15 -0.14 -0.03 -0.05 -0.19 0.002
134. 1.53 -1.36 -0.16 -0.08 -0.05 -0.21 0.004
135. 0.4 -0.5 -0.19 0.01 -0.05 -0.2 0
136. 0.5 -1.6 -0.18 -0.08 -0.05 -0.22 0.001
137. -1.96 -1.5 -0.16 -0.02 -0.05 -0.2 0.022
138. 0.63 -1.18 -0.14 0.05 -0.05 -0.2 0.01
139. -0.68 -1.22 -0.12 0.02 -0.05 -0.19 0.015
140. 3.02 -1.14 -0.15 0.05 -0.05 -0.19 0.011
141. 1.5 -0.8 -0.13 0.05 -0.05 -0.18 0.023
142. -0.19 -0.87 -0.15 0.07 -0.05 -0.19 0.011
143. -0.16 -0.83 -0.14 0.06 -0.05 -0.2 0.01
144. 0.48 -1 -0.14 -0.03 -0.03 -0.19 0.012
145. -0.79 -0.89 -0.15 0.01 -0.05 -0.2 0.004
146. 1.85 -1.08 -0.15 0 -0.03 -0.18 0.012
147. 0.67 -1.03 -0.15 0.03 -0.05 -0.19 0.009
148. 1.25 -0.95 -0.15 0.05 -0.05 -0.19 0.016
149. -0.06 -0.82 -0.15 0.03 -0.05 -0.2 0.016
150. -0.97 -1.29 -0.17 -0.02 -0.05 -0.2 0.007
151. -0.09 -0.72 -0.15 0.07 -0.04 -0.18 0.006
152. 1.03 -1.03 -0.16 0.02 -0.04 -0.18 0.011
153. -0.34 -0.95 -0.15 0 -0.05 -0.2 0.01
154. 0.7 -0.96 -0.15 0.03 -0.05 -0.2 0.013
155. -0.16 -1.14 -0.17 0.04 -0.05 -0.2 0.004
156. 0.03 -1.22 -0.15 0.05 -0.05 -0.19 0.009
157. 3.72 -0.9 -0.14 0.1 -0.05 -0.18 0.007
158. 2.24 -1.1 -0.14 0.09 -0.04 -0.18 0.003
159. 2.25 -1.14 -0.13 0.03 -0.05 -0.17 0.001
160. 1.06 -0.88 -0.12 0.04 -0.05 -0.18 0.01
161. -0.05 -1.08 -0.14 0.16 -0.05 -0.2 0.007
162. 0.76 -0.98 -0.15 0.11 -0.05 -0.19 0.008
163. 0 -0.42 -0.1 0.13 -0.05 -0.14 0.023
164. 0.24 -0.75 -0.13 0.1 -0.05 -0.17 0.013
165. 0.61 -1.3 -0.16 0.1 -0.05 -0.2 0.008
166. -0.4 -1.25 -0.15 0.11 -0.05 -0.2 0.007
167. 0 -1.03 -0.2 0.11 -0.05 -0.23 0.008
168. 1.62 -1.28 -0.18 0.05 -0.05 -0.23 -0.002
169. 0.8 -1.41 -0.16 -0.02 -0.05 -0.19 0
170. 3.2 -1.35 -0.12 0.05 -0.05 -0.16 0.003
171. 0.98 -1.57 -0.15 0.04 -0.05 -0.19 -0.001
172. 0.1 -0.5 -0.16 -0.01 -0.05 -0.21 -0.001
173. 0.88 -1.2 -0.15 -0.02 -0.05 -0.18 0.001
174. 1.32 -0.9 -0.14 0.11 -0.05 -0.17 0.005
175. 0.95 -1.92 -0.12 0.06 -0.05 -0.16 0.002
176. -2.95 -0.05 -0.15 0.03 -0.05 -0.2 0.007
177. 1.19 -0.8 -0.16 0.02 -0.05 -0.2 -0.01
178. 2 -0.8 -0.15 0.02 -0.05 -0.19 0.013
179. 2.08 -0.95 -0.13 0.01 -0.04 -0.18 0.012
180. -0.06 -0.93 -0.13 0.08 -0.05 -0.18 0.007
181. -0.1 -1.1 -0.15 0.05 -0.05 -0.21 0.001
182. 0.1 -0.82 -0.13 0.08 -0.05 -0.18 0.009
183. -0.22 -1 -0.12 0.09 -0.05 -0.2 0.011
184. 0.67 -1.51 -0.14 0.06 -0.05 -0.19 0.006
185. 0.73 -0.87 -0.09 0.04 -0.05 -0.16 0.012
186. 0.47 -0.89 -0.12 0.1 -0.05 -0.18 0.008
187. 3.1 -1.45 -0.07 0.1 -0.05 -0.15 0.003
188. 2.75 -1.4 -0.15 0.09 -0.04 -0.2 0.003
189. 0.6 -1.09 -0.06 0.12 -0.05 -0.19 0.011
190. 1.15 -1.05 -0.1 0.06 -0.03 -0.17 0.001
191. 0.12 -1.57 -0.15 0.05 -0.05 -0.2 0.001
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192. -0.08 -1.1 -0.14 0.08 -0.05 -0.19 0.006
193. 3.08 -2.4 -0.192 0.06 -0.05 -0.23 -0.006
194. -1.97 -1.34 -0.17 -0.05 -0.05 -0.22 -0.003
195. -0.53 -1.1 -0.14 0.04 -0.05 -0.2 0.004
196. 0.24 -1.03 -0.12 0.09 0 -0.19 0.007
197. 0.9 -1.4 -0.15 0.34 -0.05 -0.19 0.019
198. 0.76 -1.06 -0.14 0.07 -0.05 -0.16 0.018
199. 0.89 -0.97 -0.13 0.14 -0.05 -0.18 0.017
200. 0.07 -1.08 -0.16 0.02 -0.05 -0.17 0.005
201. -0.12 -0.56 -0.15 0.09 -0.05 -0.2 0.006
202. -0.13 -0.81 -0.14 0.11 -0.05 -0.2 0.005
203. 1.41 -1.4 -0.15 0.06 -0.05 -0.18 0.007
204. -0.4 -0.91 -0.14 0.06 -0.05 -0.19 -0.01
205. 0.17 -1.02 -0.12 0.14 -0.05 -0.24 0.003
206. 0.3 -1.18 -0.15 0.04 -0.04 -0.19 0.005
207. 0.4 -1.43 -0.14 0.01 -0.04 -0.19 0.002
208. 1.6 -1 -0.02 0.03 -0.04 -0.19 0.005
209. -0.99 -1.4 -0.14 0.01 -0.05 -0.21 0.001
210. 0.25 -0.75 -0.09 0.15 -0.04 -0.13 0.015
211. 1.4 -0.6 -0.11 0.18 -0.05 -0.16 0.025
212. 2.28 -0.92 -0.12 0.08 -0.05 -0.18 0.004
213. -0.91 -0.7 -0.11 0.02 -0.01 -0.19 0.005
214. -0.55 -1.25 -0.15 -0.03 -0.04 -0.21 0.003
215. 0.5 -1.18 -0.13 0.06 -0.05 -0.19 -0.001
216. 0.94 -1.22 -0.07 0.09 -0.05 -0.2 -0.005
217. 0.08 -1.35 -0.14 0.01 -0.05 -0.21 0.005
218. 0.72 -0.75 -0.09 0.13 -0.05 -0.18 0.005
219. 0 -0.75 -0.13 0.08 -0.05 -0.19 0.007
220. 0.4 -0.9 -0.12 0.12 -0.05 -0.18 0.01
221. 0.67 -1.27 -0.14 0.09 -0.05 -0.18 0.005
222. -3.94 -1.5 -0.11 0.09 -0.05 -0.19 0.006
223. -0.56 -1.7 -0.19 -0.06 -0.05 -0.22 0
224. -0.47 -0.63 -0.13 0.12 -0.05 -0.19 0.011
225. -0.17 -0.67 -0.14 0.14 -0.05 -0.19 0.006
226. 1.26 -1.04 -0.1 0.06 -0.05 -0.2 0.002
227. 0.3 -1.3 -0.13 -0.01 -0.05 -0.21 0.003
228. 1.44 -0.86 -0.11 -0.04 -0.04 -0.2 0
229. 1.2 -1.2 -0.15 -0.01 -0.05 -0.21 0.003
230. -0.59 -1.64 -0.13 -0.04 -0.05 -0.21 -0.005
231. 0.27 -1.26 -0.12 0.03 -0.05 -0.2 0.012
232. -3.34 -1.36 -0.06 -0.02 -0.05 -0.21 0.001
233. 2.28 -1.03 -0.09 0 -0.05 -0.2 -0.001
234. 0.1 -0.98 -0.11 0.08 -0.05 -0.2 -0.01
235. 0.1 -1.48 -0.13 0.02 -0.05 -0.2 -0.01
236. 0.08 -1.15 -0.12 0.02 -0.05 -0.2 0
237. 0.18 -1.65 -0.13 0.02 -0.05 -0.21 0.004
238. 1.7 -0.89 -0.01 0.04 -0.05 -0.19 -0.005
239. 0.37 -1.04 -0.07 -0.01 -0.05 -0.2 -0.002
240. 0.1 -1.35 0.02 -0.01 -0.05 -0.2 -0.01
241. -0.07 -1.02 -0.07 0 -0.05 -0.2 0.001
242. 0.41 -0.99 -0.11 0.01 -0.05 -0.2 0.004
243. 0.16 -1.36 -0.12 0.02 -0.05 -0.17 0.004
244. 5.08 -1.27 -0.13 0.04 -0.05 -0.2 0.012
245. 1.6 -1.35 -0.12 0.01 -0.05 -0.21 -0.01
246. 0.85 -1.45 -0.11 0.04 -0.05 -0.2 0.013
247. 5.02 -1.25 -0.13 0.02 -0.05 -0.21 0.004
248. -0.7 -1.57 -0.15 -0.09 -0.05 -0.22 0.001
249. -1.87 -0.31 -0.15 0 -0.05 -0.21 0.007
250. 0.33 -1.06 -0.13 -0.01 -0.05 -0.21 -0.001
251. 0.49 -0.96 -0.11 0.01 -0.05 -0.2 0.005
252. 0.76 -1.25 -0.12 0.02 -0.05 -0.2 0.002
253. 0.03 -1.01 -0.11 0.04 -0.05 -0.19 0.009
254. -0.86 -1.86 -0.13 0.04 -0.05 -0.2 0.005
255. -1.39 -1.22 -0.14 0.04 -0.05 -0.2 -0.008
256. 2 -0.99 -0.15 -0.06 -0.05 -0.22 -0.004
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257. -1.1 -0.88 -0.09 0.03 -0.05 -0.21 0.007
258. -0.1 -0.88 -0.1 0.04 -0.05 -0.2 0.003
259. 1.78 -0.96 -0.06 0.07 0.02 -0.17 0.001
260. 1.46 -1.11 -0.09 0.07 -0.04 -0.15 0.011
261. 0.67 -2.15 -0.14 -0.02 -0.05 -0.2 0
262. -0.65 -0.7 -0.11 0.04 -0.05 -0.2 0
263. -0.39 -1.04 -0.15 0 -0.05 -0.2 -0.01
264. 3.11 -0.77 -0.07 0.07 -0.05 -0.18 -0.007
265. 1.05 -1.04 -0.12 0.06 -0.05 -0.2 0
266. 1.16 -1.25 -0.1 0.04 -0.05 -0.18 0
267. -3.14 -1.03 -0.15 -0.01 -0.05 -0.22 -0.001
268. 1.35 -1.94 -0.08 -0.01 -0.04 -0.21 -0.01
269. 1.1 -1 -0.08 0.01 -0.04 -0.2 0.002
270. 1.29 -1.27 -0.08 -0.04 -0.05 -0.22 -0.003
271. 1.7 -1.28 -0.12 0.1 -0.04 -0.19 0.007
272. 2.03 -1.17 -0.05 0.1 -0.05 -0.19 0.006
273. -0.3 -1.32 -0.11 -0.02 -0.05 -0.21 -0.01
274. 0.87 -1 -0.03 0.02 -0.05 -0.21 0.007
275. 2.18 -0.95 -0.05 0.06 -0.05 -0.19 0.008
276. -0.2 -0.86 -0.11 0 -0.05 -0.19 -0.003
277. 1.06 -0.8 -0.1 0 -0.05 -0.18 -0.01
278. 1 -1.25 -0.13 -0.04 -0.05 -0.2 -0.01
279. 0.9 -0.89 -0.14 0 -0.05 -0.21 -0.005
280. 2.82 -1.68 -0.15 0.06 -0.05 -0.2 0.021
281. 3.92 -1.03 -0.09 0.1 -0.05 -0.16 0.02
282. -0.86 -0.93 -0.1 0.12 -0.05 -0.18 0.01
283. 0.4 -1.15 -0.09 0.04 -0.05 -0.19 0.002
284. 1.31 -0.76 -0.15 0.07 -0.05 -0.21 0
285. 1.06 -1.07 -0.03 0.06 -0.05 -0.21 0.005
286. 3.02 -1.26 -0.13 0.04 -0.05 -0.19 0.009
287. -0.1 -0.86 -0.06 0.07 -0.05 -0.19 0.001
288. -1.07 -0.95 -0.12 0.06 -0.05 -0.19 0.004
289. -0.94 -0.99 -0.11 0.03 -0.05 -0.19 0.004
290. -0.29 -1.26 -0.12 0.04 -0.05 -0.19 0.01
291. -0.79 -0.98 -0.12 0.07 -0.05 -0.2 0.009
292. -0.68 -0.77 -0.11 0.07 -0.05 -0.2 0.007
293. 2.5 -1.22 -0.09 -0.02 -0.05 -0.2 0.001
294. 1.68 -0.86 -0.11 0.03 -0.05 -0.19 0.002
295. 1.38 -1.1 -0.11 0.03 -0.05 -0.2 0.002
296. -0.97 -2.19 -0.17 -0.03 -0.05 -0.21 -0.003
297. 0.16 -0.59 -0.08 0.05 -0.001 -0.19 0.006
298. 1.2 -0.96 -0.1 0 -0.04 -0.2 -0.005
299. 0.04 -0.92 -0.14 0 -0.05 -0.21 0.004
300. 1.9 -0.87 -0.07 0.03 -0.05 -0.21 0.006
301. -1.19 -0.9 -0.05 0.05 -0.05 -0.2 0.006
302. 2.34 -0.14 -0.08 0.02 -0.05 -0.2 -0.003
303. 0.13 -0.64 -0.1 0.06 -0.05 -0.2 0.004
304. 0.03 -1.62 -0.15 -0.03 -0.05 -0.22 0.001
305. -0.67 -0.82 -0.15 0.03 -0.03 -0.21 0.001
306. 2.2 -1.02 -0.12 0.04 -0.05 -0.21 -0.01
307. 0.9 -1.49 -0.1 -0.01 -0.01 -0.2 -0.001
308. -0.1 -0.87 -0.09 -0.02 -0.04 -0.2 -0.003
309. 1.35 -1.07 -0.08 0.05 -0.03 -0.19 -0.002
310. 0.2 -0.94 -0.1 0.07 -0.05 -0.2 -0.003
311. 1.26 -1.38 -0.11 0.02 -0.04 -0.2 0.004
312. -0.4 -0.8 -0.13 0.01 -0.05 -0.2 0.006
313. 2.16 -0.67 -0.13 0.02 -0.05 -0.2 0.003
314. -0.5 -0.88 -0.05 0.07 -0.05 -0.2 0.001
315. -0.5 -1.08 -0.13 0.02 -0.05 -0.21 0.008
316. 0.45 -0.86 -0.1 0.05 -0.05 -0.2 0
317. 0.9 -1.27 -0.13 0 -0.04 -0.2 0.003
318. -0.58 -0.86 -0.14 -0.02 -0.05 -0.21 0.002
319. 0.26 -1.52 -0.17 -0.08 -0.05 -0.22 -0.003
320. -1.19 -0.73 -0.11 0.01 -0.05 -0.21 -0.003
321. -0.11 -0.87 -0.1 0.05 -0.05 -0.2 0
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322. 0.03 -0.92 -0.09 0.06 -0.05 -0.2 0.004
323. 1.58 -1.84 -0.06 0.1 -0.05 -0.21 0.011
324. 13 -1.18 -0.11 0.01 -0.05 -0.22 0.003
325. 0.5 -1.71 -0.13 0.04 -0.04 -0.2 0.018
326. 3.13 -0.95 -0.11 0.05 -0.05 -0.2 0.007
327. -0.39 -1.2 -0.15 -0.03 -0.05 -0.21 0.003
328. -0.25 -1.04 -0.13 0 -0.05 -0.21 0.01

329. 1.07 -1.75 -0.19 -0.07 -0.05 -0.22 0.001
330. 0.06 -0.9 -0.14 0.02 -0.05 -0.21 -0.001
331. 1.12 -1.23 -0.09 0.01 -0.05 -0.21 0.003
332. -2.62 -1.33 -0.14 -0.02 -0.04 -0.22 -0.003
333. -0.1 -0.73 -0.13 0.01 -0.05 -0.21 0.006
334. 0.08 -0.87 -0.14 -0.02 -0.05 -0.21 0.003
335. 3.05 -0.9 -0.14 0.04 -0.05 -0.2 0.001
336. -0.07 -0.97 -0.09 0.07 -0.05 -0.19 0.019
337. -1.93 -1.76 -0.14 0.04 -0.04 -0.2 0.002
338. -0.29 -1.06 -0.14 -0.01 -0.05 -0.21 0.003
339. 0.63 -0.8 -0.15 0.06 -0.05 -0.2 0.005
340. 0.4 -1.1 -0.14 0.04 -0.05 -0.21 0.005
341. 0.5 -0.86 -0.14 0.07 -0.05 -0.2 0.008
342. -0.5 -1.32 -0.15 -0.06 -0.05 -0.22 0.008
343. -0.56 -0.26 -0.14 0.06 -0.04 -0.19 0.011
344. 0.1 -0.75 -0.13 0.1 -0.05 -0.2 0.007
345. -0.03 -1.4 -0.11 0.07 -0.05 -0.2 0.003
346. -0.15 -0.9 -0.15 0.05 -0.05 -0.21 0.011
347. -0.25 -1.26 -0.1 0.08 -0.02 -0.2 -0.002
348. -0.1 -1.21 -0.12 0.05 -0.02 -0.2 0.007
349. -0.3 -1.21 -0.17 -0.02 -0.05 -0.21 0.015
350. -0.77 -0.68 -0.14 -0.01 -0.04 -0.2 0.004
351. 0.65 -1.75 -0.15 0.01 -0.04 -0.21 0.005
352. -0.7 -1.17 -0.07 -0.14 -0.02 -0.18 0.02

353. -0.76 -0.9 -0.17 -0.03 -0.05 -0.23 0.007
354. 0.73 -0.66 -0.15 0.13 -0.05 -0.18 0.021
355. -0.47 -1.4 -0.2 -0.1 -0.05 -0.23 -0.002
356. 0.83 -1.1 -0.15 -0.03 -0.05 -0.21 0.001
357. 1.84 -1.67 -0.21 -0.07 -0.05 -0.23 -0.002
358. 0.7 -1.46 -0.2 -0.06 -0.05 -0.23 -0.01
359. 0.7 -0.83 -0.17 0 -0.03 -0.22 0.001
360. 3 -1.01 -0.15 0.05 -0.04 -0.21 0.001
361. 0.93 -1.18 -0.14 0.01 -0.05 -0.21 0.005
362. 2.12 -1.49 -0.16 0.07 -0.05 -0.21 0.01

363. 1.81 -1.34 -0.15 0.03 -0.05 -0.21 0.006
364. 0.82 -0.85 -0.14 0.18 -0.03 -0.19 0.022
365. 0.95 -1.05 -0.14 0.11 -0.04 -0.2 0.008
366. 1.69 -1.32 -0.15 0.1 -0.05 -0.19 0.035
367. -0.17 -0.5 -0.17 0.07 -0.05 -0.2 0.025
368. 1.36 -1.9 -0.15 0.08 -0.03 -0.2 0.004
369. -0.55 -1.45 -0.14 0.04 -0.04 -0.21 0.007
370. -0.25 -1.2 -0.18 -0.01 -0.05 -0.21 0.006
371. 2.34 -1 -0.15 0.1 -0.04 -0.21 0.009
372. 0.69 -0.97 -0.16 0.02 -0.045 -0.2 0.017
373. 0.44 -1 -0.14 0.09 -0.05 -0.2 0.013
374. 1.03 -1.08 -0.15 0.05 -0.02 -0.2 0.003
375. -0.32 -1.49 -0.15 0.07 -0.02 -0.18 -0.001
376. -0.21 -1.23 -0.14 0.07 -0.05 -0.2 0.007
377. 0.6 -1.64 -0.15 -0.02 -0.04 -0.21 -0.003
378. 0.78 -1.3 -0.15 0.01 -0.03 -0.2 -0.005
379. 0 -0.85 -0.15 0.06 -0.05 -0.21 0.006
380. 3.03 -1.08 -0.14 -0.02 -0.04 -0.21 0.004
381. -1.77 -1.16 -0.15 0.03 -0.05 -0.19 0.005
382. 0.08 -1 -0.13 0.05 -0.05 -0.2 0.003
383. 0.3 -1 -0.13 0.04 -0.05 -0.2 0.003
384. 0.4 -1.04 -0.14 0.1 -0.05 -0.21 0.007
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Ek-11:STTG Katsayilarinin Hesaplamak icin R Dilinde Hazirlanmms Kodlar

t1=t(t(c(0,-1,-0.235,-0.185,-0.025,-0.235,0)))

t3=t(t(c(13, 0, -0.03, 1.02, -0.025, -0.03, 0)))

t4=t(t(c(-0.5, -1, 0.35, 0.05, 0.05, -0.125, -0.0087)))

t6=t(t(c(-0.5, 1, -0.03, 1.02, 0.05, -0.03, 0.0025)))

sm=t(t(c(0, 0, 0, 0, 0, 0, 0)))
Al=cbind(t1,t3,sm,t6);A2=cbind(t1,t3,sm,t6);A3=cbind(t1,t3,t4,t6);A4=cbind(sm,t3,sm,t6);
A5=cbind(sm,t3,sm,t6);A6=cbind(t1,t3,t4,t6);A7=cbind(t1,t3,t4,t6);A8=cbind(t1,t3,sm,t6);
A9=cbind(t1,t3,t4,t6);A10=cbind(t1,t3,t4,t6);A11=cbind(t1,t3,t4,t6);A12=cbind(t1,t3,sm,t6);
Al13=cbind(t1,t3,sm,t6);A14=cbind(t1,t3,t4,t6);A15=cbind(t1,t3,t4,t6);A16=cbind(t1,t3,t4,t6);
A17=cbind(sm,t3,sm,sm);A18=cbind(t1,sm,t4,sm);A19=cbind(t1,t3,sm,sm);A20=cbind(t1,t3,sm,
16);A21=cbind(t1,t3,sm,t6);A22=cbind(t1,t3,sm,t6);A23=cbind(t1,t3,sm,t6);A24=cbind(t1,t3,sm,
16);A25=cbind(t1,t3,sm,t6);A26=cbind(t1,t3,sm,t6);A27=cbind(t1,t3,sm,t6);A28=cbind(sm,t3,s
m,t6);A29=cbind(sm,t3,sm,t6);A30=cbind(sm,t3,sm,t6);A31=cbind(sm,t3,sm,t6);A32=cbind(t1,t
3,t4,t6);A33=cbind(t1,t3,t4,t6);A34=cbind(t1,t3,t4,t6);A35=cbind(t1,t3,sm,t6);A36=cbind(t1,t3,
sm,t6);A37=cbind(t1,t3,sm,t6);A38=cbind(t1,t3,sm,t6);A39=cbind(t1,t3,sm,t6);A40=cbind(t1,t3,
t4,t6);A41=cbind(t1,t3,t4,t6);A42=cbind(t1,t3,t4,t6);A43=cbind(t1,t3,sm,t6);Ad44=cbind(t1,t3,s
m,t6);A45=cbind(t1,t3,sm,t6);A46=cbind(t1,t3,sm,t6);A47=cbind(t1,t3,sm,t6);A48=cbind(t1,t3,s
m,t6);A49=cbind(t1,t3,sm,t6);A50=cbind(t1,t3,sm,t6);A51=cbind(t1,t3,sm,t6);A52=cbind(t1,t3,s
m,t6);A53=cbind(t1,t3,sm,t6);A54=cbind(t1,t3,sm,t6);A55=cbind(t1,t3,sm,t6);A56=cbind(t1,t3,t
4,t6);A57=cbind(t1,t3,t4,t6);A58=cbind(t1,t3,t4,t6);A59=cbind(t1,t3,t4,t6);A60=cbind(t1,sm,sm
,sm);A61=cbind(sm,t3,t4,t6);A62=cbind(t1,t3,t4,t6);A63=cbind(t1,t3,t4,t6);A64=cbind(t1,t3,t4,t
6);A65=cbind(t1,t3,sm,t6);A66=cbind(t1,t3,sm,t6);A67=cbind(t1,t3,t4,t6);A68=cbind(t1,t3,t4,t6
);A69=cbind(t1,t3,t4,t6);A70=cbind(t1,t3,t4,t6);A71=cbind(t1,t3,sm,t6);A72=cbind(t1,t3,sm,t6);
A73=cbind(t1,t3,sm,t6);A74=cbind(t1,t3,sm,t6);A75=cbind(t1,t3,t4,t6);A76=cbind(t1,t3,t4,t6);A
77=cbind(t1,t3,t4,t6);A78=cbind(t1,t3,t4,16);A79=cbind(t1,t3,sm,t6);A80=cbind(t1,t3,sm,t6);A8
1=cbind(t1,t3,sm,t6);A82=cbind(t1,t3,t4,t6);A83=cbind(t1,t3,t4,t6);A84=cbind(t1,t3,sm,t6);A85
=cbind(t1,t3,sm,t6);A86=cbind(t1,t3,sm,t6);A87=cbind(t1,t3,sm,t6);A88=cbind(t1,t3,t4,t6);A89
=cbind(t1,t3,t4,t6);A90=cbind(t1,t3,t4,t6);A91=cbind(t1,t3,t4,t6);A92=cbind(t1,t3,sm,sm);A93=
cbind(t1,t3,sm,sm);A94=cbind(sm,t3,t4,t6);A95=cbind(t1,t3,t4,t6);A96=cbind(t1,t3,t4,16);A97=
cbind(t1,t3,t4,t6);A98=cbind(t1,t3,sm,t6);A99=cbind(t1,t3,sm,t6);A100=cbind(sm,t3,t4,t6);A10
1=cbind(sm,t3,t4,t6);A102=cbind(t1,t3,t4,t6);A103=cbind(t1,t3,t4,t6);A104=cbind(t1,t3,
sm,t6);A105=cbind(t1,t3,sm,t6);A106=cbind(t1,t3,t4,t6);A107=cbind(t1,t3,t4,t6);A108=cbind(t1
,t3,t4,t6);A109=cbind(t1,t3,sm,t6);A110=cbind(t1,t3,sm,t6);A111=cbind(t1,t3,t4,t6);A112=cbin
d(t1,t3,t4,t6);A113=cbind(t1,sm,sm,t6);A114=cbind(t1,sm,sm,t6);A115=cbind(t1,t3,sm,t6);A11
6=cbind(t1,t3,sm,t6);A117=cbind(sm,t3,sm,t6);A118=cbind(sm,t3,sm,t6);A119=cbind(t1,t3,sm,
t6);A120=cbind(t1,t3,sm,t6);A121=cbind(t1,t3,t4,t6);A122=cbind(t1,t3,t4,t6);A123=cbind(t1,t3,
t4,t6);A124=cbind(t1,t3,t4,t6);A125=cbind(t1,t3,sm,t6);A126=cbind(t1,t3,sm,t6);A127=cbind(s
m,t3,t4,t6);A128=cbind(t1,t3,sm,t6);A129=cbind(t1,t3,sm,t6);A130=cbind(t1,t3,sm,t6)
;A131=cbind(t1,t3,t4,t6);A132=cbind(t1,t3,t4,t6);A133=cbind(sm,t3,sm,t6)
;A134=cbind(sm,t3,sm,t6);A135=cbind(t1,t3,t4,t6);A136=cbind(t1,t3,t4,t6);A137=cbind(t1,t3,s
m,t6);A138=cbind(t1,t3,sm,t6);A139=cbind(sm,t3,sm,t6);A140=cbind(sm,t3,sm,t6);A141=cbind
(t1,t3,t4,t6);A142=cbind(t1,t3,t4,t6);A143=cbind(t1,t3,sm,t6);A144=cbind(t1,t3,sm,t6);A145=c
bind(t1,t3,t4,t6);A146=cbind(t1,t3,t4,t6);A147=cbind(t1,t3,t4,t6);A148=cbind(t1,t3,t4,t6);A149
=cbind(t1,t3,sm,t6);A150=cbind(t1,t3,sm,t6);A151=cbind(t1,sm,t4,t6);A152=cbind(t1,sm,t4,t6);
A153=cbind(t1,sm,t4,t6);A154=cbind(t1,sm,sm,t6);A155=cbind(t1,sm,sm,t6);A156=cbind(t1,sm
,t4,16);A157=cbind(t1,sm,t4,t6);A158=cbind(t1,sm,t4,t6);A159=cbind(t1,t3,sm,t6);A160=cbind(
t1,t3,sm,t6);A161=cbind(t1,t3,sm,t6);A162=cbind(sm,sm,sm,t6);A163=cbind(t1,t3,sm,t6);A164
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=cbind(t1,t3,sm,t6);A165=cbind(t1,t3,t4,t6);A166=cbind(t1,t3,t4,t6);A167=cbind(t1,t3,sm,t6);A
168=cbind(t1,t3,t4,t6);A169=cbind(sm,t3,t4,t6);A170=cbind(t1,t3,sm,t6)
;A171=cbind(t1,t3,sm,t6);A172=cbind(t1,t3,sm,t6);A173=cbind(t1,t3,sm,t6)
;A174=cbind(t1,t3,sm,t6);A175=cbind(t1,t3,sm,t6);
A176=cbind(t1,t3,sm,t6);A177=cbind(t1,t3,sm,t6);
A178=cbind(t1,t3,sm,t6);A179=cbind(t1,t3,t4,t6);
A180=cbind(t1,t3,t4,t6);A181=cbind(t1,t3,sm,t6);
A182=cbind(t1,t3,sm,t6);A183=cbind(t1,t3,sm,t6);
A184=cbind(t1,t3,sm,t6);A185=cbind(t1,t3,sm,t6);
A186=cbind(t1,t3,5m,t6);A187=cbind(t1,t3,t4,t6);A188=cbind(t1,t3,t4,t6);A189=cbind(t1,t3,
t4,t6);A190=cbind(t1,t3,t4,t6);A191=cbind(t1,t3,t4,t6);A192=cbind(t1,t3,t4,t6);A193=cbind(t1,t
3,t4,t6);A194=cbind(t1,t3,t4,t6);A195=cbind(t1,t3,t4,t6);A196=cbind(t1,t3,t4,t6);A197=cbind(t
1,t3,t4,t6);A198=cbind(t1,t3,t4,t6);A199=cbind(t1,t3,t4,t6);A200=cbind(t1,t3,t4,t6)
;A201=cbind(t1,t3,sm,t6);A202=cbind(t1,t3,sm,t6);
A203=cbind(t1,t3,t4,t6);A204=cbind(t1,t3,t4,t6);A205=cbind(t1,t3,sm,t6);
A206=cbind(t1,t3,sm,t6);A207=cbind(t1,t3,t4,t6);A208=cbind(t1,t3,t4,t6);
A209=cbind(t1,t3,t4,t6);A210=cbind(t1,t3,t4,t6);A211=cbind(t1,t3,t4,t6);
A212=cbind(t1,t3,t4,t6);A213=cbind(t1,t3,sm,t6);A214=cbind(t1,t3,t4,t6);
A215=cbind(t1,t3,t4,t6);A216=cbind(t1,t3,t4,t6);A217=cbind(t1,t3,t4,t6;
A218=cbind(t1,t3,sm,t6);A219=cbind(t1,t3,sm,t6);A220=cbind(t1,t3,t4,t6);
A221=cbind(t1,t3,t4,t6);A222=cbind(t1,t3,t4,t6);A223=cbind(t1,t3,t4,t6);
A224=cbind(t1,t3,t4,t6);A225=cbind(t1,t3,t4,t6);A226=cbind(sm,t3,t4,t6);
A227=cbind(t1,t3,t4,t6);A228=cbind(t1,t3,t4,t6);A229=cbind(t1,t3,t4,t6);
A230=cbind(t1,t3,sm,t6);A231=cbind(t1,t3,sm,t6);A232=cbind(t1,t3,t4,t6);
A233=cbind(t1,t3,t4,t6);A234=cbind(t1,t3,t4,t6);A235=cbind(t1,t3,t4,t6);
A236=cbind(t1,t3,sm,t6);A237=cbind(t1,t3,sm,t6);A238=cbind(t1,t3,t4,t6);
A239=cbind(t1,t3,t4,t6);A240=cbind(t1,t3,t4,t6);A241=cbind(t1,t3,sm,t6);
A242=cbind(t1,t3,sm,t6);A243=cbind(t1,t3,sm,t6);A244=cbind(t1,t3,t4,t6);
A245=cbind(t1,t3,t4,t6);A246=cbind(t1,t3,t4,t6);A247=cbind(t1,t3,sm,t6);
A248=cbind(t1,t3,sm,t6);A249=cbind(t1,t3,sm,t6);A250=cbind(t1,t3,sm,t6);
A251=cbind(t1,t3,t4,t6);A252=cbind(t1,t3,t4,t6);A253=cbind(t1,t3,t4,t6);
A254=cbind(t1,t3,t4,t6);A255=cbind(t1,t3,t4,t6);A256=cbind(t1,t3,t4,t6);
A257=cbind(t1,t3,t4,t6);A258=cbind(t1,t3,t4,t6);A259=cbind(t1,t3,t4,t6);
A260=cbind(t1,t3,t4,t6);A261=cbind(t1,t3,t4,t6);A262=cbind(t1,t3,t4,t6);
A263=cbind(t1,t3,t4,t6);A264=cbind(sm,t3,t4,t6);A265=cbind(sm,t3,t4,t6);
A266=cbind(t1,t3,t4,t6);A267=cbind(t1,t3,t4,t6);A268=cbind(t1,t3,t4,t6);
A269=cbind(t1,t3,t4,t6);A270=cbind(t1,t3,t4,t6);A271=cbind(t1,t3,t4,t6);
A272=cbind(t1,t3,sm,t6);A273=cbind(t1,t3,t4,t6);A274=cbind(sm,t3,t4,t6);
A275=cbind(sm,t3,t4,t6);A276=cbind(t1,t3,t4,t6);A277=cbind(t1,t3,sm,t6);
A278=cbind(t1,t3,t4,t6);A279=cbind(t1,t3,t4,t6);A280=cbind(t1,t3,t4,t6);
A281=cbind(t1,t3,sm,t6);A282=cbind(t1,t3,sm,t6);A283=cbind(sm,t3,t4,t6);
A284=cbind(sm,t3,t4,t6);A285=cbind(t1,t3,t4,t6);A286=cbind(t1,t3,t4,t6);
A287=cbind(t1,t3,t4,t6);A288=cbind(t1,t3,t4,t6);A289=cbind(sm,t3,t4,t6);
A290=cbind(t1,t3,t4,t6);A291=cbind(t1,t3,t4,t6);A292=cbind(t1,t3,t4,t6);
A293=cbind(t1,t3,t4,t6);A294=cbind(t1,t3,t4,t6);A295=cbind(t1,t3,t4,t6);
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A296=cbind(t1,t3,t4,t6);A297=cbind(t1,t3,t4,1t6);A298=cbind(t1,t3,t4,16);
A299=cbind(t1,t3,t4,sm);A300=cbind(t1,t3,t4,sm);A301=cbind(t1,t3,t4,sm);
A302=cbind(t1,t3,t4,t6);A303=cbind(t1,t3,sm,t6);A304=cbind(t1,t3,sm,t6);
A305=cbind(t1,t3,sm,6);A306=cbind(t1,t3,t4,t6);A307=cbind(t1,t3,t4,t6);
A308=cbind(t1,t3,t4,t6);A309=cbind(t1,t3,sm,t6);A310=cbind(t1,t3,sm,t6);
A311=cbind(t1,t3,t4,t6);A312=cbind(t1,t3,t4,t6);A313=cbind(t1,t3,t4,t6);
A314=cbind(t1,t3,t4,t6);A315=cbind(t1,t3,t4,t6);A316=cbind(t1,t3,t4,t6);
A317=cbind(t1,t3,t4,t6);A318=cbind(t1,t3,sm,t6);A319=cbind(t1,t3,sm,t6);
A320=cbind(t1,sm,sm,t6);A321=cbind(t1,sm,sm,t6);A322=cbind(sm,t3,sm,t6);
A323=cbind(t1,t3,sm,6);A324=cbind(t1,t3,t4,t6);A325=cbind(t1,t3,t4,t6);
A326=cbind(t1,t3,sm,t6);A327=cbind(t1,t3,5m,t6);A328=cbind(sm,t3,sm,t6);
A329=cbind(sm,t3,sm,t6);A330=cbind(t1,t3,sm,t6);A331=cbind(t1,t3,sm,t6);
A332=cbind(t1,t3,sm,t6);A333=cbind(t1,t3,sm,t6);A334=cbind(t1,t3,sm,t6);
A335=cbind(t1,t3,sm,sm);A336=cbind(t1,t3,sm,t6);A337=cbind(t1,t3,sm,t6);
A338=cbind(t1,t3,sm,t6);A339=cbind(t1,t3,sm,t6);A340=cbind(t1,t3,sm,t6);
A341=cbind(t1,t3,sm,t6);A342=cbind(t1,t3,sm,sm);A343=cbind(t1,t3,sm,sm);
A344=cbind(t1,t3,sm,t6);A345=cbind(t1,t3,sm,t6);A346=cbind(t1,t3,sm,t6);
A347=cbind(sm,t3,sm,t6);A348=cbind(sm,t3,sm,t6);A349=cbind(sm,t3,sm,t6);
A350=cbind(t1,t3,sm,t6);A351=cbind(t1,t3,sm,t6);A352=cbind(t1,t3,sm,t6);
A353=cbind(t1,t3,sm,t6);A354=cbind(t1,t3,sm,sm);A355=cbind(t1,t3,sm,sm);
A356=cbind(t1,t3,sm,sm);A357=cbind(t1,t3,sm,sm);A358=cbind(t1,t3,sm,t6);
A359=cbind(t1,t3,sm,t6);A360=cbind(t1,t3,sm,sm);A361=cbind(t1,t3,sm,sm);
A362=cbind(t1,t3,sm,t6);A363=cbind(t1,t3,sm,t6);A364=cbind(t1,t3,sm,t6);
A365=cbind(t1,t3,sm,t6);A366=cbind(t1,t3,sm,t6);A367=cbind(t1,t3,sm,t6);
A368=cbind(t1,t3,sm,t6);A369=cbind(t1,t3,sm,t6);A370=cbind(t1,t3,sm,t6);
A371=cbind(t1,t3,sm,sm);A372=cbind(t1,t3,sm,sm);A373=cbind(t1,t3,sm,t6);
A374=cbind(t1,t3,sm,t6);A375=cbind(t1,t3,sm,t6);A376=cbind(t1,t3,sm,t6);
A377=cbind(t1,sm,sm,t6);A378=cbind(t1,sm,sm,t6);A379=cbind(t1,t3,sm,t6);
A380=cbind(t1,t3,sm,t6);A381=cbind(t1,t3,sm,t6);A382=cbind(t4,sm,t4,sm);
A383=cbind(t1,t3,sm,sm);A384=cbind(t1,t3,sm,sm)

AT=cbind(A1, A2, A3, A4, A5, A6, A7, A8, A9, A10, Al11, Al12, A13, Al4, Al15, Al6, Al7, A18,A19,
A20,A21,A22,A23,A24,A25,A26,A27,A28,A29,A30,A31,A32,A33,A34,A35,A36,A37,A38,A39,A40
,A41,A42,A43,A44,A45,A46,A47,A48,A49,A50,A51,A52,A53,A54,A55,A56,A57,A58,A59,A60,A6
1,A62,A63,A64,A65,6A66,A67,A68,A69,6A70,A71,A72,A73,A74,A75A76,A77,A78,A79,A80,A81,A
82,A83,A84,A85,A86,A87,A88,A89,A90,A91,A92,A93,A94,A95,A96,A97,A98,A99,A100,A101,
A102, A103, A104, A105, A106, A107, A108, A109, A110,A111, A112, A113, A114, A115, Al1l6,
Al117, A118, A119, A120, A121, A122, A123, A124, A125, A126, A127, A128, A129, A130, A131,
A132, A133, A134, A135, A136, A137, A138, A139, A140, A141, A142, A143, Al144, A145, Al4e,
A147, A148, A149, A150, A151, A152, A153, A154, A155, A156, A157, A158, A159, A160, A161,
A162, A163, A164, A165, A166, A167, A168, A169, A170, A171, A172, A173, A174, A175, Al176,
A177, A178, A179, A180, A181, A182, A183, A184, A185, A186, A187, A188, A189, A190, A191,
A192, A193, A194, A195, A196, A197, A198, A199,A200, A201, A202, A203, A204, A205, A206,
A207, A208, A209, A210, A211, A212, A213, A214, A215, A216, A217, A218, A219, A220, A221,
A222, A223, A224, A225, A226, A227, A228, A229, A230, A231, A232, A233, A234, A235, A236,
A237, A238, A239, A240, A241, A242, A243, A244, A245, A246, A247, A248, A249, A250, A251,
A252, A253, A254, A255, A256, A257, A258, A259, A260, A261, A262, A263, A264, A265, A266,
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A267, A268, A269, A270, A271, A272, A273, A274, A275, A276, A277, A278, A279, A280, A281,
A282, A283, A284, A285, A286, A287, A288, A289, A290, A291, A292, A293, A294, A295, A296,
A297, A298, A299, A300, A301, A302, A303, A304, A305, A306, A307, A308, A309, A310, A311,
A312, A313, A314, A315, A316, A317, A318, A319, A320, A321, A322, A323, A324, A325, A326,
A327, A328, A329, A330, A331, A332, A333, A334, A335, A336, A337, A338, A339, A340, A341,
A342, A343, A344, A345, A346, A347, A348, A349, A350, A351, A352, A353, A354, A355, A356,
A357, A358, A359, A360, A361, A362, A363, A364, A365, A366, A367, A368, A369, A370, A371,
A372, A373, A374, A375, A376, A377, A378, A379, A380, A381, A382, A383, A384)

AT

a=read.csv("H:/Yeni klasér (2)/suna tez/mke piring/calisma verileri 50 ve 334 adet
veriler/FAZ12.csv",header=T)

b=t(a)

#Fazl icin Z degerleri

ATFAZ1ilk= cbind(AT[,1], AT[,2], AT[,3], AT[,4])

ATFAZ1ilk

c=t(t(b[,1]))

ZlerFAZ1ilk1=ginv(t(ATFAZ1ilk)%*%(ATFAZ1ilk))
ZlerFAZ1ilk2=t(ATFAZ1ilk)%*%c

ZlerFAZ1ilkSON= ZlerFAZ1ilk1%*%ZlerFAZ1ilk2
print(ZlerFAZ1ilkSON)

iter=5

for(i in 2:50){

ATFAZ1250= cbind(AT],iter], AT[,iter+1], AT[,iter+2], AT[,iter+3])
c=t(t(b[,i]))

iter=iter+4

ZlerFAZ12501=ginv(t(ATFAZ1250)%*%ATFAZ1250)
ZlerFAZ12502=t(ATFAZ1250)%*%c

ZlerSon= ZlerFAZ12501%*%ZlerFAZ12502

ZlerFAZ1ilkSON =cbind(round(ZlerFAZ1ilkSON,3),round(ZlerSon,3))}
print(t(t(t(ZlerFAZ1ilkSON))))

#Faz2 icin Z degerleri

ATFAZ2ilk= cbind(AT[,205], AT[,206], AT[,207], AT[,208])
ATFAZ2ilk

c=t(t(b[,51]))

print(c)

ZlerFAZ2ilk1= ginv(t(ATFAZ2ilk)%*%ATFAZ2ilk)
ZlerFAZ2ilk2=t(ATFAZ2ilk)%*%c

ZlerFAZ2ilkSON= ZlerFAZ2ilk1%*%ZlerFAZ2ilk2
print(ZlerFAZ2ilkSON)

iter=205

R2ilk= ((t(ZlerFAZ2ilkSON)%*% ZlerFAZ2ilk2)-7*(mean(c)"2))/((t(c)%*%c)- 7*(mean(c)*2))
R2ilk

for(j in 52:384){

ATFAZ252384= cbind(AT][,iter], AT[,iter+1], AT[,iter+2], AT[,iter+3])
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c=t(t(b[,j]))

iter=iter+4

ZlerFAZ2523841= ginv(t(ATFAZ252384)%*% ATFAZ252384)
ZlerFAZ2523842=t(ATFAZ252384)%*%c

ZlerFAZ2Son= ZlerFAZ2523841%*% ZlerFAZ2523842

R2son= ((t(ZlerFAZ2Son)%*% ZlerFAZ2523842)-7*(mean(c)”2))/((t(c)%*%c)- 7*(mean(c)*2))
R2ilk =cbind(R2ilk ,R2son)

ZlerFAZ2ilkSON =cbind(round(ZlerFAZ2ilkSON,3),round(ZlerFAZ2Son,3))}
print(t(t(t(ZlerFAZ2ilkSON))))

print(R2ilk)
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Gozlemler 711 Ziy Zq3 Zia
1.STTG Katsayilari 1.947 0.222 0 -0.082
2.STTG Katsayilari 1.146 -0.07 0 0.26
3.STTG Katsayilar 1.193 0.222 0.238 -0.093
4.STTG Katsayilari 0 0.009 0 -0.315
5.STTG Katsayilart 0 -0.066 0 -0.537
6.STTG Katsayilar 1.018 0.086 0.326 0.072
7.STTG Katsayilar 1.071 0.089 0.328 0.033
8.STTG Katsayilar 1.159 0.076 0 0.056
9.STTG Katsayilart 0.872 0.133 0.042 0.004
10.STTG Katsayilar 1.097 -0.061 0.221 0.193
11.STTG Katsaylar 1.032 0.152 0.164 -0.014
12.STTG Katsayilar 1.165 -0.035 0 0.175
13.STTG Katsayilar1 1.333 -0.04 0 0.201
14.STTG Katsayilari 0.867 0.172 0.073 0
15.STTG Katsayilari 0.927 0.096 0.266 0.119
16.STTG Katsayilari 0.983 0.095 0.314 0.146
17.STTG Katsayilari 0 0.037 0 0
18.STTG Katsayilar1 0.948 0 0.142 0
19.STTG Katsayilari 1.584 0.078 0 0

20.STTG Katsayilari 0.746 0.019 0 0.096
21.STTG Katsayilari 1.445 -0.102 0 0.273
22.STTG Katsayilari 1.249 0.104 0 0.104
23.STTG Katsayilar1 1.327 0.052 0 0.185
24.STTG Katsayilari 1.093 0.034 0 0.137
25.STTG Katsayilari 1.057 0.153 0 0.042
26.STTG Katsayilari 0.752 -0.025 0 0.156
27.STTG Katsayilari 0.936 0.018 0 -0.03

28.STTG Katsayilari 0 0.032 0 -0.491
29.STTG Katsayilari 0 -0.023 0 -0.531
30.STTG Katsayilari 0 -0.078 0 -0.496
31.STTG Katsayilari 0 0.063 0 -0.515
32.STTG Katsayilari 1.028 0.016 0.219 0.107
33.STTG Katsayilari 1.125 0.12 0.246 0.036
34.STTG Katsayilari 0.946 0.007 0.147 0.189
35.STTG Katsayilari 1.295 0.038 0 0.179
36.STTG Katsayilar 1.379 -0.015 0 0.151

37.STTG Katsayilari 1.170 0.026 0 0.167
38.STTG Katsayilari 1.348 -0.024 0 0.163
39.STTG Katsayilari 1.741 0.052 0 0.106
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40.STTG Katsaylari 1.108 0.027 0.309 0.136
41.STTG Katsaylari 1.079 0.046 0.274 0.119
42.STTG Katsaylar 0.959 0.01 0.189 0.165
43.STTG Katsayilari 0.989 0.151 0 0.112
44.STTG Katsaylar 1.257 0.052 0 0.115
45.STTG Katsayilari 1.131 0.023 0 0.2
46.STTG Katsaylari 1.180 0.027 0 0.167
47.STTG Katsaylari 1.343 -0.058 0 0.231
48.STTG Katsayilari 1.301 0.036 0 0.069
49.STTG Katsayilar 1.216 0.067 0 0.074
50.STTG Katsayilar1 0.527 0.249 0 0.04
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Ek-13:STTG Katsayillarinin Faz IT Asamasi Degerleri

Zy Zy; Zy3 Zyy
1.STTG Katsayilar 0.994 0.083 0 0.164
2.STTG Katsayilari 1.200 0.057 0 0.07
3.STTG Katsayilari 1.168 0.018 0 0.15
4.STTG Katsayilari 1.260 -0.059 0 0.301
5.STTG Katsayilar 1.054 0.149 0 0.057
6.STTG Katsayilari 0.807 0.219 0.094 0
7.STTG Katsayilari 0.898 0.019 0.144 0.197
8.STTG Katsayilar 0.996 0.128 0.196 0.041
9.STTG Katsayilari 0.909 0.115 0.15 0.035
10.STTG Katsayilari 1.031 0 0 0
11.STTG Katsayilari 0 0.277 0.58 -0.303
12.STTG Katsayilar1 0.735 0.163 0.117 0.007
13.STTG Katsayilar1 0.945 -0.099 0.273 0.286
14.STTG Katsayilar1 1.160 0.049 0.431 0.129
15.STTG Katsayilari 1.227 -0.037 0 0.221
16.STTG Katsayilari 1.322 0.041 0 0.144
17.STTG Katsayilar1 0.904 0.309 0.034 -0.195
18.STTG Katsayilar1 1.030 0.027 0.271 0.098
19.STTG Katsayilar1 0.992 0.059 0.328 0.155
20.STTG Katsayilari 0.879 0.036 0.202 0.22
21.STTG Katsayilari 1.230 -0.006 0 0.173
22.STTG Katsayilari 1.109 0.051 0 0.079
23.STTG Katsayilari 1.061 0.083 0 0.118
24 .STTG Katsayilari 1.310 0.056 0 0.159
25.STTG Katsayilari 0.885 0.026 0.213 0.199
26.STTG Katsayilari 0.878 -0.028 0.226 0.243
27.STTG Katsayilari 1.152 0.119 0.574 0.111
28.STTG Katsayilari 0.74 0.079 0.063 0.003
29.STTG Katsayilari 1.029 0.145 0 -0.03
30.STTG Katsayilari 1.216 0.044 0 0.184
31.STTG Katsayilar1 1.462 0.193 0 -0.01
32.STTG Katsayilar1 0.881 -0.021 0.281 0.257
33.STTG Katsayilar1 0.807 0.197 0.205 0.019
34.STTG Katsayilart 1.121 0.172 0 -0.005
35.STTG Katsayilar1 0.629 0.128 0 0.022
36.STTG Katsayilari 0.862 0.053 0 0.116
37.STTG Katsayilari 1.066 -0.003 0 0.223
38.STTG Katsayilar1 0.649 0.314 0.093 -0.041
39.STTG Katsayilari 0.825 0 0.186 0.219
40.STTG Katsayilar 0.939 0.054 0.255 0.157
41.STTG Katsayilar 0.836 0.026 0.275 0.135
42.STTG Katsayilari 1.187 -0.022 0 0
43.STTG Katsayilari 0.549 0.029 0 0
44.STTG Katsayilar 0 0.302 -0.071 -0.437
45.STTG Katsayilar 0.674 0.181 -0.029 -0.071
46.STTG Katsayilari 0.632 0.018 0.038 0.166
47.STTG Katsayilar 0.746 -0.014 0.138 0.206
48.STTG Katsayilari 0.338 0.278 0 -0.373
49.STTG Katsayilar 0.904 0.085 0 0.095
50.STTG Katsayilar1 0 0.058 0.904 -0.175
51.STTG Katsayilar1 0 -0.014 0.671 -0.115
52.STTG Katsayilar1 1.071 -0.16 0.508 0.238
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53.STTG Katsayilart 0.839 -0.005 0.191 0.147
54.STTG Katsayilart 1.163 0.202 0 -0.075
55.STTG Katsayilart 0.72 0.074 0 0.033
56.STTG Katsayilart 0.649 0.025 0.16 0.056
57.STTG Katsayilar 0.705 0.049 0.126 0.081
58.STTG Katsayilart 0.764 -0.014 0.187 0.205
59.STTG Katsayilart 1.055 0.058 0 0.103
60.STTG Katsayilart 0.799 -0.009 0 0.169
61.STTG Katsayilar1 1.047 0.091 0.346 0.081
62.STTG Katsayilar1 1.036 -0.028 0.342 0.197
63.STTG Katsayilart 0.547 0 0 -0.387
64.STTG Katsayilart 0.971 0 0 0.121
65.STTG Katsayilart 1.028 0.013 0 0.125
66.STTG Katsayilart 0.937 -0.051 0 0.173
67.STTG Katsayilart 0 0.179 0 -0.583
68.STTG Katsayilari 0 -0.005 0 -0.867
69.STTG Katsayilari 0.984 0.05 0 0.065
70.STTG Katsayilari 0.993 0.085 0 0.073
71.STTG Katsayilari 0.774 0.077 0.113 0.19

72.STTG Katsayilari 0.799 0.038 0.135 0.141
73.STTG Katsayilari 0.609 0.006 0.196 0.104
74.STTG Katsayilari 0.805 0.006 0.232 0.146
75.STTG Katsayilari 0.923 0.001 0 0.172
76.STTG Katsayilari 0.99 -0.03 0 0.183
77.STTG Katsayilari 0 0.045 0.647 -0.126
78.STTG Katsayilari 1.584 0.063 0 0.107
79.STTG Katsayilari 1.689 0.005 0 0.099
80.STTG Katsayilari 0.638 0.156 0 -0.007
81.STTG Katsayilar1 0.742 -0.021 0.166 0.211
82.STTG Katsayilari 0.827 0.023 0.162 0.157
83.STTG Katsayilari 0 0.182 0 -0.658
84.STTG Katsayilari 0 0.093 0 -0.737
85.STTG Katsayilar 0.716 0.032 -0.09 0.119
86.STTG Katsayilar 1.217 0.055 0.397 0.04

87.STTG Katsayilari 1.666 -0.139 0 0.292
88.STTG Katsayilari 1.248 0.054 0 0.143
89.STTG Katsayilari 0 -0.069 0 -0.536
90.STTG Katsayilari 0 0.211 0 -0.627
91.STTG Katsayilari 0.721 0.122 0.124 0.047
92.STTG Katsayilari 0.869 0.001 0.195 0.204
93.STTG Katsayilari 0.992 -0.004 0 0.201
94.STTG Katsayilari 1.023 0.04 0 0.069
95.STTG Katsayilari 0.884 -0.046 0.194 0.196
96.STTG Katsayilari 0.858 0.149 0.196 -0.015
97.STTG Katsayilari 0.9 0.064 0.222 0.104
98.STTG Katsayilari 0.847 0.106 0.174 0.078
99.STTG Katsayilari 0.956 0.002 0 0.167
100.STTG Katsayilari 1.414 -0.066 0 0.212
101.STTG Katsayilari 0.803 0 0.078 0.175
102.STTG Katsayilari 1.237 0 -0.592 -0.209
103.STTG Katsayilari 0.845 0 0.311 0.192
104.STTG Katsayilari 0.712 0 0 -0.189
105.STTG Katsayilari 1.295 0 0 0.223
106.STTG Katsayilari 1.112 0 0.148 0.103
107.STTG Katsayilar 1.835 0 -2.424 -0.958
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108.STTG Katsayilar 1.582 0 -1.363 -0.531
109.STTG Katsayilari 1.066 0.173 0 -0.014
110.STTG Katsayilari 0.918 0.085 0 0.078
111.STTG Katsayilar 1.294 0.008 0 0.297
112.STTG Katsayilari 0 0 0 -0.54
113.STTG Katsayilar 0.614 0.008 0 0.211
114.STTG Katsayilari 0.904 0.026 0 0.194
115.STTG Katsayilar 1.088 0.068 0.371 0.183
116.STTG Katsayilari 1.088 -0.005 0.401 0.263
117.STTG Katsayilar 1.251 0.011 0 0.271
118.STTG Katsayilar 1.076 0.138 0.268 0.078
119.STTG Katsayilar 0 0.088 0.964 -0.288
120.STTG Katsayilari 1.199 0.244 0 -0.066
121.STTG Katsayilari 1.571 0.081 0 0.121
122.STTG Katsayilar 0.631 0.012 0 0.111
123.STTG Katsayilar 1.187 0.07 0 0.055
124.STTG Katsayilar 0.981 0.107 0 0.129
125.STTG Katsayilari 1.877 0.079 0 0.136
126.STTG Katsayilar 0.45 -0.213 0 0.361
127.STTG Katsayilari 0.85 0.094 0 0.064
128.STTG Katsayilari 0.786 0.154 0 -0.004
129.STTG Katsayilari 0.756 0.165 0.158 -0.032
130.STTG Katsayilar 0.856 0.013 0.255 0.193
131.STTG Katsayilar 1.235 0 0 0.202
132.STTG Katsayilari 0.966 0.015 0 0.191
133.STTG Katsayilar 1.165 -0.008 0 0.234
134.STTG Katsayilari 1.549 0.058 0 0.158
135.STTG Katsayilari 0.905 0.06 0 0.088
136.STTG Katsayilari 1.016 0.043 0 0.181

137.STTG Katsayilar 0.877 0.256 0.495 -0.052
138.STTG Katsayilar 1.035 0.226 0.356 0.011

139.STTG Katsayilar 0.811 0.069 0.425 0.159
140.STTG Katsayilar 0.799 0.103 0.309 0.071

141.STTG Katsayilar 1.203 0.036 0.507 0.171

142.STTG Katsayilar 0.965 0.014 0.32 0.203
143.STTG Katsayilar 1.601 0.265 0.74 -0.007
144.STTG Katsayilar 1.176 -0.127 0.387 0.246
145.STTG Katsayilar 0.973 -0.021 0.314 0.203
146.STTG Katsayilar 0.88 0.038 0.318 0.181

147.STTG Katsayilar 1.199 0.105 0.543 0.379
148.STTG Katsayilar 0.889 0.074 0.273 0.121

149.STTG Katsayilar 0.864 0.086 0.27 0.178
150.STTG Katsayilar 0.947 0.02 0.252 0.137
151.STTG Katsayilar 0.773 -0.001 0 0.22

152.STTG Katsayilar 1.013 0 0 0.246
153.STTG Katsayilari 1.060 0.127 0.39 0.077
154.STTG Katsayilari 0.875 -0.014 0.231 0.206
155.STTG Katsayilari 1.219 0.024 0 0.265
156.STTG Katsayilari 1.262 0.03 0 0.159
157.STTG Katsayilar 1.081 0.051 0.429 0.105
158.STTG Katsayilari 0.621 0.136 0.363 -0.015
159.STTG Katsayilari 1.133 -0.05 0.456 0.215
160.STTG Katsayilari 0.677 0.037 0.261 0.203
161.STTG Katsayilar 0.629 0.119 0.128 0.16

162.STTG Katsayilar 0.745 0.183 0.184 0.014
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163.STTG Katsayilari 0.87 -0.062 0 0.204
164.STTG Katsayilar 1.043 -0.024 0.337 0.147
165.STTG Katsayilar 0.957 0.057 0.343 0.138
166.STTG Katsayilari 0.874 0.094 0.445 0.114
167.STTG Katsayilari 1.069 0.027 0.396 0.134
168.STTG Katsayilar 0.881 0.062 0 0.177
169.STTG Katsayilar 0.914 0.008 0 0.199
170.STTG Katsayilari 0.822 0.048 0.258 0.192
171.STTG Katsayilari 1.018 0.072 0.382 0.155
172.STTG Katsayilari 1.259 -0.257 0.691 0.493
173.STTG Katsayilari 1.332 -0.019 0.477 0.142
174.STTG Katsayilar 0.746 -0.021 0.143 0.261
175.STTG Katsayilari 0.78 0.003 0.147 0.262
176.STTG Katsayilari 0 0.119 0.745 -0.187
177.STTG Katsayilar 1.010 0.041 0.369 0.095
178.STTG Katsayilar 0.694 0.115 0.137 -0.033
179.STTG Katsayilar 0.962 0.104 0.262 0.035
180.STTG Katsayilari 1.674 -0.038 0 0.167
181.STTG Katsayilar 1.318 0.027 0 0.148
182.STTG Katsayilar 1.049 -0.22 0.617 0.332
183.STTG Katsayilar 0.729 0.182 0.236 -0.064
184.STTG Katsayilar 0.853 0.026 0.298 0.18

185.STTG Katsayilar 1.111 0.032 0.478 0.137
186.STTG Katsayilar 1.223 0.012 0 0.149
187.STTG Katsayilar 1.681 0.021 0 0.165
188.STTG Katsayilari 0.55 0.143 0.324 -0.019
189.STTG Katsayilar 0.766 0.044 0.33 0.061
190.STTG Katsayilari 0.772 0.033 0.615 0.05

191.STTG Katsayilari 1.072 0 0 0.122
192.STTG Katsayilar 1.042 0.036 0 0.106
193.STTG Katsayilari 1.393 0.018 0 0.142
194.STTG Katsayilari 0.829 0.391 0.216 -0.219
195.STTG Katsayilari 0.976 0.138 0.372 0.013
196.STTG Katsayilari 1.042 0.087 0.476 0.091
197.STTG Katsayilari 0.992 0.378 0 -0.219
198.STTG Katsayilari 1.592 -0.048 0 0.134
199.STTG Katsayilari 0.594 -0.134 0 0.262
200.STTG Katsayilar 1.110 0.03 0 0.104
201.STTG Katsayilar 0.801 0.05 0.24 0.086
202.STTG Katsayilar 0.956 0.076 0.36 0.081
203.STTG Katsayilar 0.848 0.019 0.296 0.145
204.STTG Katsayilar 1.344 -0.03 0.702 0.23

205.STTG Katsayilar 1.064 -0.081 0.401 0.268
206.STTG Katsayilar 0.814 0.155 0.107 -0.071
207.STTG Katsayilar 0.801 -0.065 0.293 0.218
208.STTG Katsayilari 0.778 0.008 0.251 0.153
209.STTG Katsayilari 0.657 0.15 0.315 0.018
210.STTG Katsayilari 0.791 0.128 0.348 0.047
211.STTG Katsayilari 1.424 0.083 0.745 0.067
212.STTG Katsayilari 0.726 -0.036 0.17 0.196
213.STTG Katsayilari 0.939 -0.014 0.247 0.158
214.STTG Katsayilari 0 0.247 0.456 -0.251
215.STTG Katsayilari 0 0.103 0.748 -0.177
216.STTG Katsayilari 0.9 0.106 0.389 0.056
217.STTG Katsayilari 1.047 -0.215 0.328 0.36
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218.STTG Katsayilari 1.198 0.132 0.711 0.004
219.STTG Katsayilari 0.743 0.097 0.283 0.029
220.STTG Katsayilari 0.865 0.113 0.375 -0.023
221.STTG Katsayilari 0.959 0.149 0.385 0.083
222.STTG Katsayilari 1.135 0.159 0 0.053
223.STTG Katsayilari 1.003 -0.002 0.423 0.123
224.STTG Katsayilari 0 0.089 0.741 -0.175
225.STTG Katsayilari 0 0.184 0.646 -0.223
226.STTG Katsayilari 0.766 -0.002 0.213 0.124
227.STTG Katsayilari 0.801 0.083 0 0.031
228.STTG Katsayilari 0.94 0.089 0.308 0.011
229.STTG Katsayilari 0.806 0.077 0.143 0.06
230.STTG Katsayilari 1.160 0.234 0.471 -0.02
231.STTG Katsayilari 0.885 0.298 0 -0.093
232.STTG Katsayilari 1.148 -0.054 0 0.297
233.STTG Katsayilar 0 0.058 0.864 -0.164
234.STTG Katsayilar 0 0.116 0.518 -0.148
235.STTG Katsayilar 0.72 0.1 0.409 0.063
236.STTG Katsayilari 0.895 0.241 0.284 -0.068
237.STTG Katsayilari 0.703 0.011 0.315 0.162
238.STTG Katsayilari 0.885 -0.061 0.301 0.249
239.STTG Katsayilari 0 -0.043 0.801 -0.068
240.STTG Katsayilar 1.001 0 0.412 0.175
241.STTG Katsayilari 0.9 -0.04 0.309 0.241
242.STTG Katsayilari 0.775 -0.035 0.219 0.227
243.STTG Katsayilar 0.807 0.2 0.309 -0.098
244.STTG Katsayilari 0.707 0.136 0.163 0.011
245.STTG Katsayilari 0.844 0.119 0.286 0.039
246.STTG Katsayilar 1.560 -0.037 0.77 0.195
247.STTG Katsayilar 0.579 0.023 0.148 0.13
248.STTG Katsayilari 0.751 0.102 0.227 0.02
249.STTG Katsayilar 0.712 0.012 0.202 0
250.STTG Katsayilar 0.664 0.154 0.212 0
251.STTG Katsayilar 0.49 -0.075 0.402 0
252.STTG Katsayilar 0.276 0.171 -0.167 -0.062
253.STTG Katsayilar 0.778 0.016 0 0.16
254.STTG Katsayilar 1.638 0.008 0 0.137
255.STTG Katsayilar 1.002 -0.043 0 0.217
256.STTG Katsayilari 0.802 0.177 0.209 -0.007
257.STTG Katsayilar 1.016 0.09 0.49 0.038
258.STTG Katsayilar 0.729 0.005 0.233 0.093
259.STTG Katsayilari 1.064 0.107 0 0.063
260.STTG Katsayilari 1.055 0.022 0 0.175
261.STTG Katsayilar 0.982 0.115 0.421 0.042
262.STTG Katsayilari 0.79 -0.018 0.166 0.158
263.STTG Katsayilari 0.633 0.166 0.021 -0.025
264.STTG Katsayilari 0.717 -0.018 0.351 0.192
265.STTG Katsayilari 0.943 -0.02 0.306 0.181
266.STTG Katsayilari 0.751 0.048 0.228 0.121
267.STTG Katsayilari 0.968 0.085 0.342 0.056
268.STTG Katsayilari 0.986 -0.038 0 0.16
269.STTG Katsayilari 1.501 0.023 0 0.074
270.STTG Katsayilari 1.371 0 0 0.651
271.STTG Katsayilari 1.003 0 0 0.184
272.STTG Katsayilari 0 -0.01 0 -0.402
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273.STTG Katsayilari 1.904 0.162 0 -0.444
274.STTG Katsayilari 0.893 0.113 0.313 0.034
275.STTG Katsayilari 1.218 0.066 0.585 0.128
276.STTG Katsayilari 0.855 0.238 0 -0.065
277.STTG Katsayilari 1.279 -0.024 0 0.151
278.STTG Katsayilari 0 -0.034 0 -0.477
279.STTG Katsayilari 0 0.053 0 -0.897
280.STTG Katsayilari 1.012 0.011 0 0.151
281.STTG Katsayilari 1.207 0.089 0 0.057
282.STTG Katsayilari 1.556 -0.188 0 0.336
283.STTG Katsayilari 0.855 -0.002 0 0.145
284.STTG Katsayilari 0.951 0.011 0 0.11
285.STTG Katsayilari 0.886 0.234 0 0
286.STTG Katsayilari 1.090 0.002 0 0.19
287.STTG Katsayilari 1.940 -0.134 0 0.35
288.STTG Katsayilari 1.157 -0.016 0 0.155
289.STTG Katsayilari 0.916 0.054 0 0.142
290.STTG Katsayilari 1.188 0.037 0 0.151
291.STTG Katsayilari 0.983 0.045 0 0.161
292.STTG Katsayilari 1.234 -0.037 0 0
293.STTG Katsayilari 0.28 -0.042 0 0
294.STTG Katsayilari 0.929 0.016 0 0.214
295.STTG Katsayilari 1.494 0.007 0 0.212
296.STTG Katsayilari 1.057 -0.004 0 0.199
297.STTG Katsayilari 0 -0.036 0 -0.541
298.STTG Katsayilari 0 -0.025 0 -0.538
299.STTG Katsayilari 0 -0.041 0 -0.565
300.STTG Katsayilari 0.838 -0.052 0 0.176
301.STTG Katsayilar 1.743 0.056 0 0.13
302.STTG Katsayilar 1.125 -0.052 0 0.036
303.STTG Katsayilar 1.052 -0.051 0 0.181
304.STTG Katsayilar 0.633 0.057 0 0
305.STTG Katsayilar 1.323 -0.035 0 0
306.STTG Katsayilar 1.050 0.064 0 0
307.STTG Katsayilari 1.582 0.142 0 0
308.STTG Katsayilar 1.454 0.057 0 0.07
309.STTG Katsayilar 0.91 0.058 0 0.093
310.STTG Katsayilar 0.984 0.231 0 0
311.STTG Katsayilar 1.113 0.072 0 0
312.STTG Katsayilari 1.462 0.166 0 0.068
313.STTG Katsayilar 1.308 0.141 0 0.045
314.STTG Katsayilar 1.038 0.073 0 0.239
315.STTG Katsayilar 1.158 0.08 0 0.172
316.STTG Katsayilar 1.346 0.135 0 0.115
317.STTG Katsayilar 0.716 -0.005 0 0.209
318.STTG Katsayilari 1.884 0.111 0 0.145
319.STTG Katsayilari 1.570 -0.033 0 0.237
320.STTG Katsayilari 1.302 -0.012 0 0.169
321.STTG Katsayilari 0.959 0.181 0 0
322.STTG Katsayilari 0.927 0.054 0 0
323.STTG Katsayilari 1.131 0.041 0 0.19
324.STTG Katsayilari 1.136 0.084 0 0.113
325.STTG Katsayilari 1.606 -0.015 0 0.244
326.STTG Katsayilar 1.367 -0.007 0 0.228
327.STTG Katsayilar 1.344 0 0 -0.162
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328.STTG Katsayilar 0.967 0 0 -0.232
329.STTG Katsayilar 1.009 0.008 0 0.195
330.STTG Katsayilar 0.943 0.229 0 -0.108
331.STTG Katsayilari 1.375 -0.124 0 0.307
332.STTG Katsayilari 0.337 0 0.337 0
333.STTG Katsayilar 0.939 0.024 0 0
334.STTG Katsayilar 0.97 0.032 0 0
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Ek-14:STTG Katsayilarinin I Kontrol Grafigi Faz I Asamasi
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Ek-14:STTG Katsayilarinin I Kontrol Grafigi Faz I Asamasi (Devami)
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Ek-15:STTG Katsayillarinin MR Kontrol Grafigi Faz I Asamasi
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Ek-15:STTG Katsayilarinin MR Kontrol Grafigi Faz I Asamasi (Devami)
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Ek-15:STTG Katsayilarinin MR Kontrol Grafigi Faz I Asamasi (Devami)
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Ek-15:STTG Katsayilarinin MR Kontrol Grafigi Faz I Asamasi (Devami)
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Ek-15:STTG Katsayilarinin MR Kontrol Grafigi Faz I Asamasi (Devami)
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Ek-16:STTG Katsayillarinin EWMA Kontrol Grafigi Faz I Asamasi
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Ek-16:STTG Katsayillarinin EWMA Kontrol Grafigi Faz I Asamasi (Devami)
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Ek-17:STTG Katsayilarimin Hotelling 72 Kontrol Grafigi Faz I Asamasi
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Ek 18:Oriintiilerin Olusturulmasi i¢in R Dilinde Yazilan Programlar
Normal

w=0

for(j in 1:500){
Zkov=matrix(c(0.065082,-0.0026,-0.00864,0.001087,-0.0026,0.006472,0.001508,-
0.00538,-0.00864,0.001508,0.014158,-0.00178,0.001087,-0.00538,-
0.00178,0.007507),4,4)

Zort=c(1.141,0.0539,0.0813,0.106)

Tkaretop=0

for(iin 1:35){

Z=mvrnorm(1,Zort,Zkov)

Tkarenorm= (t(t(t(Z))-t(t(Zort)))%* Yosolve(Zkov))%* %o (t(t(Z))-t(t(Zort)))
Tkaretop=cbind(Tkaretop, Tkarenorm) }
w=cbind(w,round(Tkaretop[-1],2))}

w

write.csv(w,"F:/TEZIM/ériintiiverileri/yepyenil .csv'")

plot.ts(w[,2])

Asagi Trend:

w=0

for(j in 1:500){
Zkov=matrix(c(0.065082,-0.0026,-0.00864,0.001087,-0.0026,0.006472,0.001508,
-0.00538,-0.00864,0.001508,0.014158,-0.00178,0.001087,-0.00538,-0.00178,
0.007507),4,4)

Zort=c(1.141,0.0539,0.0813,0.106)

Tkaretop=0

r=runif(1,-0.5,-0.4)

for(iin 1:35){

Z=mvrnorm(1,Zort,Zkov)

Tkarenorm= (t(t(t(Z))-t(t(Zort)))%* %solve(Zkov))%* % (t(t(Z))-t(t(Zort)))
Tkareasagitrend= Tkarenorm-+(r*i)

Tkaretop=cbind(Tkaretop, Tkareasagitrend)}

w=cbind(w, round(Tkaretop[-1],2))}

w

write.csv(w,"F:/TEZIM/ériintiiverileri/yepyeni2.csv")

plot.ts(w[,2])

Yukari Trend:

w=0

for(j in 1:500){
Zkov=matrix(c(0.065082,-0.0026,-0.00864,0.001087,-0.0026,0.006472,0.001508,
-0.00538,-0.00864,0.001508,0.014158,-0.00178,0.001087,-0.00538,-0.00178,
0.007507),4,4)

Zort=c(1.141,0.0539,0.0813,0.106)

Tkaretop=0

r=runif(1,0.4,0.5)

for(iin 1:35){

Z=mvrnorm(1,Zort,Zkov)



383

Ek 18:Oriintiilerin Olusturulmasi i¢in R Dilinde Yazilan Programlar (Devami)

Tkarenorm= (t(t(t(Z))-t(t(Zort)))%* %solve(Zkov))%* % (t(t(Z))-t(t(Zort)))
Tkareyukaritrend= Tkarenorm-+(r*i)

Tkaretop=cbind(Tkaretop, Tkareyukaritrend) }

w=cbind(w, round(Tkaretop[-1],2))}

w

write.csv(w,"F:/TEZIM/ériintiiverileri/yepyeni3.csv")

plot.ts(w[,2])

Asag Kayma:

w=0

for(j in 1:500){
Zkov=matrix(c(0.065082,-0.0026,-0.00864,0.001087,-0.0026,0.006472,0.001508,
-0.00538,-0.00864,0.001508,0.014158,-0.00178,0.001087,-0.00538,-0.00178,
0.007507),4,4)

Zort=c(1.141,0.0539,0.0813,0.106)

u=1

KaymaMiktari=runif(1,2,3)

SS=0.670

Tkaretop=0

for(iin 1:35){

Z=mvrnorm(1,Zort,Zkov)

if(i>17)

TkarenormAsagikayma=(t(t(t(Z))-t(t(Zort)))%*%osolve(Zkov)) % * Jo(t(t(Z))-t(t(Zort)))-
(u* KaymaMiktar1*SS)

else

TkarenormAsagikayma=((t(t(t(Z))-t(t(Zort)))%* %solve(Zkov)) % * %(t(t(Z))-t(t(Zort))))
Tkaretop=cbind(Tkaretop, TkarenormAsagikayma)}

w=cbind(w, round(Tkaretop[-1],2))}

w

write.csv(w,"F:/TEZIM/ériintiiverileri/yepyenid.csv'")

plot.ts(w[,2])

Yukar:1 Kayma:

w=0

for(j in 1:500){
Zkov=matrix(c(0.065082,-0.0026,-0.00864,0.001087,-0.0026,0.006472,0.001508,
-0.00538,-0.00864,0.001508,0.014158,-0.00178,0.001087,-0.00538,-0.00178,
0.007507),4,4)

Zort=c(1.141,0.0539,0.0813,0.106)

u=1

KaymaMiktari=runif(1,2,3)

SS=0.670

Tkaretop=0

for(iin 1:35){

Z=mvrnorm(1,Zort,ZKkov)

if(i>17)
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Ek 18:Oriintiilerin Olusturulmasi i¢in R Dilinde Yazilan Programlar (Devami)

TkarenormYukarikayma=(t(t(t(Z))-t(t(Zort)))%* %osolve(Zkov))%* % (t(t(Z))-
t(t(Zort)))+(u* KaymaMiktari*SS)

else

TkarenormYukarikayma=((t(t(t(Z))-t(t(Zort)))%* %solve(Zkov)) % * % (t(t(Z))-
t(t(Zort))))

Tkaretop=cbind(Tkaretop, TkarenormYukarikayma)}

w=cbind(w, round(Tkaretop[-1],2))}

w

write.csv(w,"F:/TEZIM/ériintiiverileri/yepyeni5.csv")

plot.ts(w[,2])

Tekrarlayan Cevrim (Cyclic):

w=0

for(j in 1:500){
Zkov=matrix(c(0.065082,-0.0026,-0.00864,0.001087,-0.0026,0.006472,0.001508,
-0.00538,-0.00864,0.001508,0.014158,-0.00178,0.001087,-0.00538,-0.00178,
0.007507),4,4)

Zort=c(1.141,0.0539,0.0813,0.106)

Tkaretop=0

k=runif(1,5,5.02)

p=0.09

for(iin 1:35){

Z=mvrnorm(1,Zort,Zkov)

Tkarenorm= (t(t(t(2))-t(t(Zort)))%* %solve(Zkov))%* % (t(t(Z))-t(t(Zort)))
Tkaretekrar= Tkarenorm+(k*sin((2*pi*i)/p))

Tkaretop=cbind(Tkaretop, Tkaretekrar) }

w=cbind(w, round(Tkaretop[-1],2))}

w

write.csv(w,"F:/TEZIM/ériintiiverileri/yepyeni6.csv")

plot.ts(w[,2])

Sistematik (Systematic):

w=0

for(j in 1:500){
Zkov=matrix(c(0.065082,-0.0026,-0.00864,0.001087,-0.0026,0.006472,0.001508,
-0.00538,-0.00864,0.001508,0.014158,-0.00178,0.001087,-0.00538,-0.00178,
0.007507),4,4)

Zort=c(1.141,0.0539,0.0813,0.106)

Tkaretop=0

alfa=runif(1,6,7)

for(iin 1:35){

Z=mvrnorm(1,Zort,ZKkov)

Tkarenorm= (t(t(t(2))-t(t(Zort)))%* %solve(Zkov))%* % (t(t(Z))-t(t(Zort)))
Tkaremix= Tkarenorm+(alfa*(-1)i)

Tkaretop=cbind(Tkaretop, Tkaremix) }

w=cbind(w, round(Tkaretop[-1],2))}
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Ek 18:Oriintiilerin Olusturulmasi i¢in R Dilinde Yazilan Programlar (Devamn)

w
write.csv(w,"F:/TEZIM/ériintiiverileri/yepyeni7.csv")
plot.ts(w[,2])
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