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TELEKOMUNIKASYON SEKTORUNDE MUSTERI KAYBI YONETIMI iCIiN
META SEZGISEL TABANLI KARAR DESTEK SISTEMi
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OZET

Telekomiinikasyon sektoriinde yer alan firmalar, pazar kosullar1 geregi miisterilerini
elde tutabilmek i¢in etkili bir miisteri kayb1 yonetimine ihtiya¢ duymaktadirlar. Bu
ihtiyaca yonelik olarak miisterilerin hizmet aboneliklerini sonlandirma nedenlerini
analiz etmede, miisteri kaybi analizi teknikleri kullanilmaktadir. Telekomiinikasyon
sektorlinde biiylik miktarlarda miisteri verisi olsa da bunlarin yararlilig1 veri kalitesiyle
iligkilidir. Misteri veri kiimeleri; yliksek boyutlu ve dengesiz olmasi sebebiyle miisteri
kayb1 tahmini i¢in arzu edilen performansi elde etmeyi zorlastirmaktadir. Hazirlanan
tezde, siniflandirmay1 zorlastiran; yiiksek boyutluluk, sinifsal dengesizlik ve asimetrik
yanlis siniflandirma maliyetleri ile basa ¢ikabilen, maliyet duyarli entegre bir miisteri
kaybi ydnetimi yaklasimi onerilmektedir. Onerilen model, nitelik se¢imi ve
siiflandirma asamalarindan olugsmaktadir. Nitelik se¢imi agamasinda, 6ncelikle miisteri
kaybi tahmininde etkin sonuglar elde etmede 6nem arz eden nitelikler ayrintili olarak
literatiire kazandirilmis olup, daha sonra bu niteliklere bulanik kaba kiime tabanli FRQR
(The fuzzy-rough Quick Reduct) ve maliyet tabanli NSGA-II (Non-dominated Sorted
Genetic Algorithm) nitelik secim algoritmalari uygulanarak siniflandirma kalitesini
arttiracak indirgenmis nitelikler elde edilmistir. Simiflandirma asamasinda ise, nitelik
secimi yaklasimlarindan elde edilen indirgenmis veriler, onerilen maliyet duyarli KKO
(Karinca Kolonisi Optimizasyonu) algoritmasi ile siniflandirilmistir. Gelistirilen miisteri
kayb1 smiflandirma modeli, Tiirkiye'de ilk 100 Bilgi Teknolojileri (BT) sirketleri
icerisinde yer alan bir firmanin miisteri verilerine uygulanmistir. Elde edilen sonuglar,
Onerilen modelin miisteri kaybmi tahmin etmede 0.99 AUC degeri ile etkin bir
performans sergiledigini gostermekte olup, telekomiinikasyon sektorii literatiirii i¢cin de

farkl bir bakis agis1 kazandirmstir.

Anahtar Kelimeler: Veri Madenciligi, Kaba Kiime, Miisteri Kayb1 Yonetimi, Maliyet
Duyarli Ogrenme, Nitelik indirgeme.
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ABSTRACT

The telecommunications sector companies need effective customer churn management
to keep customers due to the market conditions. Therefore; customer churn analysis
techniques are used to analyze the reasons for cancellation of subscriptions. In the
telecommunications sector, even though there are large amounts of customer data, their
usefulness is limited by data quality and relevance. The characteristics of
telecommunications datasets such as; high dimensionality and imbalanced are making it
difficult to achieve the desired performance for churn prediction. In this thesis, an
integrated cost sensitive customer churn management approach is proposed, which can
cope with high dimensional, class imbalance and asymmetric misclassification costs.
The proposed model consists of feature selection and classification stages. In the stage
of feature selection, the features that are important to obtain effective results in
predicting customer churn have been elaborated in detail, and then these features have
been applied to Fuzzy Rough Quick Reduct (FRQR) and cost-based NSGA-II (Non-
dominated Sorted Genetic Algorithm) feature selection algorithms to obtain reduced
features that increase the classification quality. In the classification stage, the reduced
data obtained from the feature selection approaches are classified by the proposed cost
sensitive ACO (Ant Colony Optimization) algorithm. The developed customer churn
model has been applied to the customer data of a company in the first 100 Information
Technology (IT) companies in Turkey. The results show that the proposed model
performs effectively with AUC values of 0.99 to predict the churners and it gives a

different perspective to the literature of the telecommunication sector.

Keywords: Data Mining, Rough Set, Churn Management, High Dimension, Cost

Sensitive Learning and Feature Selection
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1. BOLUM
GIRiS
1.1. Tezin Kapsami ve Onemi

Telekomiinikasyon sektorii ozellikle son on yilda kaydettigi, internet ve gelismis
iletisim Urlinlerindeki gelismelerle, yasam tarzinda belirgin degisikliklere sebep
olmustur. Bu agidan bakildiginda, ekonomik gelismelerin en 6nemli gdstergelerinden
birisi olan telekomiinikasyon, stratejik bir sektdr haline gelmistir. Bu sektorii
anlayabilen ve analiz edebilen ekonomiler gelecek ekonomisinde de séz sahibi
olabileceklerdir. Tim bu gelismeleri takip eden iilkeler son zamanlarda
telekomiinikasyon  sektoriindeki  oOzelliklerini  iist  seviyelere tasimak  ig¢in
yarismaktadirlar [1]. Bu teknolojik rekabet, sektordeki rekabeti stratejik bir savasa
doniistiirmiistiir. Bu konunun O6nemi nedeniyle, akademisyenler, miisteri kaybinin
nedenlerini ve sonuglarini incelemek {izere kapsamli birgok arastirma yiirtitmiislerdir [2-
11]. Bu aragtirmalara dayanarak, veri madenciligi literatiiriine bir¢ok tahmin modeli

onerisi kazandirilmistir [12-22].

Arastirmacilar Ozellikle telekomiinikasyon sektoriinde miisteri kaybi tahmini igin:
destek vektor makineleri [12,18,20,22], sinir aglar [6,7,14,19,21], karar agaglar1 ve
lojistik regresyon [12,23], naive bayes ve bayesian aglari, neuro-fuzzy, ¢ok katmanl
sinir aglar1, sezgisel algoritmalar, kaba kiime gibi bircok veri madenciligi

yontemlerinden yararlanmistir.

Tiirkiye'de miisteri kayb1 analizi i¢in literatiirde bir¢ok arastirma da yiiriitiilmistiir.
Giursoy, U.T.S. [24], Tirkiye'deki onemli bir telekomiinikasyon sirketinin miisteri

verilerini  kullanarak, 06zel kampanyalar teklif edebilmek i¢in ayrilmak isteyen



misterileri lojistik regresyon ve karar agaclari tekniklerinden yararlanarak tahmin
etmislerdir. Pinar Kisioglu ve Y. Ilker Topcu [25], ayrilma egiliminde olan miisterilerin
davraniglarin1  belirleyebilmek icin “Bayesian Aglar1” ni1 kullanarak bir model
onermislerdir. Bu modelde Tiirkiye’de faaliyet gosteren bir telekomiinikasyon sirketinin
miisteri verilerinden yararlanmiglardir. Veri kiimesi 534 ayrilan olmak tizere 2000
miisteri ve 23 nitelikten olugsmaktadir. Veride yapilan islemlerden sonra nitelikler 9’a
indirgenmistir. Karahoca, A., ve Karahoca, D. [11], Tirkiye’ deki bir GSM

operatoriiniin ayrilmak isteyen miisterilerini ANFIS yontemi ile tahmin etmiglerdir.

Telekomiinikasyon sektorii muazzam boyutlarda veriye sahip oldugundan dolay1 tahmin
modellerini  egitmek ve degerlendirmek zorlagsmaktadir. Telekomiinikasyon
miisterilerinin biiylik boyutlardaki verilerini faydali bilgiye dontistiirebilmek i¢in nitelik
indirgeme mekanizmasi smiflandirma islemlerine eslik etmistir. Bu nedenle bu
calismada, nitelik indirgeme ve siniflandirma algoritmasinin entegre oldugu bir model

Onerilmistir.
1.2. Tezin Amaci ve Yontemi

Hazirlanan tezde, telekomiinikasyon sektoriiniin miisteri beklentilerini ve davranislarini
daha iyi anlamasina ve bunun i¢in stratejiler gelistirmesine yardimci olabilmek igin
etkili bir miisteri kayb1 tahmin modeli 6nerilmesi amaglanmigtir. Telekomiinikasyon
miisteri verisine 0zgii yeni bir miisteri kayb1 tahmin modeli gelistirilmis ve model yeni
niteliklerle zenginlestirilmistir. Onerilen model Tiirkiye'nin ilk 100 BT firmasindan biri
olan bir telekomiinikasyon sirketi miisteri verilerine uygulanmistir. Bdylelikle,
telekomiinikasyon sektorii miisteri yapisina uygun bir sistem kurarak, rekabet giiciinii

daha da 1yi hale getirebilmek i¢in sektore katkida bulunulmaya c¢alisilmistir.

Miisteri verilerinin dengesiz dagilimi ve yiiksek boyutlu 6zelligi nedeniyle maliyet
duyarli entegre bir model gelistirilmistir. Onerilen model nitelik se¢imi ve siniflandirma
olmak tizere iki ana asamadan olusmaktadir. Nitelik se¢cimi asamasinda, FRQR ve
maliyet duyarlit NSGA-II’ yi temel alan 2 ayr1 yaklasim uygulanmigtir. Siniflandirma
asamasinda ise ¢ok amagli ve maliyet duyarli KKO siniflandirma algoritmasi
uygulanmistir. Nitelik secimi asamasi miigteri verisinin biiylik boyutlu nitelikleri ile

basa ¢ikmaya c¢alisirken, ayn1 zamanda maliyet duyarli KKO siniflandirici da dengesiz



dagilima sahip veri ile basa ¢ikmaya c¢alismaktadir. Cok amagl olarak gelistirilen
NSGA-II temelli nitelik se¢imi algoritmasi iki amac1 minimize etmeyi amaglamaktadir:
nitelik alt kiimesi eleman sayist ve yanlis siniflandirma maliyeti. Bu asamada elde
edilen nitelik alt kiimeleri modelin basarisina katki saglamistir. Ayrica, yine ¢ok amaclh
olarak gelistirilen KKO simiflandirict ayn1 zamanda; AUC degerini maksimize ederken
yanlis siniflandirma maliyetini de minimize etmeyi amaglamaktadir. Onerilen entegre
model ge¢cmis miisteri davraniglarindan miisteri kayb1 tahmini yaparak; firmaya miisteri
kayip oranini diigiirmede yardimeci olmasi, miisteri davranis ve ihtiyaglarini daha iyi

anlamas1 amag¢lanmaktadir.
1.3. Tezin Literatiire Katkisi

Hazirlanan tez hem Onerilen model hem de uygulamasi acisindan literatiire katki
saglamigtir. Birgok meta sezgisel yontem, ¢ok amacl siniflandirma yaklagimi olarak
literatiirde uygulanmistir. KKO siniflandirma algoritmasinin  da performansini
gorebilmek i¢in bu tezde ¢ok amacgli ve maliyet duyarli olarak gelistirilmistir. Bunun
yani sira NSGA-II temelli nitelik se¢imi yaklasimlar: literatiirde yer almaktadir ancak
maliyet duyarli NSGA-II nitelik se¢imi yaklagimi, bu c¢alismada ilk kez yanlis
siniflandirma maliyeti uygunluk fonksiyonu ile uygulanmistir. Onerilen miisteri kaybi

modeli bu 6zellikleri ile orijinalligini ortaya koymaktadir.

Hazirlanan tezin uygulamasi agisindan da literatiire bir¢cok katkisi yer almaktadir.
Oncelikle 6nerilen modelin uygulandig1 miisteri veri setinde yer alan niteliklerin bir
kism1 tez kapsaminda konusunda uzman kisilerden de gorilis alinarak belirlenmis ve
literatiire kazandirilmistir. Bunun yami sira miisteri veri seti literatiirdeki benzer
caligmalara nazaran daha detayli ve genis nitelikler icermektedir. Ayrica FRQR nitelik
secimi yaklasimi, KKO siniflandirma algoritmasi ve ¢ok amagli, maliyet duyarli meta
sezgisel smiflandirma yaklasimlar1 ise telekomiinikasyon sektdrii miisteri kaybi

analizinde ilk kez uygulanmstir.
1.4. Tezin Boliimleri

Bir sonraki boliimde, telekomiinikasyon sektoriinde miisteri kaybi analizi hakkinda bilgi

verilmis ve literatiirde yapilan calismalar 6zetlenmistir. Boliim 3’ te veri madenciligi ve



literatiirde yer alan veri madenciligi yaklasimlari incelenmistir. Boliim 4’ te Onerilen
algoritma ve sonraki boliimde de Onerilen algoritmanin miisteri kaybi1 yonetiminde
uygulamasi yer almaktadir. Son boliimde ise tez ¢alismasinda elde edilen sonuclara yer

verilerek ileride yapilabilecek ¢alismalar ile ilgili 6neriler sunulmustur.



2. BOLUM

TELEKOMUNIKASYON SEKTORUNDE MUSTERi KAYBI
YONETIMI ve VERI MADENCILIGi UYGULAMALARI

2.1. Giris

Miisteri kaybi, diinya genelinde telekomiinikasyon sektoriinde birgok gecerli sebepten
oOtiirii en 6nemli konulardan biridir. Bu konu hakkinda sektore yeni giren veya mevcut
firmalarin her birinin farkli goriisleri olsa da ortak goriis miisteri kaybinin olumsuz
sonuclart oldugudur. Halbuki baska bir bakis agisiyla bakildiginda aslinda miisteri
kaybini firsata ¢evirmek miimkiin olabilir. Miisteri kayb1, telekomiinikasyon sektoriiniin
bir gergegidir ve firmalar bu durumla basa ¢ikabilmelidirler. Bu durumun, gelirlerinde
diismeye ve pazarlama giderlerinde artisa sebep olarak firmalar1 onemli 6lciide
etkiledigi bilinmektedir. Ancak iyi olan su ki, sektdrdeki biitiin rakipler ayni pazar
kosullarina sahiptir. Bu noktada, ya sektordeki biitiin firmalar simdiye kadar yapmakta
olduklarima devam edip mevcut pazar paylarint koruyabilir ya da avantaja gevrilebilir.
Bu durumu avantaja g¢evirebilmek icin; firmanin sektordeki yerinde, karlilik
stratejilerinde ve sirketin organizasyon yapisinda radikal degisimler diisiiniilebilir.
Acikgasi, miisteri kaybi firmalara islerini daha iyi yapabilmeleri i¢in kendilerini gdzden
gecirme firsati sunar. Bu sayede, firmalar miisterilerini ve isteklerini daha yakindan

tantyabilirler.
2.2. Telekomiinikasyon Sektorii

Hem toplum hem de ekonominin geneli i¢in vazgecilmez bir yer tutan bilgi ve iletisim
sektorii, Ozellikle son on yillik siirecte onemli gelismeler kaydetmistir. Teknolojik
gelismeler daha cok telekomiinikasyon sebekelerinin alt yapisinda gergeklesmistir. Bu

gelismelerle sektor; telefon ve kablo TV operatorleri, internet servis saglayicilari,



kablosuz iletisim, uydu operatorleri ve mobil iletisimi de kapsayan coklu hizmet

saglayicilan tarafindan sekillendirilmistir.

Telekomiinikasyon sektoriindeki gelismelerin  hizlanmasi; iiriin = ¢esitliligi  ile
penetrasyon oraninin ve dolayisiyla da sektdriin ekonomideki agirliginin artmasini
saglamigtir. Sektordeki biiylime iilke ekonomilerinin {izerinde seyrederek giiniimiizde
ekonomik altyapilarin temelini olusturmaktadir. Ayrica telekomiinikasyon sektorii hem
diger sektorleri desteklemesi hem de ekonomik biiylimeye yaptigr katkilardan dolay1
hayati bir 6nem tasimaktadir. Ekonomik gelismenin en biiyiik itici gii¢clerinden biri olan
bu sektorde lilkeler ve bolgeler arasinda; egitim, kalifiye i giicii, dis ticaret hacmi,

tesvik ve ulusal stratejiler bakimindan farkliliklar gézlenmektedir [1].

Telekomiinikasyon sektoriiniin, ekonomik biiylimenin yan sira sosyal/kiiltiirel kalkinma
lizerindeki etkisi ise biitiin kesimlerce kabul gormektedir. Insanlarin hem is hem de
glinliik hayatinin i¢inde O6nemli yer tutan bu sektor, giiniimiiziin en O6nemli
sektorlerinden birisi haline gelmistir. Ozellikle internet ve ileri iletisim iiriinlerinin
hayatimiza girmesiyle de yasam tarzi dikkat ¢ekici bir sekilde degismistir [26]. Bilgiye
erisimi sinirsiz hale getiren yeni gelismelerle bu sektor, bilgi toplumuna ve bilgi temelli
ekonomiye gecis i¢in Onemli bir ekonomik deger ifade eden stratejik bir sektor

konumundadir.

Ekonomik gelismelerin en 6nemli gostergelerinden biri olan gelecegin sektoriinii yani
telekomiinikasyonu anlayabilen ve buna ayak wuydurabilen iilkeler gelecegin
ekonomisinde de s6z sahibi olabileceklerdir. Bu minvalde, son zamanlarda iilkeler
telekomiinikasyon kalitelerini iist seviyelere tasimada birbiriyle yarismaktadir [1]. Bu

teknolojik rekabet de sektordeki rekabeti stratejik bir savasa ¢evirmistir.

Tiim diinya genelinde telekomiinikasyon sektorii siirekli bir degisim ve gelisim
icindedir. U.S. 1996 yili telekomiinikasyon yasasinda yerel ve uzun mesafe arama,
kablolu TV, televizyon yaymni ve kablosuz hizmetlerindeki kotalar1 koyan devlet
kurallarin1 sona erdirmistir. Avrupa'da, sektdrde liberallesme ile Ingiltere, Isvec ve
Finlandiya'daki pazarlar acilmigtir. 1998 yilinda 15 Avrupa lilkesi de diger iilkelerin
etkisiyle liberallesmistir. Gelismekte olan Sili, Malezya ve Peru gibi iilkeler de devlet



telefon tekellerini ortadan kaldirmiglardir. Bu yeniden yapilanma sayesinde, yeni pazar

firsatlar1 ortaya ¢ikmustir [27].

Internet ve sosyal medya kullanim Tiirkiye’de de yaygmlasmistir. Giiniimiizde Tiirkiye
baslica sosyal medya kullanicisidir ve niifusunun yiizde 45’1t (35 milyon) internete
erisebilmektedir. Bu rakamlarla Tiirkiye Avrupa’ nin besinci en biiylik internet
kullanicisidir  [28]. Aragtirmalara goére de sosyal medya Tiirkiye'nin internet
kullaninmindaki en 6nemli gerekgesidir. Ayrica facebook kullanicilar1 arasinda Tiirkiye

diinyada ii¢lincii en genis niifusa sahip iilkedir [29].

Diinya genelinde oldugu gibi Tiirkiye’de de internet kullanici sayis1 yillara gore ivmeli
bir sekilde artis gostermektedir. Abone sayisi itibari ile 2015 yilsonunda 11,5 milyon
sabit abonenin yaninda, mobil hizmetlerde abone sayisi 73,6 milyonu asmis ve
penetrasyon oran1 %93,5 diizeyinde gerceklesmistir. Fiber altyapist acisindan ise, 2014
yili sonunda 244.847 km olan fiber uzunlugu, 2015 yili sonunda 268.120 km’ye
ulasarak son bir yilda %10 artmis, son g¢eyrek itibar1 ile de %2,6 oraninda artig
gerceklesmistir [30].

2015 yili dordiincii ti¢ aylik doneminde Tiirk Telekom, mobil sebeke isletmecileri ve
diger isletmecilerin net satis gelirleri yaklasik 10,4 milyar TL olarak ger¢eklesmistir.
Toplam yatirim miktar1 da yaklasik 13,6 milyar TL olarak gergeklesmistir. Sektordeki
bu hizli biiylime yatirim gerekliligini de beraberinde getirmektedir. Nitekim sektorde
yer alan ilk 5 firmanin; 2015 yilina ait yatirim biiytikliikleri ilk ¢eyrekte 823 milyon TL
iken ikinci ceyrekte 1.016 milyon TL, iiclincii g¢eyrekte 986 milyon TL olarak
gergeklesmistir [30].

Bu kadar hizla gelisen telekomiinikasyon sektoriinde teknolojik devrim milyonlarca
insanin tabletler, akilli telefonlar veya bilgisayarlar gibi herhangi bir dijital cihazdan
herhangi bir zamanda devasa boyutlarda veri iiretmesine olanak saglamistir. Cisco’ nun
yillik tahminlerine gore telekomiinikasyon veri trafigindeki biiyiime 2014 yilindan 2019
yilinin sonuna kadar yillik 3.4 zettabyte biiylime ile 10.4 zettabyte’ a ulasacaktir [31].
Telekomiinikasyon sektorii muazzam boyutlarda veriye sahip oldugundan dolay1 veri

madenciligi tekniklerinin uygulamasinda bir¢ok zorlukla karsi karsiyadir. Ancak bu



bliyiik boyutlardaki karmagik veriler icerdigi degerli bilgilerden dolay1 firsatlar da

barindirmaktadirlar.

Hem biiylik boyutta hem de es zamanli olarak veriyi, biiyilik veri madenciligi yontemleri
ile islemek gerekliligi ortaya c¢ikmustir. Biiylik veri madenciligi ise; hacim, hiz ve
cesitlilik bakimindan biiytik veri setlerinden klasik yontemlerle daha dnce yapilamayan
degerli bilgi ¢ikarimini gergeklestirmektir [33]. Biitiin bu bilgiler 1s18inda bir¢ok
telekomiinikasyon sirketi miisterilerinden topladiklar1 biliyiik boyutlardaki verilerden
faydalanarak iy  hayatindaki = problemlerini  ¢ézmede  faydali  bilgiye
doniistiirebileceklerini fark etmiglerdir. Bu konuda da veri madenciligi tekniklerini etkin

bir sekilde uygulayabilmektedirler [34-35].

2.3. Telekomiinikasyon Sektoriinde Veri Madenciligi Uygulamalar

Telekomiinikasyon sektorii diinyadaki en veri yogun sektorler arasinda yer almaktadir
ve bu sektér veri madenciligi teknolojilerine en erken adapte olup sayisiz veri
madenciligi uygulamalar1 kullanmigtir. Uygulama alanlari; pazarlama tekniklerini
gelistirmek, misteri dolandiriciliklarini tespit etmek ve daha iyi ag yOnetimi olmak
lizere ii¢ ana baslikta incelenebilir [36]. Pazarlama ve miisteri iligkilerini gelistirmek
icin yapilan veri madenciligi uygulamalar1 alanlar1 sdyledir: miisteri degerini 6l¢mek ve
karli miisterileri elde tutmak, miisterilerin 6zelliklerini ¢ikarmak ve bunlar1 pazarlama
amagclart i¢in anlamlandirmak, yeni miisteri elde etmek, karliligi maksimize etmek,
miisteri kaybi yoOnetimini ve tahmin etmeyi igeren miisteri kaybi1 analizidir.
Dolandiricilik tespiti kapsaminda ise dolandiricilik yapan miisterileri tespit etmek,
miisterilerin hesaplarina erisen dolandiricilar1 denetlemek ve olagandisi kullanim
diizenlerini bulmak i¢in yapilan ¢alismalar yer almaktadir. Telekomiinikasyon sektorii
ag yonetiminde ise ag hatalarini belirlemek ve tahmin etmek, sistemin is yiikiinii ve
kaynak kullanimin1 yonetmek, kullanici gruplarinin davranislarini belirlemek ve veri

trafigini karsilagtirmak veri madenciliginde uygulama alani bulmustur [37].



2.3.1. Telekomiinikasyon Sektoriinde Pazarlamada Alaminda Veri Madenciligi

Uygulamalari

Telekomiinikasyon sektorii; miisterileri hakkinda ¢ok biiyilkk miktarda bilgi
edinebilmektedir ve bu nedenle her miisteriden elde edilen kar1 maksimize etmek,
miisteriyi elde tutmak ve miisterisini tanimak icin veri madenciligi tekniklerini kullanan

onci sektordir.

Arama detaylarindan miisteri profilini ¢ikarmak ve pazarlama faaliyetleri icin bu
profilleri veri madenciligi tekniklerini uygulayarak incelemek genelde uygulanan
yontemlerdendir. Bu yaklasima basit bir 6rnek verecek olursak; bir telefon hattinin daha
cok faks mi yoksa telefon goriismesi i¢in mi kullanildiginin incelenip daha sonra da
kullanilan hattin igyerine mi yoksa eve mi ait oldugunun simiflandirilmast olarak

kullanilmastir [38].

Veri madenciligi teknikleri sirketlere gecmis verilerden, ayrilmak {izere olan miisteriyi
tahmin etmeye olanak saglamaktadir. Bu teknikler fatura bilgilerinden, arama detay
verisinden, abonelik bilgilerinden ve miisteri bilgilerinden yararlanirlar. Bu bilgilere
gbre miisteri profili olusturulur. Daha sonra miisteri profilleri pazarlama amaciyla ya da
ayrilmak {izere olan miisteriyi daha iyi anlayip vazgeg¢irmek icin tahminleme modelleri
kurmada kullanilabilir. Bu modelleri temel alarak sirketler miisteriler igin yeni

kampanyalar gibi eylem planlar1 olusturabilirler.

Telekomiinikasyon sektoriinde son zamanlarda yapilan pazarlama ve miisterilere

yonelik veri madenciligi caligmalarinin baslicalari:

e Ahn et al. [9] yilinda yaptiklar1 ¢alismada c¢apraz satista kullanilabilecek bir
miisteri siniflandirma modeli 6nermislerdir. Miisterinin daha 6nce kullanmis
oldugu iiriinler, demografik ozellikleri gibi veriler kullanilmistir. Calismada
bircok smiflandirma teknigi: lojistik regresyon, yapay sinir aglari ve karar
agaclart kullanilmistir. Bu yontemlerle birbirinden bagimsiz olarak yeni {iriin
satin alma tahmin edilmistir. Daha sonra bulunan biitiin olasiliklar1 genetik

algoritma ile birlestirerek son karar belirlenmistir.
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e Cheng ve Sun [39] calismalarinda ilk olarak giincel telekomiinikasyon sektor
ozelliklerine gore degerli miisterileri belirlemek i¢in yeni bir model dnermisler
ve daha sonra miisterileri segmente etmislerdir. Tayvan’ daki 3G mobil servis
saglayicit miisterilerinin arama detay bilgileri kullanilarak kurallar ¢ikarilmistir.
Bunlara gore de 3G operatorlerine bazi pazarlama 6nerileri sunulmustur.

e Lim et al. [40] mobil telekomiinikasyon sektorii icin Cin’ de yeni bir bolgesel
kiimeleme yaklagimi 6nermistir.

e Chen et al. [41] sabit hat kullanicilarinin 6deme davranislarini tahmin etmek igin
birliktelik kurallari, kiimeleme ve karar agaclarindan yararlanarak bir veri
madenciligi stratejisi gelistirmislerdir.

e Vidya et al. [42] mobil telefon saticilarinin itibar analizi i¢in Twitter verilerini
kullanarak duygu analizi yapmuslardir. Duygular1 kiyaslamak i¢in 3 ayn

siniflandirma algoritmasindan elde edilen sonuglar karsilagtirilmistir.

Gectigimiz birka¢ yil iginde, telekomiinikasyon sektdriinde pazarlama uygulamalar
daha ¢ok yeni miisteriler elde etmekten ¢ok mevcut miisterileri korumaya yonelmistir.
Bu yo6nelimin meydana gelmesinin sebebi ise yeni miisteri elde etmenin maliyeti
mevcut misteriyi  elde tutmanin maliyetinden daha yiliksek olmasindan

kaynaklanmaktadir.

Miisterinin kullanmakta oldugu servis saglayicidan ayrilmasi “miisteri kayb1” olarak
ifade edilir ve miisteri kayb1 analizi miisteri davranislarinin modellenmesinden olusur.
Miisteri kaybi telekomiinikasyon sektorii i¢in ¢ok Onemli bir konudur ve sirketler
miisterilerine rutin olarak servis saglayicilarini degistirmeleri icin teklif vermektedirler.
Birgok sistem ve metot miisteri kaybini tahmin etmek i¢in 6nerilmistir [43]. Tez konusu
olan miisteri kayb1 yonetimi ile ilgili ¢alismalar ilerleyen boliimlerde daha detayli

incelenmistir.

2.3.2. Telekomiinikasyon Sektoriinde Dolandiriciik Tespitinde Veri Madenciligi

Uygulamalar

Telekomiinikasyon sirketleri i¢in dolandiricilik tespiti her yil milyarlarca dolar kayba

sebep olabilen ciddi bir problemdir [36]. Dolandiricilik tespit uygulamalar1 standart veri
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madenciligi uygulama tekniklerinde modifikasyonlara gereksinim duyar. Daha
karmagik maliyet duyarli metrik sistemler degerlendirmede kullanilmalidir. Bu cok
onemlidir ¢iinkii siniflarin yanlis siniflandirma maliyeti birbirinden farklidir [44]. Bu
sebeple dolandiriciligr belirlemek i¢in bir siniflayicty1r modellerken sahte aramaya izin
vermenin maliyeti ile mesru bir miisteriden bir ¢agriy1 engellemenin maliyeti arasindaki

goreceli durumu dikkate almak gerekir.

Veri madenciligi teknikleri simetrik olmayan siif dagilimlarimin oldugu durumlarda
nadir smifi tahmin etmede zorlanmaktadir. Ornegin sahte aramalarin biitiin aramalardaki
orant %2’ dir. Bu durumla basa ¢ikabilmek icin maliyet duyarli siniflandirma

tekniklerinden yararlanilabilir. Literatiirde bu konuda giincel ¢alismalar yer almaktadir.

Farvaresh ve Sepehri 2011 [45] yilindaki ¢aligmalarinda Tahran telekomiinikasyon
sirketinden alinan gercek veri ile veri madenciligi tekniklerini kullanarak dolandiricilik
tespiti yapmuslardir. Onisleme, kiimeleme ve smiflandirma asamalarindan olusan bir
hibrid yaklasim uygulamislardir. Olszewski [46], iki sinifli bir problem olan hileli

hesaplarin siniflandirilmasi iizerine bir ¢aligsma yapmustir.

2.3.3. Telekomiinikasyon Sektoriinde Ag Yonetiminde Veri Madenciligi

Uygulamalar:

Telekomiinikasyon aglar1 ziyadesiyle karmasik yazilim ve donanim yapilari igerir. Bu
aglar1 etkin bir sekilde yonetebilmek icin meydana gelmeden Once ag hatalarn
belirlenmeli ve alarmlar otomatik olarak analiz edilmelidir. Sebekenin giivenilirligini
korumak icin 6nleyici miidahaleler 6nemlidir. Verinin boyutundan dolay1 tek bir hata
bircok alarma sebep olabilmektedir. Veri madenciligi teknikleri hatalar1 belirlemede
kurallar {iretmede ©nemli rol oynamaktadir. Ornegin; Chao et al. [47] Beijing
tiniversitesinden elde ettikleri verilerle olagandisi internet kalitesini k-ortalamalar
kiimeleme algoritmast ile analiz etmislerdir. Ren et al. [48] k-ortalamalar kiimeleme
yontemi ile telekomiinikasyon aglar1i i¢in bir kiimeleme ¢alismasi yapmistir.
Velmurugan [49] calismasinda sunucu yerlesimleri i¢in k-Ortalamalar ve Bulanik C-

Ortalamalar kiimeleme yontemlerini uygulamigstir.
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2.4. Telekomiinikasyon Sektoriinde Miisteri Kayb1 Yonetimi

Telekomiinikasyon miisteri kaybi lizerine kurulu bir sektordiir. Misteri kaybinin
avantajlarindan yararlanabilmek icin tiiketicilere sunulan her iiriiniin ve hizmetin ¢ok
stnirli bir raf Oomrii oldugu gergegini kabul etmek gerekir. Telekomiinikasyon
saglayicilarmin isi, en iyi telekomiinikasyon teknolojisini bulup miimkiin oldugunca
uzun siire tiiketicilerin kullanmasini saglamak degil, miisterilerin ihtiyacini okumayi
ogrenmek ve bunlar1 misterilere saglamaktir. Baska bir deyisle, ama¢ onlara son
telekomiinikasyon {riiniinii sunmak degil, bir sonraki telekomiinikasyon {iriiniinii

sunmaktir.
2.4.1. Miisteri Kaybi

Bir miisteri kullanmakta oldugu servis saglayicisini birakir da bagka bir saglayicisina
gecerse buna miisteri kayb1 denir. Miisteri kayb1 bankalar, sigorta sirketleri ve tabii ki
de telekomiinikasyon sektorii i¢in ciddi bir problemdir. Berson et al. [50] miisteri
kaybin1 kablosuz telekomiinikasyon servis sektdriinde miisterinin bir saglayicidan baska
bir saglayiciya hareketini ifade eden bir terim olarak kullanmislardir. Miisteri kaybi
firmadaki her bir departman icin farkli anlama gelebilmektedir. Finans departmani i¢in
her ne sebeple olursa olsun artik abone olmayan eski miisteriler anlamina gelmektedir.
Pazarlama departmani ise duruma bagka bir servis saglayicty1 secen miisteriler olarak
bakmaktadir. On &demeli hatlar departmanindaki ¢alisanlar i¢inse son ii¢ ayda hic
kontor yliklemeyenler ayrilan miisteridir. Bunlarin i¢inde higbir resmi goriisme
yapmadan 6deme yapmadiklar1 i¢in telefon gorligmesi yapmayan miisteriler de yer

almaktadir.
Miisteri kaybinin genel 6zellikleri soyledir [51]:

o Miisteri kaybi yaygindwr. Siiphesiz, miisteri kayb1 diinyadaki her servis saglayici

icin biiylik bir sorun haline gelmistir veya yakinda olacaktir.

o Miisteri kaybt ka¢inilmazdir. Telekomiinikasyon sektoriinde genel olarak cesitli

nedenlerden dolay1 miisteri kayb1 kaginilmazdir. Bunun nedenleri;

0 Teknoloji: Miisteri kaybinin gerceklesmesinin birinci sebebi, teknolojinin

degismeye devam etmesidir. Icat edilen daha yeni, daha iyi, daha sik ve
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daha ucuz alternatifler oldugu siirece miisterilerin tercih ettikleri
hizmet/iirlin 6zelligi giderek artmaktadir. Telekomiinikasyon teknolojisi
bugilinkii haliyle inanilmaz derecede kisa siirede kendi eskimisligini

uretmektedir.

O Miisteriler: On yildan az bir siirede kablosuz telefon, milyonerlerin
oyuncagi olmaktan, diinyanin dort bir yanindaki toplumlarda gengligin

ve modernligin 6nde gelen sembolii haline gelmistir.

O Rakipler: Tabii ki, asil sebep teknoloji ya da miisteriler degil, rakiplerdir.
Yeni aglar gelistiren, yeni teklifler sunan, yeni teknolojileri tanitan ve en
onemlisi fiyatlar1 digiiren rakipler. Piyasada yeni is arayisinda olan
rakipler varsa, bakacaklar1 ilk yer diger servis saglayicilarin

miisterileridir.

Miisteri kaybt pahalidir. Miisteri kaybinin bir¢ok sonucu vardir ve ¢ogunun
parasal bedeli vardir. Kaybedilen miisteri, kaybedilen kazan¢ demektir. Miisteri
kaybini onlemeye yonelik ¢abalara ragmen, kaginilmaz olarak miisterilerin bir
kism1 er ya da ge¢ ayrilacaktir. Bu miisterileri kazanmak i¢in yapilan tekrar
kazanma kampanyalar1 genellikle basarili ancak elbette ki ayni zamanda
maliyetlidir. Daha etkin olan aslinda ilk etapta miisterilerin ayrilmasini
Onlemeye yardimci olan kampanyalar olusturmaktadir. Miisteri kaybinin 6niine
gecebilmek icin sirketlerin yapacagi ilk seylerden biri, reklam giderlerini
artirmaktir. Bu savasin yarattig1 giderlerin artmasina ek olarak, fiyatlar: siirekli
olarak diisiiren bir rekabet de s6z konusudur. Agikgasi, bu asagi yonlii fiyat

spirali giderek daha fazla gelir kaybina neden olmaktadir.

Miisteri kaybini yonetmek zordur. Miusteri kaybi aniden ve tahmin edilemeden
ortaya ¢ikar. Ayrilacak miisteriyi tahmin etmek ve neden ayrilmak istediklerini
anlamak cok zordur. Sonugta, miisterilerin neden ayrildig1 anlasilabilirse, 6nlem
almilabilir. Ve elbette, ne zaman veya neden olacagi bilinmeyen bir duruma

kars1 bir plan1 yapmak miimkiin degildir.

Miisteri kaybi firsattir. Her seye ragmen aslinda miisteri kaybini; pazar
pozisyonunda, karlilikta ve sirketin organizasyonel yapisinda koklii degisimler

yaparak firsata ¢evirmek miimkiindiir.
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Acikgasi, teknolojinin varligr ile etkilenmeyen ve degisime ugramayan higbir sektor
yoktur. Teknoloji seyahat ve turizm sektoriinde onemli bir rol oynamaktadir. Mobil
cihazlardan, evden ya da bir masaiistii ya da diziistii bilgisayar kullanarak igyerinden,
internet ve teknolojinin kullanimi ile daha giinliik yasam daha kolaylagmaktadir.
Bununla birlikte, kiiresellesme ve teknolojinin sinirlarin1 kaldirmasi, seyahat ve turizm

endiistrisinin gelismesi i¢in sayisiz firsat sunmustur.

Teknolojideki gelismeler miisterilere bagimsiz se¢im imkani1 saglamistir. Web siteleri,
rezervasyon platformlari, uygulamalar ve sosyal medya; gelismis bir seyahat deneyimi
saglamak icin miisterilere cesitli diizeylerde miidahale edebilmektedir. Miisteriler artik
bilgiye kolayca erisilebilmektedir bu nedenle sirketlerin daha akilli hale gelmeleri ve

rekabet edebilmeleri i¢in de teknolojiye adapte olmalar1 6nemlidir.

Teknoloji, finans sektoriiniin ¢alisma bigiminde devrim yaratmaktadir. Hizli teknolojik
gelismeler; dijital para birimleri, mobil bankacilik, ¢evrimi¢i yatirim ve yeni ddeme
sistemleri gibi tamamen yeni is firsatlar1 ortaya koymustur. Miisterilerin kendi
tasarruflari1 ve yatirimlarimi yonetmesine olanak saglamistir. Teknoloji, miisteri
beklentilerini sekillendiren sosyal medyay1 kullanarak finansal kuruluslarin pazarlama

yetenegini gelistirmistir.

Son birkag on yilda tiiketicilerin ve isletmelerin yeni teknolojiyi gilinliik islemlerinde
nasil 6ziimsedikleri hakkinda birgok arastirma yapilmistir. Metodolojik acidan yeni
teknolojiye diren¢ bagimli bir degisken oldugu kadar bagimsizdir da ¢iinkii teknolojiye

kars1 kullanicinin tepkisi yeni teknolojiyi daimi bir siirecte etkiler.

Yeni teknolojik Triin gelistirme Ar-Ge yatirimlarmin teknolojideki is tarafini
kapsamaktadir. Diger onemli husus, tiiketiciler yeni {irline adapte olma konusunda
farklilagmaktadir. Bu nedenle, teknolojik iirlinlin yasam dongiisii ve miisterilerin bu
triini nasil kabul edecegi gbz Oniine alinmalidir. Bu modellerden yararlanarak
isletmeler ve kurumlar, teknolojil olgunlastikca yatirim getirilerini belirlemek i¢in bazi
ongoriilerde bulunabilirler. Sekil 2.1. yeni teknoloji adaptasyon yasam dongiisii egrisini
gostermektedir. Egri, farkli insanlarin farkli zamanlarda yeni teknolojiye nasil tepki
gosterdikleri hakkinda fikir vermektedir. Grafigin dikey ekseni, yeni teknolojiyi

kullanan kisilerin sayisini, yatay eksen ise zamani gostermektedir.
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Sekil 2.1. Yeni teknoloji adaptasyon egrisi [32]

Teknoloji ilk olarak piyasaya sunuldugunda, hemen denemek isteyen az sayida kullanici
sekilde yenilik¢iler olarak gosterilmistir. Bu miisteriler, teknolojik gelismelere son
derece ilgi duyan, risk odakli, oncii fikir sahibi kisilerdir. Yenilik¢iler genel tiiketici
niifusunun kisith bir parcasidir. Bu kesim miisteriler 6nemlidir ¢linkii yeni tirlinii test
eden kisilerdir. Ancak erken adapte olanlar yeni teknolojiyi sevdikleri i¢in birgogu

kesfedilecek bir sonraki yeniligi aramaya devam ederler.

Yenilik¢ilerden sonra daha biiyiik ama nispeten kii¢lik bir kesim olan erken adapte olan
miisteriler genellikle risk odaklidir ve yeni teknolojiye kolayca adapte olabilirler. Bu
miisteriler; yeni trilinleri kucaklayan, yenilikgileri takip eden, gen¢ ve egitimli

miisterilerdir.

Erken adapte olanlardan sonra ¢okiis doneminde, zaten nispeten az sayida olan kullanici
sayis1 diismektedir. Bu donem teknolojinin kitlesel pazara hazir hale gelmesinden

onceki zaman dilimini géstermektedir ve gegici bir durgunluk donemidir.

Onceki iki gruba kiyasla daha biiyiik ve daha dikkatli olan cogunlugun yer aldig1 erken
cogunlugu olusturan miisteriler yeni fikirlere agiktir, ancak genellikle yatirim yapmadan
once neyle karsilastiklarini goérmek i¢in beklemektedir. Bu miisteriler piyasanin biiylime
asamasini olusturmaktadir. Biiylime asamasinda, yeni teknolojiyi kullanmaya kaydolan
insan sayisinin hizla, cogunlukla katlanarak arttig1 goriilmektedir. Daha fazla tiiketicinin
begenisini ¢ektigi gibi lirliniin onaylanmasi ve arkadaslarina bu konuda bilgi vermesi,

bir ivme olusturmaktadir ve bilyliime daha hizli ilerler.



16

Geg ¢ogunluk; biraz muhafazakar ve riskten kaginan, yeni bir seye yatirim yapmadan
once ikna edilmeye ihtiya¢c duyan potansiyel miisterilerin biiyiikk bir grubudur. Bu
miisteriler ile birlikte piyasa olgunlasma agamasindadir. Bu donemde pazar doymus hale

geldikge, talep kesintisi goriilmeye baslanir. Bu siire zarfinda hizli biiytime durur.

Son olarak piyasaya geriden gelenler girerler. Bu miisteriler; son derece tutumlu,
muhafazakar, risk sevmeyen, yalnizca yeni fikirlere yatirim yapan genellikle geng
olmayan ve egitimsiz bireylerin olusturdugu kiicilk bir miisteri kesimidir. Bu
miisterilerle birlikte yeni iirlinlin diisiis agsamasi baglamis olur. Bu donemin, sonunda,

teknolojiye alternatif iirlinler icat edilmistir ve nihayetinde kullanici sayis1 azalmaktadir.

Telekomiinikasyon sektoriinde yeni teknolojinin adaptasyon egrisini iyi analiz
edebilmek, miisteri kaybiyla ilgili birgok sorunu anlamaya yardimci olabilmektedir.
Yeni teknolojinin adaptasyon dongiisiinii kablosuz telekomiinikasyon sektdriindeki

uygulamasi Sekil 2.2.” de gosterilmistir.

l{nl]:mcj Savisi

1983 1987 ? Zaman
CEP TELEFONU

Kullalmij Savis1

1876 1890 1990 Zaman
TELEFON HATTI

Sekil 2.2. Telekomiinikasyon sektorii yeni teknoloji adaptasyon egrisi [51]
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Bu yeni teknoloji adaptasyon egrisinin seklini anlamak, mevcut piyasa pozisyonunu egri
tizerinde belirlemek ve egrinin zaman ic¢inde nasil yeniden sekillenecegini tahmin
edebilmek; telekomiinikasyon sirketlerinin genel pazarlama stratejilerini ve tiiketici

yOnetimini nasil yapacagina iliskin kararlarinda kritik 6nem tasimaktadir.

Erken adapte olanlar, yeni teknolojiler sebebiyle ilk giinlerde ayrilirlar. Fiyat, uygunluk,
sosyal / psikolojik ve kalite nedenlerinden Otiirii miisteriler yasam dongiisiiniin ¢ok

ilerisinde, biiylime ve olgunluk donemlerinde, ayrilmaya baslarlar.

Biiylime doneminde, piyasada rekabet artar ve firmalar miimkiin oldugunca ¢abuk ve
cok miisteri ¢ekebilmek icin farkli pazarlama yaklasimlari kullanirlar. Bu donemde
miisteriler onceki donemlere nazaran teknolojik iiriin hakkinda daha fazla bilgiye
sahiptir ve bilinglenmislerdir. Uriinlerin fiyatlari diiserken, firmalarin kar marjlar: artar.
Biiylime doneminde sirketlerin pazardan elde edecekleri pay genellikle pazarlama
biit¢elerinin  biiyiikliigline ve yeteneklerine dayanmaktadir. Sekil 2.3, biiylime
donemindeki rakip firmalarin tipik bir pazar pay1 dagilimini gdstermektedir. Ustteki
cizgi, genel pazardaki bliylimenin zamana gore degisimini gosterir. Noktali ¢izgiler ise,

her bir firmanin pazar biiylimesini gostermektedir.

70
Z 60 Pazar Biiyiikliigii
=
! 50
a 40 Firma 1
E —_—
= 30
=
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Zaman

Sekil 2.3. Biiyiime Déneminde Pazar Pay1 [51]

Biiyiime donemi sona erince, olgunlasma donemi baslar ve bu donemde pazar payi
daralmigtir. Teknolojinin firmalarca daha etkin kullanilmasiyla beraber maliyetler de

diismektedir. Satiglar bu donemde en {ist seviyelerini goriirken kar marjlarinda diger
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donemlere gore diislisler yasanir. Firmalar bu donemde rakiplerine nazaran farkliliklar
yaratarak pazar paylarin1 korumakla kalmayip artira da bilirler. Tiiketiciler bu donemde
daha iyi kapsama alan1 veya cagri kalitesi sunan rakiplerin tekliflerine daha agiktirlar.
Miisteri nispeten memnun degilse, piyasanin olgunluk evresinde, sirketin miisteri
iligkilerini ne kadar iyi yOnettigine bagli olarak miisteri aboneliklerinde Onemli
degisiklikler goriilebilmektedir. Sekil 2.4. nispi pazar paymnin olgunlasma evresinde
nasil degisebilecegini gostermektedir. Tiiketici ihtiyacinin farkinda olan ve buna gore
ayarlamalar yapan sirketler, bu siire zarfinda bir¢ok ek miisteri kazanabilir. Miisteri
isteklerine cevap veremeyen firmalar ise pazarlarinin belirgin  bir kismini

kaybedebilirler.

120
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Firma 1

Kullanici Savisi
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Sekil 2.4. Olgunlasma Asamasinda Pazar Pay1 [51]
2.4.2. Miisteri Kaybinin Simiflandirilmasi

Miisteri yonetiminden bahsetmeden 6nce farkli tiirdeki miisteri kayiplarinit anlamak ¢ok
onemlidir. Miisteri kayiplarim1 kategorilere ayirmanin birgok yolu vardir. Bunu
gergeklestigi zamana gore (bir ay icinde ayrilan miisteriler, bir yil sonra ayrilan
miisteriler veya sdzlesmeleri sona eren miisteriler), misterilerin ayrilma sekillerine gore
(telefonla veya bizzat ayrilanlar ve kayip kisiler) gruplandirmak miimkiindiir. Bunlar
arasinda en yararh yaklasim, ayrilma nedenlerine gore kategorize etmektir. Sebeplerine

gore kategorize edebilmek i¢in kisinin neden gercekten ayrildiginin bilinmesi gerekir.
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Ancak, miisteriler ayrilmalarinin asil sebebini sdylemesi pek olast degildir. Gergek

nedenlerden utaniyor olabilir veya sirket c¢alisaninin veya goriismecinin duygularina

zarar vermek istemeyebilirler.

Musteri Kayip
Nedenleri

isteyerek/Gonilli

istemeyerek
JGonulsiz

Odeme Yapilmamasi

Disik Kullanim
Oranin

Sekil 2.5. Miisteri kaybinin siniflandirilmasi [51]
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Sekil 2.5 te Mattison’ un [51] calismasinda miisteri kaybinin nedenleri
siniflandirilarak gosterilmistir ve detaylandirilmistir. Buna gore nedenler iki ana

baslikta incelenmistir: isteyerek ayrilanlar ve istemeyerek ayrilanlar.
2.4.2.1. istemeyerek Ayrilan Miisteriler

Bunlar arasinda en kolay smiflandirilanlar istemeyerek ayrilan miisterilerdir. Bu
miisteriler firma tarafindan abone listelerinden ¢ikarilanlardir. Bu simiftaki miisteriler
bazi firmalar icin ¢ok Onemli bir sorunken bazilar1 iginse bir sinifi bile
olusturmayabilmektedir. Bu kategorideki miisteriler; dolandiricilik, ddeme yapmayan ve

diisiik kullanim oranina sahip kisileri icerir.

e Dolandiricilik yakin zamana kadar kablosuz iletisim firmalar1 i¢in Onemli
sorunlardan biriydi. Suglular, cep telefonlarinin tanimlama kodunu ele gecirip
diger telefonlarda nasil kullanabileceklerini bulmuslardi. Klonlama olarak
bilinen bu siire¢, bir miisterinin telefon numarasinin ¢alinmasi ve suclularin

licretsiz olarak telefon goriismesi yapmast anlamina geliyordu.

e Odeme yapilmamasi, bircok firma icin énemi giderek artan bir sorundur. Bu
problem, abonelerin faturalarini genellikle birka¢ ay {ist iiste ddememeleri

durumunda ortaya ¢ikar.

e Baz telekomiinikasyon firmalarinin da dikkat etmeye basladigi bir diger yeni
kategori de diigiik kullanim oranma sahip miisterilerdir. Miisterilerin sahip
olduklar1 bir telefon veya bir numaradan faydalanmamasi, telefon baglantilarini
kesmek icin yeterli sebep olabilmektedir. Firma telefonun ne kadar kullanildigini
takip eder ve belli bir siire sonra aboneliklerini iptal eder. (Disiik kullanim

yalnizca, 6n 6demeli miisteriler veya aylik licret 6demeyenler i¢in bir sorundur.)

2.4.2.2. Isteyerek Ayrilan Miisteriler

Istemeyerek ayrilan miisteri grubu, miisteri kaybi sorunun biiyiik bir bdliimiinii
olustursa da telekomiinikasyonda miisteri kaybi diisiindiigiinde genellikle akla gelen
isteyerek ayrilan miisteri grubudur. Miisteri, hizmet s6zlesmesinin feshini baglattiginda

isteyerek ayrilma ger¢eklesmis olur.
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Isteyerek ayrilma kategorisi, iki ana baslik altinda incelenebilir: beklenmeyen

sebeplerden dolay1 ayrilan miisteriler ve kasitli olarak ayrilan miisteriler.

A-Beklenmeyen Sebeplerden Dolayi Ayrilan Miisteriler

Miisteriler planlar1 diginda hayatlarinda olan bir degisiklikten dolay1 aldiklari hizmetleri

sonlandirmalari gerekebilmektedir. Miisteriler;

e Mali durumlarindaki degisiklikten dolayi;
e Konumlarindaki degisiklikten dolayzi;

e Yasam durumundaki 6nemli degisiklikten dolayzi;

hizmetlerini sonlandirabilmektedir.

B-Kasith Olarak Ayrilan Miisteriler

Cogunlukla, beklenmeyen sebeplerden dolay1 ayrilma ¢ok az sayida gerceklesir. Daha
da Onemlisi, miisterilerin planlayarak ve kasten ayrilmalar1 durumu s6z konusudur.
Isteyerek ayrilma konusunda ¢ok fazla pazar arastirmasi yapilmistir. Sonuglar cesitli
pazarlarda, flkelerde ve Kkiiltiirlerde farkliliklar gostermektedir; ancak ¢ogunda,

ayrilmanin baglica nedenleri sunlardir:

1. Fiyat

2. Kalite

3. Kapsama Alan1

4. Misteri Hizmetleri
5. Imaj

Cok sayida varyasyon ortaya ¢ikmasina ragmen, bu bes neden, kaginilmaz olarak, tiim
ayrilma nedenleri listelerinin en {istiinde yer almaktadir ve bu tiir aragtirmalarin
yapildig1 hemen her tilkede gegerlidir. Sekil 2.6° da ABD'de yapilan kablosuz iletisimle

ilgili bir arastirmanin sonuglarini gosterilmektedir.
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Musteri Hizmetleri; 13

Sekil 2.6. Miisteri ayrilma nedenleri

Bu c¢aligmalar dikkate alinarak kasitli olarak ayrilan miisterileri; teknoloji (daha yeni

veya daha iyi teknoloji isteyen miisteriler), ekonomi (fiyat hassasiyeti olan miisteriler),

kalite, sosyal veya psikolojik nedenlerle ayrilanlar olarak siniflandirmak miimkiindiir.

Teknoloji

Teknoloji temelli miisteri ayrilmalari da iic ana kategoriye ayrilabilir: telefon

degistirme, 6zellik / islev degistirme ve ag degistirme.

Telefon degistirme sebebiyle miisteri ayrilmalari, 6zellikle Asya'da pek ¢ok
pazarda yaygin bir durumdur. Basit olarak eger miisteri telefonunun yeteri kadar
yeni olmadigini diislinliyorsa, yeni bir telefon almanin en kolay yolu yalnizca
operatoriinii degistirmektir. Telefonun degistirilmesi bazi pazarlardaki kablosuz
servis saglayicilari i¢in son derece énemli bir sorun olabilmektedir. Tiiketicilerin
telefonunun tam fiyatin1 veya tam fiyatina yakin 6deme yaptiklart bir pazarda,
misterilerin servis saglayicilarin1 degistirerek elde edecekleri bir kazang yoktur.
Ancak siibvansiyonlu piyasalarda farkli bir durum s6z konusudur. Burada servis
saglayicisi, miisterinin kullanimlarla geri Odeyecegini varsayarak telefon
maliyetinin ¢ogunu 6der. Burada firmanin miisteriyi servis saglayict hizmeti
yiiziinden degil, miisterinin kullandig1 telefonun teknolojik veya psikolojik
olarak yeni olmamasi yliziinden kaybetmesi firma acisindan iiziici bir

durumdur.
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e Servis saglayicisindan 6zellik veya isglevleri yiiziinden ayrilma; telefona benzer
sekilde miisteri, bir rakipte yeni 6zellikler bulundugunu kesfeder ve daha sonra,
bunlara erismek icin operatdriinii degistirir. Sesli posta, cagri yonlendirmesi,
kisa mesaj servisi (SMS) veya baska bir yardimci servis isteyen miisteriler, onu

sunan operatorii ararlar ve bu operatore gecerler.

e Agdan dolay1 miisteri ayrilmalari, telefon veya 6zellikten dolay1 ayrilmalar gibi
basa cikilabilecek kolay bir ayrilma sebebi degildir. Agdan dolay1 ayrilmalar,
alternatif yeni ag teknolojileri piyasaya girdiginde ve tiiketicilere yeni servise

yiikseltme firsati sunuldugunda gergeklesir.

G0z Oniine alinmasi gereken baska ayrilma tiirleri olmasina ragmen, teknoloji temelli
ayrilan miisteriler dikkat edilmesi gereken son derece onemli bir gruptur. Teknoloji
temelli ayrilmalar, piyasa hakkinda 6nceden uyar1 verir. Eger birgok miisteri teknoloji

sebebiyle ayriliyorsa, ele alinmasi gereken bazi ciddi uzun vadeli kararlar var demektir.
Ekonomi

Miisterilerin ekonomik sebeplerden 6tiirli ayrilmalart anlasilabilir bir durumdur. Hizmet
saglayicilarin sirketlerini benzersiz ve ilging hale getirmek icin gosterdikleri ¢abalara
ragmen tiiketicilerin ayrilma sebepleri arasinda en can alicisi her zaman fiyattir.
Genisleme asamasinda, rakipler yeni miisterileri davet etmek icin fiyatlarini diisiirebilir.
Ne yazik ki, fiyatin miisteri kazanma aract olarak kullanilmasi karar1 ¢ok biiyiik
kusurdur. Fiyat indirimlerinin uygulanmasi kolay olabilir, ancak rakipler i¢in de ayni
kolayliktadir. Bu, miisteri kazanmak icin fiyat baskisi yapmaya baslanirsa, rakibin de
aynen karsilik verme olasiligi oldugu anlamina gelir. Nihai sonug agiktir. Ya her firma
basladiklar1 pazardaki goreceli payini koruyacaktir ya da her firma daha once
oldugundan daha diisiikk bir kar marj1 ile g¢alisacaktir. Dogrudan fiyat rekabeti ile
yaratilan sorunlardan kurtulmak i¢in pek cok sirket, fiyat avantajlarindan bahseden
programlar, promosyonlar ve kampanyalar olusturmaktadir. Miisterilerin en ¢cok duyarh

oldugu ii¢ durum s6z konusudur.
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Oran planindan dolay ayrilma; bir rakip tarafindan miisteriye ¢agrinin siiresine
ve zamanina dayali karmasik degisken oran planlart sunulmasi ve miisterinin

bagska bir platform {izerinde tercih etmesi durumudur.

Dakikalik maliyet tliketimi fiyatindan dolay:1 ayrilma; miisterinin, birim basina

daha iyi bir iicret almak i¢in servis saglayicisini degistirmesi durumudur.

Aktivasyon oranindan dolay1 ayrilma; miisterinin aktivasyon licretlerini ortadan
kaldirdig1 veya indirdigi icin bagka bir servis saglayiciyr tercih etmesi

durumudur.

Fiyat, misterilerin bir numarali ayrilma nedeni olsa da ikinci en sik goriilen neden

kalitedir. Telekomiinikasyon sektorii sonugta bir hizmet sektoriidiir ve hizmetin kalitesi

miisterilerin satin aldig1 seydir. Tiiketici i¢in, kalite ve sosyal / psikolojik degere iliskin

kararlar ¢ok kisiseldir ve son derece zordur. Pazar arastirmasi, tiiketicilerin aldiklari

kalite hakkindaki diisiinceleri ile gercekte aldiklari kalite ile ilgili duygularinin ¢ok

farkli olabilecegini gostermistir. Cogu tiiketici tarafindan kullanilan kalite kriterleri

asagidaki ana kategorilere girmektedir.

Kablosuz miisteri i¢cin en kolay taminan kalite kriterlerinden biri kapsama
alamidir. Sonugta, kablosuz telefon bazi 6nemli noktalarda ¢alismazsa, tiiketici
memnuniyetsizligi s6z konusu olur ve istenilen kapsama alaniyla yeni bir
saglayic1 arayacaktir. Kapsama konulari, fiziksel araziye ve diizenleyici ¢evreye
bagli olarak karmasik veya basit olabilir. Diger diizenleyici ortamlarda, kule
yerlesimlerinin ve bant genisliginin yogunlugu ¢ok daha kritiktir ve burada
tiketiciler, en 1iyi kapsama alanina sahip tasiyicilar ic¢in net tercihler

gelistirecektir.

Cagrt kalitesi; bir miisterinin istedigi kapsama alaninin belirlenmesi oldukga
kolay olmasina ragmen, bir misterinin goriisme kalitesi hakkindaki beklentisi
tamamen farkli bir konudur. Cagri kalitesi hakkinda nesnel bir fikir edinmek i¢in
yapilabilecek en azindan birkac sey vardir. Oncelikle, sebeke i¢inde kag ¢agr

oldugu; ikincisi, miisteri hizmetlerine kalite ile ilgili ka¢ miisteri sikayeti geldigi,
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iiclinciisii, ag mihendislerinin olagan teshis ve testlerini gergeklestirmesi.
Miisterilerin kalite algilamasini belirleyen baska bir ilging yol da sirketin

teknolojik Ustlinliigiine iligkin goriisleridir.

Telefon servisiyle herhangi bir sorun yasamis olan miisteri, miisteri hizmetleri
personelinin kalitesi veya kalitesizligi ile karsilasmistir. Miisteri hizmetleri
calisanlari, sirket hakkindaki genel alginin kritik bir pargasidir. Misteri
hizmetleri, bir servis saglayici hakkinda miisterilerin sikayet listesinde ¢okga yer
alir. Tiiketicilerin miisteri hizmetleri ile ilgili en biiylik sikayetleri sunlardir:
kaba miisteri hizmetleri temsilcileri, sirket veya hizmetleri (tanitimlar,
kampanyalar ve hizmet konular1) hakkinda yeterli bilgi sahibi olmayan
temsilciler, yanit vermeyen ya da takip etmeyen temsilciler, miisteriler hakkinda
bilgi eksikligi olan temsilciler, telekomiinikasyon sektorii hakkinda genel olarak
egitim eksikligi olan temsilciler. Otomatik c¢agri merkezi destek yazilimi, veri

tabanlar1 ve egitim bu sorunlara bir ¢oziim getirebilir.

Fatura sistemleri, bir miisterinin sirketinizle olan kalite sorunlar listesinin bir
parcasi degildir. Ancak birkag¢ faturalandirma sistemi sorunu miisterilerin sikayet
listesinin en iistiinde yer alacaktir. Faturalama sistemi sorunlari; gecersiz fatura
ve faturalar1 icermektedir. Bunlarin her ikisi de miisteriyi ¢ok hizli bir sekilde

mutsuz edecek, 6zellikle tekrarlayan bir sorundur.

Sosyal / Psikolojik

Her ne kadar teknoloji, fiyat ve kalite miisteri kayiplarinin en biiyiik sebeplerinden biri

olmasina ragmen, tek basina miisterinin ayrilmasina sebep olmayan ama katkida

bulunan alt faktdrler de yer almaktadir. insanlar sosyal varliklardir; arkadaslar, aile ve

diger toplumsal faktorlerden etkilenirler.

Arkadas / Aile; sosyal miisteri kayip faktorleri arasinda en gli¢liisii meselesidir.
Miisteriler aldiklar kararlar1 bu gruplarin baskisiyla degistirebilmektedirler. Aile
baskisindan daha giiclii olan, 6zellikle gengler ve geng yetiskinler icin akran

baskisidir.

Imajin arkadas ve ailenin bir tiiketici i¢in olusturdugu baskiyla biiyiik bir iliskisi

vardir. Bazi durumlarda, sirket tarafindan Ongdriilen imaj tiiketicinin kendi
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imajiyla catisabilir. Bu gibi durumlarda, tiiketiciler kendi imkanlariyla farkli

imaja sahip bir sirkete gecebilirler.

e Denemek; yeni seyler denemek isteyen kiiciik bir tiikketici grubu vardir. Bu
tilketiciler, sadece diger servisin ne oldugunu goérmek ve karsilastirmak igin
servis saglayicilarimi degistirirler. Tiim ayrilma nedenlerinde oldugu gibi,
deneme nedeninin gergekte ne kadar gegerli oldugunu bilmek zordur. Bu nedenti,
insanlarin gercek sebeplerini sOylemek istemediginde bir bahane olarak

sOylemesi de miimkiindiir.

2.4.3. Telekomiinikasyon Sektoriinde Miisteri Kayb1 Yonetimi Alaninda Veri
Madenciligi Uygulamalar

Kiiresel pazarda telekomiinikasyon sektoriinde siiregelen bir degisim ve gelisim
mevcuttur. Bu gelismeler ve yeniden yapilanmalar, yeni pazar firsatlar1 ortaya
¢ikarmakta ve rekabeti artirmaktadir. Sektorde rekabetin artmasi beraberinde miisteri

kayiplarini, pazar payinin korunmasi ve artiritlmasi gibi konular1 giindeme getirmistir.

Birgok iilkede oldugu gibi Tiirkiye’de de gectigimiz yillarda yasanan gelismelerle
telekomiinikasyon pazari doygunlugu ulasmis ve miisteri kaybinin ¢ok yasandigi ve
arastirmalarin  yogunlastigi sektorlerden biri olmustur. Aymi zamanda, mobil
altyapilarindaki ve kamu diizenlemelerindeki standardizasyon bir miisterinin diger bir
servis saglayicisina kolayca gegmesine olanak saglamistir. Bu sektorde piyasaya yeni
kurumlarin  katilmiyla artan rekabetle birlikte miisteri kaybi yonetimi Onem
kazanmigtir. Mattersion [52] in de belirttigi gibi birgok telekomiinikasyon yoneticileri
icin miisteri kaybiyla nasil basa cikabileceklerini belirlemek sirketlerinin ayakta
kalabilmesi i¢in en Onemli konudur. Telekomiinikasyon sirketlerinin gelecekteki
basaris1 veya basarisizligi, kendi pazarlarin1 ve miisterilerini yakindan tanimalarindan

geemektedir.

Miisterileri kazanma, kontrol etme ve elde tutma kabiliyeti kurumun hizina ve
etkinligine baghdir. Misteri kayb1 yonetiminde miisteri kazanmaktansa eldeki
miisterileri elde tutma yaklasimi 6nem kazanmistir. Dahasi literatiirde de belirtildigi gibi

yeni miisteri kazanmanin maliyeti mevcut miisteriyi elde tutmanin maliyetinin 6 katidir
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[53-56]. Uzun donem miisteriler ise daha az maliyetli hizmet alarak en yiiksek karlilig
getiren miisterilerdir ve de rekabet¢i pazar aktivitelerine ¢ok az duyarhidirlar [57-62].

Ayrica miisteri kaybinin azalan satiglardaki firsat maliyeti de s6z konusudur [63].

Telekomiinikasyon sektorii ig¢in aylik miisteri kayb1 orani %2,2’dir. Bu da bir sirket
yilda miisterilerinin % 27 sini kaybettigi anlamina gelir [43]. Avrupa ve US
pazarlarinda yillik miisteri kaybinin maliyeti 4 milyar § iken biitiin diinya genelinde 10
milyar $’dir [13]. Maliyetlerin yiiksek olmasi ve artan rekabetten dolayir firmalar
kaybettikleri miisterilerinin yerine yeni miisteri kazanmak icin gerekli finansmani
yapamamaktadirlar. Ayrica yeni miisteri kazanmanin maliyeti elde tutmaktan daha da
yiiksek oldugundan miisteri kaybetmemek icin daha fazla caba gostermek etkili
olacaktir [3].

Etkili miisteri kaybi yoOnetimi ile firma hangi misterilerinin ayrilmaya yakin ve
hangilerinin sadik oldugunu belirleyebilmelidir. Firma bu bilgiye sahipse miisteri
kaybin1 Onlemek icin strateji gelistirebilir ve dogru miisteriye dogru kampanyalarla
ulagabilir. Yerinde karar vermenin yolu da biiyiikk dl¢iide dogru bilgiye ulasmayi
saglayacak yollara sahip olmaya dayanmaktadir [64]. Miisteri kayb1 yOnetimi, ayrilma
potansiyeli olan miisterilerin tahminini yapan ve bunu 6nlemenin yollarini arayan bir
siire¢ olarak tanimlanabilir. Miisteri kaybi1 yoOnetiminin amaci miisteri kaynakli

kayiplarin azaltilmasi ve karli miisterilerin elde tutulmasidir [19].

Miisteri kayb1 yonetimi modellerinin amaci ayrilma egiliminde olan miisterileri tahmin
etmek, miisteri tutundurma kampanyalarii etkin bir sekilde gelistirmek ve miisteri
kaybiyla ilgili maliyetleri azaltmaktir. Maliyeti azaltmak en Oncelikli amaci olsa da
miisteri ayrilma tahminleme modelleri performans Olgiilerini temel alan istatistiklerle

genel olarak degerlendirilmistir [12].

Basarili bir miisteri kayb1 yonetimi; miisteri karlilik 6l¢iisii, birtakim stratejiler ve bir
dizi elde tutma taktikleri ile bir servis saglayicidan digerine ge¢me karar1 alan miisteriyi
azaltabilecegini varsayar [2]. Ayrica miisteri kaybi tahmin sistemi sadece muhtemel
miisterileri belirlemekle kalmamali ayn1 zamanda neden ayrilmak isteyebileceklerini de
sOyleyebilmelidir. Ayrilmak isteyebilecek miisteri belirlendiginde, pazarlama

departmani o miisteriyi iyi tasarlanmis ve ¢ekici kampanyalarla elde tutmaya calisir.
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Pazarlama departmaninin bu yaptig1 cabalar netice itibariyle kisitli kaynaklar dahilinde
yapilmasi gerektigi icin miisteri kaybi1 tahmin modelleri gergekten ayrilmay: diisiinen

miisterileri bulmaya caligmalidir.

Literatiirde yapilan ¢alismalar asagidaki sekilde 6zetlenebilir:

e Gopal ve Meher [65], 100.000 miisteri ve 169 nitelikten olusan veri seti ile
mobil miisteriler kaybin1 ordinal regresyon ile modellemistir. Veri seti icerisinde
en az 7 aylik eski miisteriler ve 25 aylik veri yer almaktadir. Modelde en iyi 50
nitelik se¢ilmis ve veri seti rastgele iki kiimeye ayrilmistir. Ordinal regresyon
86.21% dogruluk verirken ¢ok siifli siniflandirma ile 83.8% dogruluk elde

etmistir.

e (4.5 ve SVM yontemleri miisteri kaybi tahmini i¢in uygulanmis ve her iki metot

da tatmin edici sonuglar vermistir [66].

e Random Forest ve PSO tabanli veri dengeleme araglart miisteri kaybi

tahmininde bazi nitelik indirgeme stratejileri ile birlikte uygulanmistir [67].

e Telekomiinikasyon sektoriine etkin bir miisteri kaybi yonetimi saglamak i¢in
anahtar faktorleri ¢ikarmak i¢in bulanik korelasyon analizlerinin kullanildig: bir

calisma yapilmistir [68].

e Tunga ve Karahoca [69], calismalarinda ¢ok degiskenli siniflandirma problemi
modeli olarak Oklid Indeks HDMR metodunu kullanarak GSM kullanicilarinin
ayrilma davraniglarini modellemislerdir. Calismada kullandiklar1 veri seti 21

nitelikten olugsmaktadir.

Yukarida da bahsedildigi tizere farkli veri madenciligi metotlar1 arama detay bilgilerinin
farklr niteliklerinden yararlanmiglardir. Nitelik se¢imi islemi gdstermistir ki miisteri
kayb1 davranig1 farkli kullanici karakteristiklerine gore degismektedir. Ayrica miisteri

baglilik davranisi kayiplarini elimine etmek i¢in promosyonlarla desteklenebilir [70].

Telekomiinikasyon sektoriinde miisteri kaybr tahmin etme ile ilgili literatiirde yapilan
daha oOnceki ¢aligmalarda daha c¢ok yapay sinir aglari, karar agaglar1 ve kiimeleme

analizleri gibi veri madenciligi teknikleri kullanilmistir.
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Hung, Yen, ve Wang [6] ¢aligmalarinda Tayvan pazarinda miisteri kaybi1 tahmini
icin yapay sinir aglarini kullanmis ve karar agaclarina gére daha iyi sonug elde

etmistir.

Tayvan telekomiinikasyon sektoriinde yapilan bir diger caligmada abone
sozlesme bilgileri ve arama diizenlerindeki degisikliklere gore miisteri kaybi

tahminleme modeli gelistirilmistir [43].

Nath ve Behara [71], Amerika mobil telekomiinikasyon sektdriinde 50.000

miisterilik bir veri seti i¢in Naive—Bayes algoritmasini uygulamislardir.

Karahoca ve Kara [72], Tiirkiye’ deki miisterileri karliliklarina gore segmente

edip kiimeleme teknikleri uygulanmistir.

Jahanzeb ve Jabeen [73], Pakistan’ daki iki telekomiinikasyon sirketinin
karsilagtirmasini yapmis ve miisterilerin stratejileri hakkinda bir calisma

yapmistir.

Huang ve Kechadi [74], miisteri davranislarin1 tahmin etmek i¢in denetimli ve
de denetimsiz 6grenme yontemlerini entegre ederek bir hibrid temelli 6grenme

modeli dnermisgtir.

Huang et al. [67], farkl: nitelikler ekleyerek 7 farkli siniflandirma algoritmasi ile

miisteri kayb1 tahmini yapmustir.

Keramati et al. [75], Iran telekomiinikasyon sirketinden aldiklar1 verilerle karar
agaclar1, yapay sinir aglari, en yakin komsu siniflandirma algoritmalar ile

miisteri kaybini tahmin etmistir.

Zhang et al. [76], miisteri kayip tahmininde kisileraras1 etkilesimin dnemini

tahmin etmistir.

Tsai ve Chen [77], ¢alismalarinda multi medya talebi olan miisterilerin kayip

analizini sinir aglar ve karar agaclari ile yapilmstir.

Dierkes et al. [4], bir miisterinin diger bir miisteriye olan etkisini markov lojistik
aglart ile incelemis ve komsu aglarin birbirleri iizerinde son derece etkili

oldugunu gostermistir.

Oweczarczuk c¢aligmasinda [78], Polonya’ daki mobil telekomiinikasyon miisteri
kaybinin tahmin edilmesi i¢in regresyon ve karar agaci tekniklerini uygulamis ve

etkinligini incelemistir.
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bir

telekomiinikasyon sirketinden aldiklar1 verilerle ayrilmaya meyilli miisterilerin

davranislarini belirlemek ic¢in bir model olusturmuslardir.

Uygun veri tabam1 boyutu ve kalitesi ile veri madenciligi teknolojisi, yeni firsatlar

yaratmak icin is zekdsi saglar. Biitiin bu ¢alismalar gostermistir ki miisterileri elde

tutmak ve servis saglayici degisimini Onlemek i¢in veri madenciligi tekniklerini

kullanarak telekomiinikasyon sektoriinde miisteri kaybini tahmin etmek ¢ok onemlidir.

Tablo 2.1'de, telekomiinikasyon sektoriinde, miisteri kaybi yonetiminde veri madenciligi

uygulamalar1 incelenmis; yeni ve ana ¢alismalarin 6rnekleri verilmistir.

Tablo 2.1. Telekomiinikasyon sektoriinde, miisteri kaybi1 yonetiminde veri madenciligi
uygulamalari.

Destek
Vektor
Makinesi
(SYM)

Sinir
Aglan

Karar
Agaclan

Regresyon
Analizi

Naive Bayes
ve Bayes
Ag1

Neuro-
Bulamk

Cok
Katmanh
Sinir
Aglart

Sezgisel
Algoritmalar

Kaba
Kiime

Boost

Abbasimehr
[16]

v

Amin et al.
[79]

Au et al.
[17]

Burez ve
Poel [23]

Dasgupta et
al. [7]

Hung et al.
[6]

Idris et al.
[67]

Kang ve
Pei-ji [22]

Kim ve
Yoon [8]

Kirui et al.
[15]

Lazarov ve
Capota [19]

Piotr [5]

Shaaban et
al. [18]

Sharma ve
Kumar [14]

Torsten et
al. [4]

Vafeiadis et
al. [21]

Verbeke et
al. [12]

Xia ve Jin
[20]
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Miisteri kayb1 yonetimi alaninda literatiirde yer alan nitelik indirgeme ¢alismalarinin

baslicalar::

e Huang et al. [80] telekomiinikasyon sektoriinde NSGA-II’ yi temel alan ¢ok
amaclt bir nitelik indirgeme algoritmast Onermislerdir. Calismada farkl
biiytikliiklerdeki lokal nitelik indirgeme alt kiimeleri secilip modifiye edilmis ve
daha sonra global etkin nitelik alt kiimelerin seg¢ilebilmesi i¢in etkin ¢dziimleri

aramada kullanilmistir. Calismada dikkate alinan amaglar:
e Genel dogruluk orani
e Gergek abone kayip orani
¢ Gergek abone kayip olmadig1 durumun dogruluk orani

e Idris et al. [67] calismalarinda 6nerdikleri yaklasim Chr-PmRF, PSO ile birlikte
mRMR nitelik indirgeme algoritmasi ve Random Forest siniflandirma
algoritmasin1 temel almaktadir. Chr-PmRF miisteri kayip analizinde efektif

sonuglar vermistir.

e Hong ve Zigang [81] nitelik boyutunu etkin bir sekilde indirgeyen iki asamali
hibrid bir nitelik indirgeme algoritmasi Onermistir. Algoritma hem Markov
ortintiisii kesif teknigini hem de geleneksel uzman yaklasimlari kullanmigtir.
Onerilen yaklasimin performans: geleneksel yaklasimdan daha iyi sonugclar

vermistir.

e Xie v.d. [82], ensemble 6grenme ile transfer 6grenme yaklagimlarini kombine
etmig ayni1 zamanda da transfer 6grenmeyi temel alan bir nitelik indirgeme
(FSTE) algoritmas1 Onermistir. Deneysel calismalar FSTE algoritmasinin
geleneksel miisteri kayip tahmin modellerinden ve bazi transfer &grenme

modellerinden daha iyi sonug verdigini gostermistir.

e Xiao v.d. [83] dinamik transfer ensemble yaklasimini temel alan bir nitelik

indirgeme modeli (FSDTE) 6nermistir.
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2.4.4. Diger Sektorler ile Telekomiinikasyon Sektoriiniin Miisteri Kayb1 Yonetimi

Acisindan Degerlendirilmesi

Telekomiinikasyon sektoriinde miisteri sadakatini saglamanin neden bu kadar zor
oldugunu anlayabilmek icin diger sektdrlerle telekomiinikasyon sektorii arasindaki
miisteri iligkileri agisindan farkliliklart incelemek gerekir. Miisteri odakli bir¢ok sektor
vardir 6rnegin; bankacilik, perakende, havayollar1 ve otomobil iireticileri. Bu sektorlerin
hepsinde de farkli boyutlarda olsa da miisteri kaybiyla karsilasilir. Telekomiinikasyon
sektoriindeki durum diger sektorlerden farklidir ancak diger sektorlerde higbir sey
ogrenemeyecek kadar 6zel bir yapiya sahip degildir. Aslinda, servis saglayicilarin diger
sektorlerden alabilecegi Onemli dersler ve iyi ornekler vardir. Ote yandan da
telekomiinikasyon alanimnin dogasi geregi; saglayicilar ile tiiketicileri arasindaki iligki

cok o6zeldir ve bu nedenle farkli bir yonetim yaklasimi da gerektirir [51].
Perakende Sektorii

Telekomiinikasyon sektorii disindaki diger sektorlerdeki miisteri kaybi yonetimi
incelendiginde; perakende sektoriinden daha fazla tliketicinin kararsizligina asina sektor
yoktur. Perakendeci her an, miisteriyi sadik kalmanin iyi bir yatirirm olduguna yeniden
ikna etmek i¢in bir miicadele i¢indedir. Bu miicadele sirasinda karsilagtiklar1 sorunlar

sOyledir [51]:

e Cogunlukla, sektordeki firmalarin hepsi ayn1 veya benzer tedarik¢i havuzuna
erisebilir ve iriinlerini buralardan alirlar. Yani miisteriler ayn1 marka iiriini
bircok farkli perakendecide bulabilir ve satin alabilirler. (Tiiketiciler aymn
telefonlari, ayn1 kapsama alanini ve ayni hizmetleri c¢esitli saglayicilardan
alabilmeleri gibi.)

e Miisteriler magazalardan sik sik alisveris yapmaktadirlar. Ornegin; bazi
magazalardan (6rnegin bakkaliye) giinlilk, bazilarindan (6rnegin marketler)
haftalik, bazilarindan (6rnegin giyim magazalari) aylik, bazilarindan da birkag
yilda bir kez (6rnegin yataklar, mobilya ve aletler) aligveris yaparlar. Miisteriler
tarafindan bu kadar sik satin alma kararinin verildigi pazar sartlarinda;
perakendeciler miisterilerin dikkatini ¢cekmek i¢in neredeyse giinliikk olarak

rekabet etmek zorundadir. Tiiketicilerin satin alma kararlari1  yeniden
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degerlendirdigi sikliga satin alma dongilisii denir ve telekomiinikasyon
miisterisinin satin alma dongiisliniin boyutu ve sekli, kars1 karsiya bulundugu

biiylik zorluklardan biridir.

Bir perakendeci i¢in, miisteri kaybi, olagan bir durumdur ve isletmeler neredeyse bu
durumla giinliik olarak karsilagirlar. Bunun yani sira, gilinliik islerinin bir parcgasi olarak
miisteri sadakati ile ugrasan perakendecilerin cesitli avantajlari da vardir. Cogu
perakendecinin, isletmeleri misterilerinin satin alma aligkanliklarina uygun bir
konumda yer almaktadir. Bu durum perakendeci i¢in hem bir avantaj hem de dezavantaj
olabilir. Miisterilerin aliskin oldugu bir konumda yer almasi erisim kolaylig1 sebebiyle
miisteriler tarafindan tercih sebebi olacagi icin avantajhdir. Miisteriler bir
perakendeciden satin alma karar1 verirken; isletmeyi, ¢alisanlarini ve tiim gegmis satin
alma deneyimlerini bir biitiin olarak degerlendirir. Isletmenin yakin konumda yer
almasinin dezavantaji ise, rakiplerin de ayni segenege sahip olmasidir. Konum
avantajindan yararlanmak isteyen ayni tlir iirlinler konusunda uzmanlagsmis bir¢ok
perakendecinin sehrin belirli kesimlerinde kiimelenmis olarak bulmak nadir bir durum

degildir.

Miisterilerin satin alma dongiisiiniin sik olmasi perakendecilerin sahip olduklart diger
bir avantaj olabilmektedir. Tiiketicilerin se¢im kararini diizenli olarak yeniden gézden
gecirmeleri, perakendecilere miisteri sadakatini yeniden saglamak veya saglamlagtirmak
icin firsat sunar. Miisteriler her aligverislerinde perakende satis birimlerinde karar
vermelerine yardimci olan ¢alisanlarla, diger miisterilerle tanisirlar ve biitiin bunlar

kalic1 izlenimler birakir.

Perakendeciler icin, miisteri kaybin1 yonetmek ig¢in belirgin prensipler vardir.
Perakendeci i¢in magazaya yapilan her ziyaret, miisteriyi kurulusa sadik kalmaya ikna
etmek i¢in yeni bir karar noktasi ve yeni bir firsattir. Perakendecilerin miisteri

sadakatini artirmak i¢in kullandig1 tekniklerden bazilar1 sunlardir [51]:

e Her konumda iyi hizmet
e Temiz, iyi organize edilen magazalar ve cazip bir sekilde sergilenen tiriinler
e Magazayr aligveris yapmak icin iyi bir yer olarak tanitmak ic¢in agresif imaj

reklamciligi
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e Rakiplerin miisterilerini alma tesebbiislerini dnlemek i¢in iyi tasarlanmis tanitim

Kisacasi, perakendeci miisteri kaybi ile miisterilerin aligveris kararlarini siirekli olarak
giiclendiren satis elemanlari, magaza ambiyansi ve yer ¢ekiciliginden olusan bir magaza
deneyimi yaratarak basa ¢ikmaya calisir. Tiim bunlar1 yaparken aynm1 zamanda da
rakipleri tarafindan miisterilerin satin alma kararlarini etkilemek i¢in iyi hazirlananmis

tanitimlarla da miicadele etmeye ¢alisir.

Perakende sektorii; sirketler ve tiiketiciler arasinda gelisebilecek iliskilerin niteligi
hakkinda genis bir bilgi birikimi saglar ancak perakende tekniklerini dogrudan
telekomiinikasyon  deneyimine uygulanmasi tam olarak mimkiin degildir.
Telekomiinikasyon hizmetleri i¢in aligveris / satin alma dongiisii, perakende satiglardan
cok farklidir. Tiketiciler telekomiinikasyon sektoriinde satin alma kararini her giin
vermezler. Servis saglayici degistirmek miisteriler i¢in biliyiikk bir karardir (Bu, 6n
O0demeli kartlarin artan popiilaritesi ile biraz degisiyor, ancak bu durum hala temelde

gecerlidir).

Perakende sektoriinde; perakende birimlerine miisteriler tarafindan yapilan tekrar
ziyaretler, sirket ve miisteri arasinda devam eden bir iliski kurmak i¢in sirkete bircok
firsat verirken telekomiinikasyon sektoriinde boyle bir durum s6z konusu degildir.
Bir¢ok miisteri, fiili olarak telekomiinikasyon sirketlerine hi¢ ugramamistir ve de
birgogunun hi¢bir zaman bir miisteri hizmetleri temsilcisi ile konusmak i¢in bir sebebi
olmamigtir. Aslinda, miisteriler acisindan baktigimizda, satin alma karar1 verdikten
sonra, servis saglayicisini hi¢ diiginmemeyi tercih ederler. Servis saglayicisini
diistindiikleri tek zaman, fatura geldigi zaman veya hizmetle ilgili sorun yasadiklar

zamandir.

Havacilik Sektorii

Perakende sektorii stiphesiz miisteri sadakati ile ugrasmak zorunda olan endiistrilerin en
belirgin 6rneklerinden biri olmasina ragmen, havacilik sektoriinde miisteri iliskileri
telekomiinikasyon sektoriine daha fazla benzemektedir. Telekomiinikasyon gibi,
havacilik sektoriinlin de ¢ok farkli ihtiyag ve tercihleri olan genis miisteri yelpazesi ile

ugragmalar1 gerekmektedir, ayrica miisterilerin diizensiz ve ongoriilemeyen aligveris /
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satin alma dongiisii ile de ilgilenmektedirler. Havacilik sektoriiniin farkli yapisi ve zorlu
piyasa kosullar1 nedeniyle, isletmeler miisteri kaybin1 onlemek i¢in diger endiistriler

tarafindan 6rnek alinan benzersiz miisteri sadakati teknikleri gelistirmislerdir.

Simdiye kadar baslatilan miisteri sadakati programlarinin en kapsamli ve en basarilisi
havayolu sirketlerine yonelik sik ucus programlaridir. Programin arkasindaki temel ilke
cok basittir. Tiiketicilerin ne siklikta uctuklart takip edilir ve yaptiklar1 ucus

odiillendirilir. Misteri ne kadar sik uguyorlarsa, o kadar ¢ok kazang elde ederler.

Miisterilere havayolunun gelecekteki ticretsiz veya indirimli seyahat elde edebilmeleri
icin mil veya puan biriktirebildikleri bir iiyelik numarasi verilir. Birikmis mil sayis1
arttikga, miisteri statiisii de yiikseltilir. Yolcu statiisii yiikseldik¢e, kazanglar da artar.
Havalimani salonuna iicretsiz giris, check-in sirasinda 6zel muamele; sadik ve sik

yapilan seyahatlerin 6diillendirilmesinin bazi yollaridir.

Sik ugus programlarinin, basarili olmasini saglayan sebeplerden ilki, tiiketicinin belirli
bir havayoluna karar vermesi igin diizenli olarak giiclendirilen bir ortam olusturmasidir.
Program, yapisi sayesinde, tiiketiciyi sevdigi bir havayolunu segmeye ve onu miimkiin
oldugunca sik kullanmaya tesvik etmektedir. Programin basarisim1 saglayan diger bir
sebep ise, miisteriler arasinda higbir ayrim yapilmadan fiyattan bagimsiz bir sadakat
gelistirmelerini saglamasidir. Programin basarisini destekleyen ve giiglendiren bir diger
yapisi ise havayolu personelini daha yiiksek puanli miisterilere daha iyi hizmet etmeye
tesvik eden bir ortam hazirlamasidir. Miisterinin statiisii biletlerine ve kullandigi
giizergahlara yazilir; miisterinin adi her arandiginda bilgisayar ekraninda gdriintiilenir.
Miisteri statiistiniin takip edilmesi ve gorliniirliigii; isletmenin tiim boliimleri tarafindan

en iyi miisterileri en mutlu hale getirmeye odaklamaya yardime1 olur.

Telekomiinikasyon  perspektifinden havayolu miisteri sadakati uygulamalari
incelendiginde; dogrudan uygulanabilir olmasa da bir servis saglayici havayolu sik ucus
programlarindan ¢ok sey Ogrenebilir. Havayolunun temel para birimi olan miller,
kolayca farkli deger tiirlerine doniistiiriilebilmektedir. Ancak telekomiinikasyonun temel
para birimi olan telefon kullanim1 dakikasi, yalnizca daha fazla dakikalara
dondstiirtilebilir. Bu, daha sonra, her seyi fiyat boyutuna indirger ve rakiplerin kolayca

yarisabilecegi bir alandir.
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Iki sektdr arasindaki bir diger fark ise, havayollarmin perakendecilerin sahip oldugu
aynt avantaja sahip olmasi, yani tiiketicileri ile birebir temaslarinin olmasidir.
Miisterilerin fiziksel olarak ucaga binmesi gerekliligi, havayolu personeli ile temasini
saglar. Bu durum havayolu sirketine, se¢cim kararim1 giiclendirecek bir firsat
vermektedir. Telekomiinikasyon sirketi, ne yazik ki miisteri sadakatini giiclendirecek
miisteri ile fiziksel temasi olmadigindan benzer bir avantaja sahip degildir. Tim
saglayicilarin yapabilecegi, miisterilerin telefonda harcadiklar1 dakikalarin en ufak bir
kesintiye ugramamasini saglamak ve miimkiin olan en iyi kalitede oldugundan emin

olmaktir.



3. BOLUM

VERIi MADENCILIGi
3.1. Giris

“Bilgi ¢aginda yasiyoruz” popiiler bir sdzdiir; ancak aslinda “veri ¢aginda yastyoruz”.
Her giin bilgisayar aglarimiza, ¢esitli veri depolama aygitlarina bilim ve miihendislik,
tip veya giinliikk hayatla ilgili ¢ok fazla miktarda veri aktarilmaktadir. Mevcut veri
hacmindeki bu ivmelenerek biiylime, bilgisayarlagsmanin ve veri depolama araglarinin
hizli bir sekilde gelismesinin bir sonucudur. Telekomiinikasyon sebekeleri her giin
onlarca petabayt veriyi tasimaktadir. Ornegin bilimsel ve miihendislik alaninda; uzaktan
algilama, silire¢ Olgilimleri, bilimsel deneyler, sistem performansi, miihendislik
gbzlemleri gibi siirekli boyutta veri iretilir. Tip ve saglik sektorii; tibbi kayitlar, hasta
izlemleri ve tibbi goriintiiler gibi muazzam miktarda veri tiretmektedir. Arama motorlari
tarafindan desteklenen milyarlarca web aramasi her giin onlarca petabayt veriyi
islemektedir. Dijital resimler ve videolar iireten sosyal medya: bloglar, web sayfalar1 ve

cesitli sosyal aglar; giderek daha 6nemli veri kaynaklar1 haline gelmektedir [90].

“Biiylik Veri” ifadesi ilk defa 1997 yilinda NASA arastirmacilari Cox ve Ellswarth
tarafindan kullanildigindan bu yana verinin gittikge artan boyutu yorumlanmasindaki
problemleri de beraberinde getirmistir. Biiyiik veriyi dort ozelligi ile tanimlamak
mimkiindiir: verinin hacmi, verinin hizi, verinin belirsizligi ve verinin g¢esitliligi.
Giliniimiizde her giin ¢ok biiyiik o©l¢ekli veri, iiretilmekte ve veri tabanlarina
kaydedilmektedir. Bu kadar veri yogun ortamda, daha ¢cok veya daha iyi bilgiye nasil
ulagilabilir sorusundan ziyade, mevcut olan bilgiyi daha nasil etkin kullanilabilir sorusu

Onem kazanmaktadir.
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Biiylik miktarda veriyi bilgi haline doniistiirmek i¢in gilicli ve ¢ok yonlii araglar
gereklidir. Bu gereklilik, veri madenciliginin dogmasina neden olmustur. Veri
madenciligi, biiyiik veriyi bilgiye doniistiiriir. Ornegin; bir arama motoru, her giin yiiz
milyonlarca sorgu alir. Kullanici arama sorgularini tek tek inceleyip paha bigilemez
bilgi elde edebilir. Ornegin, herhangi bir hastalikla ilgili arama yapan kullanicilarin
sayist, bir salgin olup olmadig1 ya da hangi bolgede oldugu hakkinda bilgi verebilir
[84].

Literatiirde veri madenciligi ile ilgili bir¢ok tanim s6z konusudur. Bu tanimlar arasinda
ilk olarak; “veri madenciligi kavrami bilginin etkin kullanimi i¢in disiplinler arasi
izlenen kurallar biitliniinii kapsamaktadir” tanimi1 6ne ¢ikmaktadir. Bu kavram hizla
gelisen bilgi teknolojilerinin geregi gerek giinliikk hayata dair gerekse is ve bilimsel
calismalardan biiylik verinin analiz edilerek iclerinde saklamakta olduklar1 bilginin

ortaya c¢ikarilmasi gerekliligi ile giin yiliziine ¢ikmugtir [84].

Veri madenciliginde en 6nemli konu ge¢cmis verilerin iyi bir sekilde yorumlanmasi ile
gelecegi en iyi sekilde tahmin edebilmeyi saglayacak en uygun girdilerin ortaya
c¢ikarilabilmesidir. Bu anlamda, mevcut verilerden iistii kapali ya da ¢ok net olmayan

ancak faydali bilginin ¢ikarilmasidir [85].
3.2. Veri Madenciligi

Veri madenciligi, bilgi teknolojisinin dogal bir gelisimi ve ¢esitli ilgili disiplinlerin ve
uygulama alanlariin birlestigi bir alan olarak kabul edilebilir. Veri madenciliginin
bircok boyutu vardir: veri, bilgi, teknolojiler ve uygulamalardir. Teoride veri
madenciligi bilgi kesfi siirecinin bir parcasi olarak kabul edilirken pratikte veri
madenciligi ve bilgi kesfi es anlamli olarak kullanilmaktadir [86]. Amag, daha 6nceden

fark edilmemis veri desenlerini tespit edebilmektir.

Veri madenciligi, biiyiik veriden ilging bilgileri kesfetme siirecinin énemli bir adimidar.
Bilgi bulma siireci asagidaki adimlarin yinelemeli bir dizisi olarak Sekil 3.1' de

gosterilmistir [84]:

1. Veri temizleme, giiriiltiilii ve tutarsiz verilerin elenmesidir.

2. Veri entegrasyonu, birden fazla veri kaynaginin birlestirmesidir
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3. Veri secimi, veri tabanindan analiz i¢in gerekli verilerin ¢ikarilmasidir.

4. Veri doniisiimii, verilerin doniistiiriilmesi ve birlestirilmesidir.

5. Veri madenciligi, veri Oriintlilerini ¢ikarmak i¢in akilli yomtemlerin uygulandig:
Onemli bir siirectir.

6. Oriintii degerlendirmesi, bilgiyi temsil edebilecek gercekten ilging 6riintiileri
tanimlamaktir. Eger bir Oriintli, insanlar tarafindan kolay anlagilabiliyorsa ve de test
degerleri belirli bir dogruluk diizeyinin iizerindeyse faydalidir. Faydali oriintiiler bilgiyi
temsil eder.

7. Bilgi sunumu, bilgiyi kullanicilara sunmak icin gorsellestirme ve bilgi temsil

teknikleri kullanilmasidir.
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Sekil 3.1. Bilgi kesfinin adimlar1 [84]
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Veri madenciligi, olduk¢a uygulama odakli bir alan olarak bircok bagka alanin
teknolojilerini birlestirmistir. Bunlar arasinda istatistik, makine 6grenme, veri tabani ve
veri ambart sistemleri ve bilgi teknolojileri bulunmaktadir. Veri madenciliginin
disiplinler arasi yapisi, veri madenciliginin basaris1 ve yaygin uygulamalarina katkida
bulunmaktadir. Ornegin; is zekadsi, Web aramasi, saglik bilisimi, finans ve dijital

kiitiiphaneler ve gibi bir¢cok alanda basaril bir sekilde uygulanmaktadir.

Makine 6grenme

[statistik

\ Bilgi teknolojileri
Veri Madenciligi /

Veri tabani ve veri
ambari sistemleri

Diger disiplinler

Sekil 3.2. Veri madenciligi siirecine katki saglayan alanlar

3.3. Veri Madenciligi Tekniklerinin Siniflandirilmasi
3.3.1. Denetimli Ogrenme: Simflandirma ve Regresyon

Denetimli 6grenmede smif etiketleri dikkate alinir, diger bir deyisle her bir ornegi
etiketleyen bir sinif degiskeni bulunur. Diger degiskenler ongoriicii degiskenlerdir ve
sinif degiskenini tahmin edebilmek icin kullanilir. Bazen simif degiskeni bagimli
degisken, Ongoriicii olarak adlandirilan degiskenler bagimsiz degiskenler olarak
tanimlanabilmektedir. =~ Ama¢  bagimli  degiskeni  bagimsiz  degiskenlerle
aciklayabilmektir. Siiflandirma teknikleri kategorik bir smnif degiskenini dngérmekte
ve hedef, drnekleri tahmini degiskenlerine gore siniflandirmaktir. Regresyon teknikleri
sayisal bir yanit degiskenini varsaymaktadir. Amag, verileri en az hata ile tespit edebilen

bir islevi bulmaktir [87].
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3.3.2. Denetimsiz Ogrenme: Kiimeleme ve Oriintii Bulma

Denetimsiz 6grenme siniflandirilmamis veriyi dikkate alir, diger bir deyisle, degiskenler
ongoriicii ve smnif degiskeni olarak ayrilmanmustir. Iki tiir denetimsiz 6grenme ele
almmustir: kiimeleme ve Oriintii bulma. Kiimeleme algoritmalari, benzer orneklerin
gruplarini bulmak i¢in verileri inceler. Siniflandirmadan farkli olarak, sinif degiskeni
lizerine yogunlagsmak yerine tiim ornekleri dikkate alir. Verilerdeki kaliplar1 kesfetmek
icin bir¢cok teknik vardir. En 1iyi bilinen teknik, birliktelik kurali madenciligidir.
Birliktelik kurallari, denetimsiz 6grenme kullanilarak kesfedilir, diger bir deyisle, bir
siif degiskeninin se¢ilmesine gerek yoktur. Veri madenciligi sonuglari tahmin edici ve
tanimlayici olabilir. Karar agaclari, iligki kurallari, regresyon fonksiyonlart model

ogrenmek i¢in kullanilan veri seti hakkinda bilgi verebilir [8].
3.4. Veri Madenciliginin Gorevleri ve Teknikleri

Veri madenciligi, bliylik miktarda veriyi eleyerek, kurumsal bir veri tabaninda gizli olan
ilging kaliplari, egilimleri ve iliskileri otomatik olarak kesfetme siirecidir. Kuruluslar
icin rekabet avantaj1 yaratmak i¢in artan veri ambari tabanindan yeni bilinmeyen bilgi
cikarma araci saglar. Veri madenciliginin gorevleri genel olarak ikiye ayrilir: tahmin

edici ve betimleyici. Sekil 3.3.” te veri madenciligi gorevleri siniflandirilmustir.

Veri Madenciligi
Modellerinin Tiirleri

T

Tahmin Edici Modeller Tanimlayic1 Modeller
Smiflandirma Regresyon Kiimeleme Birliktelik
Modelleri Modelleri Modelleri Modelleri

Sekil 3.3. Veri madenciliginin gorevleri [88]
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Tahmin edici modeller; veri madenciliginde gelecekteki sonuglarin tahmin edilmesine
olanak taniyan ve verilerdeki egilimleri, kaliplar1 ve sakli iliskileri bulan bir 6grenme
stirecidir. Eger model, sinif {iyeligini tahmin ederse, siniflandirma modeli; eger model

olas1 degerlerden bir say1 tahmin ederse, o zaman regresyon modeli olarak adlandirilir.

Tanimlayic1 modeller; ilging kaliplar1 veya iliskileri bulmak i¢in verileri kesfetmeye ve
gorsellestirmeye odaklanmig veri madenciligi siirecidir. Bu modeller, mevcut verilerin
modellerini tanimlar ve temelde anlamli alt gruplar olusturmak i¢in kullanir. Veri
karmagikligin1 azaltmak icin benzer nesneleri, olaylari veya insanlari bir araya getirerek
kiimeler olusturur. Tanimlayici modeller; iki veya daha fazla seyin ne siklikta

iligkilendirildigini belirleyen modellere birliktelik modelleri denir.
3.4.1. Smiflandirma ve Tahmin

Siniflandirma temel olarak, bir veri kiimesindeki her bir 6geyi 6nceden tanimlanmis
smiflar veya gruplardan birine siniflandirmak icin kullanilir. Siniflandirma yontemleri;
karar agaclari, dogrusal programlama, sinir ag1 ve istatistik gibi matematiksel
tekniklerden yararlanmaktadir. Simiflandirmada, veri oOgelerinin siniflara nasil
smiflandirilacagini - dgrenebilen probleme &zgli yazilm  gelistirilebilir. Ornegin;
sitketten ayrilan ¢alisanlar hakkinda tiim bilgileri verdikten sonra gelecekte kimin
ayrilacagini tahmin edilmesini saglayacak bir siniflandirma modeli gelistirilebilir.
Smiflandirma ve tahmin yoOntemlerini karsilagtirabilmek i¢in asagidaki kriterler

Onerilmistir:

* Tahmin dogrulugu, modelin bir veri kiimesinin smif etiketini dogru olarak tahmin
edebilmesidir.

* Hiz, modelin hesaplama maliyeti anlamina gelmektedir.

* Saglamlik, modelin, giiriiltiili ya da kayip veri ile basa ¢ikabilme yetenegidir.

» Olgeklendirilebilirlik, modelin biiyiik veri ile etkin bir sekilde sonuc verebilmesi

yetenegidir.

* Yorumlanabilirlik, modelin ¢iktilarinin anlagilma seviyesidir.
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Sekil 3.4. Kiimeleme Analizi

3.4.2. Kiimeleme

Kiimeleme modelleri benzer 6zelliklere sahip nesnelerin anlamli kiimelerini olusturan
bir veri madenciligi teknigidir. Kiimeleme tekniginde, kiimeler tanimlanir ve nesnelerin
her biri kiimelere atanir; siniflandirma tekniklerinde nesneler Onceden tanimlanmis
siiflara atanir. Kiimeleme analizinde; ilk olarak nesneler arasindaki benzerliklerin
belirlenebilmesi i¢in Olgiiler ve degiskenler segilir ve bu oOlgiilere gore nesneler
kiimelenir, daha sonra; belirlenen kiimelerin uygunlugu degerlendirilip ve istatistik

gecerliligi ortaya konur.

Kiimeleme analizinin bazi uygulama alanlari,

Tip,
Biyoloji,
Psikoloji,
Sosyoloji,
Arkeoloji.

Kiimeleme teknikleri iki ayr1 grupta incelenebilir. Bunlar hiyerarsik kiimeleme ve
hiyerarsik olamayan kiimelemedir. En ¢ok kullanilan yontemler hiyerarsik kiimeleme

yontemleridir.
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Kimeleme
Yontemleri

Hiyerarsik
Olmayan

Hiyerarsik

Birlestirici Ayirici —  Sirah Esik

Baglanti Varyans Merkezi

Metotlan Metotlan Metotlar — Paralel Esik

— Tek Baglanti L Ward Metodu — Optimiza Bélme

— Tam Baglanti

Ortalama
Baglanti

Agirhikh
—  Ortalama
Baglanti

Merkezi
Baglanti

Medyan
Baglanti

Sekil 3.5. Kiimeleme Yontemleri [84]

3.4.3. Birliktelik Analizi

Birliktelik analizi, en taninmis veri madenciligi tekniklerinden biridir. Birliktelik
analizi, bir veri kiimesindeki nesneler arasindaki baglantilar1 arayan ve bu
baglantilardan model kesfedilir. Birliktelik analizi, miisterilerin siklikla birlikte satin
aldiklar1 bir {rlin setini tamimlamak i¢in pazar sepeti analizinde kullanilir.
Perakendeciler, miisterinin satin alma aligkanliklarini arastirmak igin birlestirme teknigi

kullanmaktadirlar.
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3.4.4. Veri Madenciliginde Nitelik indirgeme Yaklasimlar

Nitelik indirgeme; veri madenciligi yaklagimlarindan en 6nemli konulardan biridir. Cok
fazla kayit nitelik arasindan ¢ok azinin karar kurali i¢cinde kullanildig1 goriilmektedir.
Bu durum, smiflandirma gibi diger teknikler uygulanmadan once verinin
hazirlanmasinin gerekliligini ortaya koymaktadir. Veri tabanlari, gereksiz ve anlamsiz
niteliklere sahip olabilir. Bu tip gereksiz nitelikler veri madenciligi algoritmasinin
yavaslamasina sebep olabilir. Dolayis1 ile veri tabanindaki gereksiz verilerin
indirgenmesi ve veri kiitlesi igerisinde sadece kullanilacak niteliklerin ayirt edilmesi
islemi aslinda veri madenciligi algoritmalarinin etkinliginin arttirilmasi igin gerekli bir

On islem olarak yapilmalidir.

Boyutsal
Indirgeme
Dontisiim Tabanl Sec¢im Tabanl
Dogrusal Dogrusal Nitelik Diger
Olmayan Se¢imi Metotlar

Sekil 3.6. Boyut indirgeme yontemlerinin siniflandirilmasi [85]
Nitelik indirgeme problemleri ii¢ kategoride degerlendirilir:

e Fazla sayidaki niteliklerin indirgenmesi i¢in kullanilan metotlar
e Az sayidaki niteliklerin indirgenmesi i¢in kullanilan metotlar

e Gorsellestirme problemleri

Sekil 3.6.’da gosterildigi iizere nitelik indirgeme; verideki anlamsal biitlinligii bozup
bozmamasina gore doniisim ve se¢im tabanli olmak tizere iki sekilde incelenebilir.

Doniisiim tabanli metotlarda indirgeme, orijinal veri kiimesinin anlamina ileride
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yapilacak islemlerde ihtiya¢ olmadiginda kullanilabilir. Temel olarak iki yaklasimdan

bahsedilebilir. Bunlar dogrusal tabanli ve dogrusal olmayan tabanli yontemlerdir.

Dogrusal yontemler arasinda, temel bilesen analizleri, projeksiyon izleme ve c¢ok
boyutlu dl¢cekleme yontemleri yer almaktadir. Dogrusal yontemler ile dogrusal olmayan
veri ile boyut indirgeme yapilamamaktadir. Dogrusal olmayan iliskilere sahip veri

kiimelerinde boyut indirgeme de dogrusal olmayan yontemlerle uygulanabilmektedir.

Nitelik Se¢imi

Gomiili Yaklasim

Filtre Yaklagimi Sarmal Yaklasim

[leri Segim Geri Eleme Ileri/Geri

Sekil 3.7. Nitelik Se¢imi Yaklasimlari [85]

Se¢im tabanli nitelik indirgeme yOntemleri; nitelik se¢imi ve diger metotlar olarak ikiye
ayrilir. Nitelik se¢cimi de Sekil 3.7.” de gosterildigi iizere filtre, sarmal ve gdmiilii olmak
tizere 3 yaklasima ayrilir. Filtre yaklasiminda nitelik se¢imi herhangi bir 6grenme
algoritmasindan bagimsiz olarak yapilmaktadir. Sarmal yaklasimda ise degerlendirme
islemi bir smiflandirma olarak uygulanmaktadir. Gomiilii yaklagimlarda nitelik se¢imi

ve 6grenme i¢ ice gegmis durumdadir [85].



4. BOLUM
ONERILEN MUSTERi KAYBI TAHMIN MODELI

4.1. Giris

Telekomiinikasyon sektoriinde piyasa sartlar1 geregi miisteri kaybi analizi giderek 6nem
kazanmaktadir. Bu nedenle hazirlanan tezde telekomiinikasyon sektoriiniin bu
problemine yonelik olarak, miisteri verilerinin karakteristigine uygun entegre miisteri
kayb1 tahmin modeli Onerilmistir. Telekomiinikasyon miisteri verileri dengesiz sinif
dagilimi ve asimetrik yanlig siniflandirma maliyeti 6zelliklerine sahiptir. Bu 6zelliklere
sahip verilerle basa ¢ikabilmek ve yiiksek dogrulukla tahmin elde edebilmek igin
Onerilen model maliyet duyarli olarak kurgulanmistir. Ayrica Onerilen modelden
miimkiin oldugunca gercekei sonuglar elde edebilmek i¢in, detayli ¢calismalar ve uzman
goriisleriyle, her miisteri i¢in ¢ok sayida nitelik derlenmistir. Bu nitelikler veri setine
diger ozelliklerine ek olarak biiyiik boyutluluk 6zelligini de eklemistir. Veri setinin
bliyiik boyutlu karakteristigi ile basa ¢ikabilmek i¢in de 6nerilen model, ayrica nitelik

secimi ve smiflandirma algoritmalarinin entegresi olarak kurgulanmistir.

Onerilen model iki ana asamadan olusmaktadir. Nitelik segimi asamasinda iki ayr
nitelik secimi algoritmast uygulanmistir. Bu nitelik secimi algoritmalarindan ilki
bulanik kaba kiime temelli FRQR nitelik se¢imi yaklagimi digeri ise ¢ok amagli ve
maliyet duyarli olarak uyarlanan NSGA-II temelli nitelik se¢imi yaklasimidir.
Siiflandirma agamasinda ¢ok amagli ve maliyet duyarli KKO temelli bir siniflandirma
yaklagimi literatiire kazandirilmis ve ilk asamada elde edilen nitelik alt kiimelerine

uygulanmigtir.

Bu boliimde ilk olarak, onerilen model i¢in temel kavramlar incelenmis daha sonra da

Onerilen nitelik se¢imi ve siniflandirma yaklagimlart detayli olarak anlatilmistir.
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4.2. Veri Madenciliginde Kaba Kiime Teorisi Yaklasimlar:

Kaba kiime analizi, Pawlak tarafindan literatiire kazandirilan kaba kiime teorisine
dayanan bir matematiksel yaklasgimdir. Kaba kiimenin amaci, belirsiz veri
kaynaklarindan bilgiyi kesfetmektir. Kaba kiime teorisi, ayirt edilmezlik kavrami ve
nesnelerin ayirt edilememesi iizerine kuruludur. Ayrica hatali verilerin ele alinmasina
yonelik bir yaklasim olarak kaba kiime analizi; olasilik teorisi, kanit teorisi ve bulanik

kiime teorisi gibi daha geleneksel teorileri tamamlamaktadir.

\/_ﬁq_—"_'_’i_ U Evreni

S \ Alt

Yaklasim
‘pmE

I [ X kiimesi

Ust
Yaklasim

Sekil 4.1. Kaba Kiimenin Gosterimi [89]

Son yillarda kaba kiime teorisi, gercekten arastirmacilar i¢in biiyiik bir ilgi konusu
haline gelmistir ve bir¢ok alanda uygulanmistir. Bu basar1 kismen teorinin asagidaki

yonlerine baglidir [90].

e Sadece verideki gizlenmis gergekler analiz edilir,
e Veriyi analiz edebilmek i¢in esikler veya uzman goriisii gibi ek bilgiye ihtiyac
duymaz,

e Minimum bilgi temsili elde edilebilir.

Kaba kiime teorisi, veri bagimliliklarin1 kesfetmek ve yalnizca bir yapisal yontemle bir

veri kiimesindeki nitelik sayisini azaltmak i¢in bir teknik olarak kullanilabilmektedir.
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4.2.1. Kaba Kiime Teorisinde Nitelik Se¢cimi Yaklasimi

Kaba kiime teorisi; veri analizi i¢in nesnelerin yaklasik tanimlarini olusturmada etkili
bir tekniktir. Bir kaba kiime; alt ve {ist yaklasimlar denilen bir ¢ift kesin kavramlar
tarafindan tanimlanan belirsiz bir kavramin yaklasimlaridir. Bilgi igerigini koruyarak
gereksiz  nitelikleri degerli veri kiimelerinden ¢ikarmak i¢in kaba kiime
kullanilmaktadir. Kaba kiime teorisinde nitelik indirgemenin temeli ayirt edilemezlik
kavramina dayanmaktadir. Bilgi sistemi [ = (U, A) ile ifade edilir ve U bos olmayan
ornekler kiimesini, A bos olmayan nitelikler kiimesini ve Va € A,V, ise a niteliginin

alabildigi degerler kiimesini ifade eder [90].

Karar sisteminde A ={CUD}, C kosullu nitelikleri ve D karar niteligini
gostermektedir. Herhangi bir P € A ile iliskili IND (P) seklinde bir denklik iliskisi

vardir.
IND(P) = {(x,y) € U?|Va € P,a(x) = a(y)} 4.1)

IND (P) tarafindan {iretilen U'nun bolimii U / P olarak gosterilir ve asagidaki gibi

hesaplanabilir:
U/P =Q{a € P: U/IND({a})}, (4.2)
AQRB={XnNnY:VX €AVY € BXNnY %= @} (4.3)

Eger (x,y) € IND (P) ise, x ve y, P'den gelen nitelikler tarafindan ayirt edilemezler.
P-ayirt edilemezlik iliskisinin denklik sinift [x]p olarak gosterilir. X € U igin bir P-alt

yaklagimi su sekilde tanimlanabilir:

PX = {x|[x]p € X} (4.4)
P ve Q, U iizerinde denklik iligkileri ise pozitif bolge su sekilde tanimlanabilir:
POSp(Q) = UxeusoPX (4.5)

Siniflandirma agisindan, pozitif bolge, P nitelikleri bilgisini kullanarak U / Q siniflarina

gore smiflandirilabilen Unun tiim nesnelerini igerir. Veri analizinde onemli bir husus
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nitelikler arasindaki bagimliliklar1 kesfetmektir. Bagimlilik asagidaki sekilde

tanimlanabilir:

P,Q € A igin; Q,P'yek (0 < k < 1) derecesinde bagh olup, P =, Q olarak
gosterilir,
— _ |POSp(Q)|

k=vPQ =—p5— (4.6)
Eger k = 1 ise, Q' nun tamamen P'ye baglh oldugu; eger 0 < k < 1 ise Q' nun kismen
(k derecesinde) P'ye bagli oldugu ve eger k = Oise Q'nun P'ye bagimli olmadigi
anlamina gelmektedir. Bir nitelik, nitelik kiimesinden c¢ikarildiginda, bagimliliktaki
degisimi hesaplayarak, niteligin 6nem degeri elde edilebilir. Bagimliliktaki degisim ne
kadar yiiksekse, nitelik o kadar onemli demektir. Eger onem degeri 0 ise, nitelik

gereksiz demektir. P, Q ve bir x € P niteligi verildiginde, Q iizerindeki niteligin 6nemi

asagidaki sekilde tanimlanir:

op(Q,x) = yp(Q) — VP—{X}(Q) 4.7)

Niteliklerin azaltilmasi, nitelik kiimeleri tarafindan iiretilen esdegerlik iligkilerinin
karsilagtirilmasiyla  elde edilir. Azaltilmig kiimede orijinalle ayn1 kalitede
siniflandirmay1 saglayacak nitelikler ¢ikarilir. Karar sisteminde, indirgenmis nitelik alt
kiimesi, nitelik kiimesi C’ nin bir alt kiimesi R olarak, yz(D) = y.(D), tanimlanir.
Belirli bir veri kiimesi, bir¢ok indirgenmis nitelik alt kiimesine sahip olabilir ve tiim

indirgenmis nitelik alt kiimeleri asagidaki gibi gosterilir:
R ={X:X < Cyx(D)=yc(D)} (4.8)

R'deki tim kiimelerin kesisimi, veri kiimesinden ¢ikarilamayan 6geler olan cekirdek
olarak adlandirilir. Nitelik indirgemede, en az elemanli nitelik alt kiimesi aranir; diger

bir deyisle, minimum nitelik alt kiimesi R,,,;, S R belirlenmeye calisilir.

Rpm={X: X € RVY € R|X| < |V]} (4.9)
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Bunu basarmanin basit bir yolu, C'nin olas1 tim alt kiimelerinin bagimliliklarini
hesaplamaktir. Herhangi bir yx(D) =1 degerine sahip X alt kiimesi, nitelik alt

kiimesidir ancak en az elemanl alt kiime minimal indirgenmis nitelik alt kiimesidir.

4.2.2. FRQR Nitelik Secimi Algoritmasi

Bilgi icerigini koruyarak gereksiz nitelikleri kesikli veri kiimelerinden g¢ikarmak igin
kaba kiime yaklasimlar1 yaygin olarak literatiirde kullanilmaktadir. Temel prensipleri
verilen kaba kiime temelli nitelik indirgeme siireci, yalnizca kesikli degerler igeren veri
kiimeleri ile etkin bir sekilde ¢alisabilmektedir. Ancak ¢ogu veri kiimesi siirekli nitelik
icerdiginden, dnceden bir kesiklendirme adimini gerceklestirmek gerekir. Bulanik kaba
kiime yaklasimini kullanarak, veriye kesiklendirme islemi uygulamadan ve boylelikle
bilgi kaybmin Oniine gecerek siirekli verilere nitelik se¢imini uygulayabilmek
miimkiindiir. Telekomiinikasyon miisteri veri setinde siirekli nitelikler de yer aldig1 igin
Jensen ve Shen [90] tarafindan Onerilen bulanik kaba kiime temelli FRQR nitelik
indirgeme algoritmasi tercih edilmistir. FRQR nitelik indirgeme algoritmasi

anlatimindan 6nce bazi temel kavramlar asagida verilmistir.

Bulanik P-alt ve P-iist yaklagimlari:

Hpx (x)zsulg min(pg(x), 31125 max{1 — pr(y), uix(3}) (4.10)
FEF

Upy (x):sulg min(pg(x), iug min{uz(y), ux(¥)}) (4.11)
Feg €

Uygulamada, tiim y € U' larin dikkate alinmasi gerekmez. Denklik sinift F’ nin bir

bulanik elemani y i¢in yalnizca pz(y) # 0 oldugu durumlar dikkate alinir.

Bulanik kaba kiime nitelik indirgeme, siirekli nitelikleri iceren veri kiimelerinin
indirgenmesini saglamak icin bulanik alt yaklagimi kavraminmi kullanilir. Geleneksel
kaba kiime teorisinde pozitif bolge, alt yaklagimlarin birlesimi olarak tanimlanmaktadir.
Genigletme prensibi ile, x € U olan bir x nesnesinin, bulanik pozitif bolgeye aitligi

asagidaki gibi tanimlanir:

IJ-POSP(Q)(x) = SUDPxeu/qQ ng(x) (4.12)
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Bulanik pozitif bolge taniminmi kullanarak bulanik bagimlilik fonksiyonu su sekilde

tanimlanabilir:

x x
V’p(Q) _ |HPOS|1;(|Q) X | _ 2 euu1>|(I)Js|p(Q)(X) (4.13)
Bulanik kaba indirgeme isleminde birden ¢ok niteligin, drnegin P = {a, b} ile ilgili
bagimlilik derecesini belirleyebilmek gereklidir. Bulanik durumda nesneler birgok
denklik sinifina ait olabilir, bu nedenle U /P’ yi belirleyebilmek i¢in U/IND ({a}) ve U/
IND({b})’ nin kartezyen carpimi dikkate alinmalidur.

U/P =Q{a € P: U/IND{a})} (4.14)

U/ P'deki her kiime denklik smifini belirtir. Ornegin, P = {a, b}, U/IND({a}) =
{Nq,Z,} ve U/IND({b}) = {Np, Zp} iin,

U/P = {N, NNy, N, 0 Zy,Zy O\ Ny, Zy 0 Zp} (4.15)

Dolayisiyla, bir nesnenin bdyle bir denklik sinifina ne 6lgiide dahil edildigi, F;,i =

1,2,...,n gibi bulanik denklik siniflarinin birlesimi kullanilarak hesaplanir:

HF n..nF, (x) = min(uF1 (x), HF, €I Hr, (x)) (4.16)

Jensen ve Shen [90] tarafindan 6nerilen FRQR: Bulanik Kaba Hizli Nitelik Indirgeme
Algoritmasinda, bir indirgenmis nitelik alt kiimesi tiim nitelik kiimesi A ile ayni1 bilgi
icerigine sahip niteliklerin bir altkiimesi R olarak tanimlanir. Bagimlilik fonksiyonu
acisindan, eger veri kiimesi tutarliysa y (R) ve y (A) degerleri ayn1 ve l'e esittir.
Bununla birlikte, bulanik kaba yaklasiminda, nesnelerin bir¢ok bulanik denklik sinifina
ait oldugu zaman karsilasilan belirsizlik gibi bir durum s6z konusu degildir. Bununla
miicadele etmenin olasi bir yolu, biitlin nitelik kiimesinin bagimlilik derecesini
belirleyip bunu payda olarak kullanmak olacaktir. Bu sorunlar géz 6niine alindiginda,

gelistirilen FRQR Algoritmast adimlar1 Sekil 4.2” de verilmistir.
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R=20
y,en iyi =0
Vlénceki =0
Tekrar et
T=R
Vlénceki = y’en iyi
Vx € (C — R)
Eger v’ (D) > y'r(D) ise
T=RU{x}
yleniyi = V,T(D)
R=T

Y'en iyi:yl('jncekl' olana kadar
R elde edilir

Sekil 4.2. FRQR Algoritmast [90]

Algoritma mevcut indirgenmis nitelik alt kiimesine hangi niteliklerin eklenecegini
segmek i¢in ¥’ bagimlilik fonksiyonunu kullanir. Kalan niteliklerin eklenmesiyle

bagimlilik artmadiginda algoritma sona erer.
4.3. Maliyet Duyarh Veri Madenciligi Yaklasimlar:

Son zamanlarda, siniflar arasindaki dengesiz dagilim sorunu makine 6grenme ve veri
madenciligi topluluklar1 agisindan ilging bir konudur. Farkli smiflarin 6rnek
sayilarindaki farkliliklardan dolayr ortaya ¢ikan, smiflandirmanin en biiyiik
zorluklarindan birisidir. Bu smiflardan azinlik smifi genellikle nadir bulunan bir
durumdur ve azinlik sinifi smiflandirabilmek daha da c¢ok istenmektedir. Bazen bu
azinlik  smiflarinin 6nemi, bu  Ornekleri elde etme maliyetinden de
kaynaklanabilmektedir. Literatiirde, verilerin dengesizlik derecesini gostermek igin

cogunluk ve azinlik siiflarin 6rneklerinin sayisinin orani “dengesizlik orani” kullanilir.

Bir¢cok smiflandirma algoritmasi, yiiksek tahmin kesinligi ve iyi genelleme yetenegi
elde etmeye ¢aligir. Ancak dengesiz veri kiimelerini siniflandirirken, yalnizca dogrulugu
tyilestirmeye ¢alismak, azinlik sinifin1 gérmezden gelmeye neden olabilmektedir. Pek
cok standart smiflandirma algoritmasi genellikle cogunluk sinifim1 tercih etme
egilimindedir ki bu durum; azinlik smifinin kotii smiflandirma performansina yol
acmaktadir. Sinif dengesizligi, bir¢ok veri kiimesinin de sahip oldugu bir 6zellik oldugu

gibi ayrilan miisteri veri kiimesinin de onemli bir karakteristigidir. Dengesiz veri



54

kiimelerinden 6grenme problemini ¢ozmek igin son birka¢ yilda bircok ¢o6ziim
Onerilmistir. En sik kullanilan ¢oziimler kabaca ii¢ gruba ayrilir: veri diizeyindeki

¢Oziimler, algoritma diizeyindeki ¢oziimler ve topluluk ¢éztimleri [91].
Veri diizeyindeki ¢oziimler

Smif dagilimim1 dengelemek ve simif dengesizliginin olumsuz etkilerini azaltmak icin
orijinal veri kiimesine bir 6n isleme islemi uygulayarak yeniden Orneklendirir. Veri
diizeyinde ¢oziimler; yeniden 6rnekleme tekniklerinin bir¢ok farkli formundan olusur

[91].

Veri seviyesi ¢Ozlimlerinin avantaji secilen smiflandirma algoritmasindan bagimsiz
kullanildiklart i¢in daha ¢ok yonlii olmalaridir. Veri diizeyindeki ¢oziimler ii¢ grupta

siniflanabilir:

e Alt 6rnekleme metotlarinin amaci ¢ogunluk sinifindan bazi 6rnekleri elimine
ederek azinlik sinifi ile dengelemektir.

e Ust 6rnekleme metotlarinin amaci azinlik smifi drneklerinden yeni ornekler
olusturarak veya bu Ornekleri ¢ogaltarak orijinal veri kiimesindeki ¢ogunluk
sinifi ile dengelemektir.

e Hibrid metotlar ise onceki iki metodun bir kombinasyonu olarak asir1 uyum
gostermeyi Onlemek i¢in yeniden Orneklemeden Once veya sonra Orneklerin

bazilarini elimine etmektir.

Literatiirde siklikla kullanilan bazi veri diizeyindeki ¢ozlimler soyledir:

e Sentetik Azinlik Ust Ornekleme Teknigi (SMT) [92]; her bir azilik sinif 6rnegi
alinarak yeniden Orneklenir ve k azmlik smifin en yakin komgsulari sentetik
ornek olarak gosterilir. Ust 6rneklenmesi gereken miktara gore k en yakin
komsulardan rastgele secilir.

e SMT+Diizenlenmis en Yakin Komsu (SMTH+ENN) [93]; SMT yoOntemini
uygularken ¢ogunluk smif bazen azinlik sinif uzayin ihlal edebildiginden sinif

kiimeleri 1yi tanimlanmayabilmektedir. Bu nedenle, SMT+ENN hibrid
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yaklasiminda egitim setindeki en yakin {ic komsusundan yanlis smiflandirilan
herhangi bir 6rnegi ¢ikararak Wilson’s ENN kuralini uygulamistir.

Giivenlik Seviyesi SMOTE (SL-SMT) [94]; SMT yonteminde ¢ogunluk sinif
ornekleri goz ardi edilerek secilen bir azinlik sinif 6rnegi ve onun en yakin
komsularindan rastgele azinlik sinifi drnekleri sentezlenir. Bunun tersi olarak
SL-SMT yonteminde giivenlik seviyesi olarak adlandirilan farkli agirlik
dereceleri ile aynmi hat {izerindeki azinlik siifi 6rnekleri dikkatlice 6rneklenir.
Giivenlik seviyesi k en yakin azinlik sinifi 6rnekleri kullanilarak hesaplanir.
Daha sonra eger bir drnegin gilivenlik seviyesi 0 a ¢ok yakinsa o drnek giiriiltii
olarak diistiniiliir. Eger k’ ya yakinsa bu ornek giivenli olarak diisiiniiliir. Bu
nedenle egitim setinde sentetik Ornekler liretmeyi amaglayan SMT 6n isleme
tekniginin yeni bir varyasyonudur.

Rastgele Ust Ornekleme (ROS) [91]; sezgisel olmayan bu metot azinlk
siifindaki 6rnekleri rastgele ¢cogaltarak sinif dagilimin1 dengelemeye ¢alisir. Bu
yontemin temel dezavantaji mevcut Orneklerin tami tamina kopyalarinin
yapilmasi ve agirt uyum olasiligini artmasina sebep olmasidir.

Rastgele Alt Ornekleme (RUS) [91]; sezgisel olmayan bu metot ¢ogunluk
sinifindaki Ornekleri rastgele elimine ederek simif dagilimini dengelemeye
calisir. Bu yontemin temel eksikligi tanimlama prosesinde 6nemli olabilecek
potansiyel yararli verilerin kaybedilebilmesidir.

Komsuluk Temizleme Kurali (NCL) [93]; iki sinifli problemler i¢in temizleme
algoritmasi olarak egitim setindeki her bir drnegin ii¢ yakin komsusu belirlenir.
Eger bu 6rnek ¢ogunluk sinifina dahilse ve bunun ii¢ yakin komsusunun siniflari
ornegin sinifi ile ¢elisiyorsa o ornek silinir. Eger o 6rnek azinlik sinifina dahilse
ve bunun en yakin komsular1 yanlhs smiflanip ¢ogunluk sinifindaysa o 6rnek
silinir.

Tomek Links (TL) [95] algoritmasinda iki 6rnek e; ve e; verilmis olsun. Bu
ornekler aras1 uzaklik d(ej,ej) TL olarak adlandirilir d(e;,e)< d(ei,ej)< d(ej,e1) olan
bir e; 6rnegi yoksa boyle tanimlanabilen 6rneklerin digindakilere giirtiltiilii 6rnek
veya sinir 6rnegi denir. Buna gore ¢ogunluk sinifindaki giirtiltiili ve smnir
ornekler elimine edilir.

Ornek Agirliklandirma (Maliyet Duyarli Ogrenme) [96] yaklasiminda yanlis

siniflandirma maliyetlerine goére her bir smifin 6rnegi farkli farkh
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agirliklandirilir. Boylece siniflandirma algoritmasi daha az maliyetlilerle daha az

ugrasir, sonucta genel olarak daha diislik maliyetli siniflandirma yapilmis olur.

Yukaridaki yoOntemler incelendiginde rastgele yaklagimlar basit olmalarina gore
literatiirdeki ¢alismalarda daha iyi sonuglar vermislerdir. Eger eklemeyi mi yoksa
citkarmayr mu tercih etmek gerekirse birgok arastirmaci iist Orneklemenin alt
orneklemeye gore bircok avantaji oldugunu gostermistir [97]. Fernandez et al. [98]
caligmalarinda bilinen bir¢ok siniflandirma algoritmasini maliyet duyarli hale getirip
literatiir verileri ile deneysel bir ¢alisma yapmislardir. Yapilan ¢alismaya gore bir¢ok iist
ornekleme yontemlerinden ROS ydntemi diger birgok karmasik yonteme gore ¢ok daha

1yl sonug¢ vermistir.
Topluluk ¢oziimleri

Birka¢ smiflandiriciyr birlestirerek yeni ve daha iyi bir siiflandirict elde etmeyi
amaclamaktadir. Bu yaklasimlar veri seviyesindeki 6grenme algoritmalarini, ¢ekirdek
siiflandiricilarin 6grenme asamasindan 6nce On isleme tabii tutarak modifiye ederler
veya toplu Ogrenme siirecine maliyet duyarli bir cerceve ekleyerek degisiklik

yapmaktadirlar [91].
Algoritma diizeyindeki ¢oziimler

Siniflandirma algoritmalarinin 6grenilmesini azinlik simifina dogru giiclendirmek igin
yeni algoritmalar gelistirmeyi veya mevcut algoritmalart degistirmeyi amaglamaktadir.
Bu gruptaki en iyi bilinen algoritma maliyet duyarli 6grenme yontemidir. Maliyet
duyarl yontemlerde, her bir sinif i¢in farkli yanlis simiflandirma maliyetleri belirlenir
daha sonra da toplam yanlis siiflandirma maliyetini en aza indirmeye g¢alisilir. Veri
yapisinin dogasi azinlik sinifinin maliyetinin yiiksek, ¢cogunluk sinifinin maliyetinin ise

diisiik olmasini gerektirir [91].

Maliyet duyarli 6grenme algoritmalari farkli siniflarin yanhis siniflandirma maliyetlerini
dikkate alarak 6grenmeyi saglarlar. Ogrenme prosesinde 6zellikle azinlik sinifin énem
kazandigi maliyet fonksiyonunda toplam yanlis siniflandirma maliyetini minimize
etmeye calisir. Bu nedenle maliyet duyarli 6grenme farkli hatalar i¢cin maliyet matrisine

ihtiyag¢ duyarlar [99].
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Literatiirde maliyet duyarli 6grenme ile ilgili yapilan baslica caligmalardan asagida

bahsedilmistir.

e Zadrozny et al. [100] calismasinda siniflandirma algoritmasi ve teorisini
maliyet duyarli algoritmalara ve metotlara ¢evirmek i¢in bir grup metot
onermis ve gelistirmistir. Onerilen metot egitim datalarim ya smiflandirma
algoritmalarmi agirliklarla besleyerek ya da ornekleme ile gerceklestiren
maliyet orantili agirliklandirmay: temel alir. Onerilen metotta iyi tahmin
performansi ve diger metotlara nazaran biiyiik 6l¢iide hesaplamada azalma

gorilmistiir.

e Sahin [101] tezinde kredi kart1 dolandiricilig1 tespiti problemi icin her ana
diigiim boliinmesinde yanlis siniflandirma maliyetlerini en aza indirgeyen

yeni bir maliyet duyarh karar agaci yaklasimi gelistirmistir.

e Domingos [102], MetaCost metodunu farkli yanlis smiflandirma

maliyetlerini dahil edebilmek i¢in dnermistir.

e Czajkowski et al. [103] ¢alismalarinda literatiirde tahminin altinda kalma ile
iistlinde kalmanin maliyet farkliliklar1 ile ilgili bir ¢alisma olmamasini

dikkate alarak bu boslugu kapatmak i¢in bir model 6nermislerdir.

e Bahnsen et al. [104] makalesinde yeni bir maliyet duyarli budama kriteri ve
yeni bir maliyet duyarl kirlilik 6l¢lisiinii iceren 6rnek tabanli maliyetlerle

birlikte calisan 6rnege bagimli karar agaci algoritmasi dnermistir.

e Jiang et al. [105] makalelerinde bircok Bayes smiflandiricilart 6rnek
agirliklandirma metodu ile modifiye etmis ki bu da Bayes siifladiricilar:

maliyet duyarli hale getirmistir.

e Siers ve Islam [106], ensemble ve maliyet duyarli karar agaclart CSForest
adinda teknigi Onermistir. Ayrica, makalede smiflandirma maliyetlerini
minimize eden ve karar agaglari kiimesinin avantajlarim1 kullanmak igin

CSVoting isimli maliyet duyarl teknigi dnermistir.

e Bolon-Canedo et al. [107] caligmalarinda maliyeti de hesaba katabilmek i¢in
filtreleme metotlarinin  degerlendirme fonksiyonuna yeni bir terim

eklemistir.
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e Arar ve Ayan [108] ANN ve ABC algoritmalarin kombinasyonu olan farkli
bir siniflandirma yaklasimi 6nermislerdir. Optimal agirliklar1 bulabilmek
icin ABC algoritmas1 tarafindan ANN egitimi uygulanmistir. ABC
algoritmasinin optimizasyon goérevi olarak FP ve FN oranlar1 carpimi

parametrik maliyet katsayis1 olarak kullanilmigtir.

e Maliyet duyarli 6grenmede 6nemli ¢aligmalardan biri de Elkan’ a ait olup
yanlis smiflandirma maliyetlerini minimize etmek i¢in maliyet duyarh
o0grenme metodu Onermistir. Bu metot yazilim hatalarin1 tespit etmede

yazilim mithendisligi alaninda ¢ok yaygin bir sekilde uygulanmistir [109].

e Hu et al. [110] calismalarinda maliyet duyarli 6grenme ile ensemble
metotlarini yazilim proje risk degerlendirme i¢in uygun bir tahminleme
modeli gelistirmek i¢in birlestirmis ve yazilim proje risk tahmini igin ilk
olarak maliyet duyarli ve ensemble temelli hibrit bir model (COSENS)
onermistir. Ayrica yanlis siniflandirma maliyetlerini dikkate alarak yazilim
risk tahmini modellerini degerlendirmek i¢in yeni titiz bir degerlendirme

standardi olusturmustur.

4.4. Veri Madenciliginde Meta Sezgisel Yaklasimlar

Veri madenciliginde sezgisel ve meta sezgisel yaklasimlar etkin bir sekilde
uygulanmaktadir. Sezgisel metotlar, problemlere hizli bir sekilde yiiksek kaliteli
¢cOziimler sunabilen; uzmanlik veya genel bilgiden elde edilen optimizasyon
problemlerinin ¢oziimiinde kullanilan yontemlerdir. Sezgisel metotlar ¢éziim igin
gerekli zamandan daha kisa siirede kesin ¢oziime oldukg¢a yakin bir ¢oziimii garanti
ederler. Meta sezgisel; lizerinde veya Otesinde anlamina gelen “meta” ve “sezgisel”
terimlerinin bilesimidir. Meta sezgisel metotlar ise bir yaklasimin farkli optimizasyon
problemlerinde basartyla uygulanabilmesi icin yeniden kurgulanip gelistirildigi
yontemlerdir ve yiiksek performansl sezgisel prosediirler tasarlamak igin genel

stratejilerdir.

Gilintimiizde bilinen birgok strateji meta sezgisel olarak siniflandirilabilmektedir ve
giderek artan sayida bu tir yontemleri kullanan arastirma makalesi ve uygulama,

literatiire kazandirilmaya devam etmektedir. Meta sezgisel yaklasimi ile birlikte
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halihazirda var olan c¢esitli optimizasyon yontemler meta sezgisel olarak
yorumlanmustir. Genetik Algoritmalar, Yapay Sinir Aglari, Yerel Aramalar ve
Benzetimli Tavlama klasik meta sezgisellerden bazilaridir. Birgok modern meta sezgisel
yaklagimlar; endiistri, isletme ve miihendislik ile ilgili optimizasyon problemlerinin
¢Ozlimii i¢in basariyla uygulanmistir. Yapay Sinir Aglar1 ve Genetik Algoritmalarin
yani sira, Karinca Kolonisi Optimizasyonu ve Parcacik Siiriisii Optimizasyonu gibi

dogadan ilham alan yaklasimlar da en yaygin meta sezgisel yaklagimlardir.

Birgok aragtirmaci Onerilen yontemleri analiz etmek icin meta sezgisel yaklasimlari

kullanmakta ve bu yaklasimlardan teorik ve pratik agidan beklenen 6zellikler soyledir:

1. Basitlik: Meta sezgisel yaklasimlar basit ve agik bir ilkeye dayanmali, anlasilmasi

kolay olmalidir.

2. Kesinlik: Meta sezgisel yaklasimlarin adimlar1 veya asamalart belirsizlik olmaksizin

kesin sartlarla belirtilmelidir.

3. Tutarlilbik: Meta sezgisel yaklasimlarin uyarlandigi problemlerin adimlari meta

sezgisel algoritmanin temel adimlarindan hareket edilerek olusturulmalidir.

4. Verimlilik: Problemlerin algoritmalari, orta diizeyde hesaplama siiresinde iyi

¢Ozlimler (optimal veya en yakin optimal) saglamalidir.

5. Yararlilik: Algoritmalar; eger uygunsa, karsilagtirma problemlerinin ¢ogunu optimal

olarak ¢6zebilmelidir.

6. Etkililik: Belirli problemlerin gergek¢i ornekleri igin optimal veya optimale yakin

¢Oziimler elde edebilmelidir.

7. Saglamlik: Meta sezgisel yaklagimlarin bir¢ok cesitli drneklerde iyi performans

gdstermesi gerekir.

8. Genellik: Meta sezgisel yaklasimlar, ¢ok cesitli sorunlar i¢in iyi sezgisellere onciilitkk

etmelidir.

9. Uyarlanabilirlik: Meta sezgiseller, ¢esitli uygulama alanlarina veya farkli tiirdeki

modellere uyum saglayacak unsurlar igermelidir.

10. Kullanict dostu: Meta sezgisellerin kullanimi kolay olmalidir; parametreler olmadan

veya kolayca anlagilir ve ayarlanabilir olmalidir.
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11. Inovasyon: Meta sezgisellerin ilkeleri ve/veya bunlarin kullanimi, yeni tiirdeki

uygulamalara 6nciiliik edebilmelidir.

12. Interaktiflik: Meta sezgiseller, performansini iyilestirmek igin, kullanicinin

prosediire dahil olmasina izin vermelidir.

13. Cokluluk: Yontemler kullanicinin arasindan segebilecegi birkag optimale yakin

¢Oziim sunabilmelidir.

14. Ozerklik: Meta sezgiseller, uygulamalarinda parametrelerin olmamasina veya

otomatik olarak ayarlanabilmesine izin vermelidir.

15. Uygulanabilirlik: Meta sezgiseller, cesitli alanlara yaygin olarak uygulanabilir

olmalidir.

Veri madenciliginin; kiimeleme, siniflandirma ve nitelik secimi gibi bazi gorevleri;
optimizasyon problemleri olarak formiile edilmistir. Bu problemlerin ¢6ziimleri, gorevi
gerceklestirmek icin gerekli parametre degerlerinden olusur. En yakin komsu
kiimelemede ve smiflandirmada; ¢oziimler, kuralin uygulanmasi igin olabilecek
muhtemel secimlerden olusur. Amag fonksiyonlar ise, ilgili performans odl¢itleridir.
Nitelik seciminde ¢oziimler; nitelikler veya durumlar olarak belirlenir ve nitelik
kiimesinin boyutu veya veri miktar1 sabitse, ama¢ tahmin performansi en yliksege
cikarmaktir. Bununla birlikte, genel olarak, dogruluk ve basitlik olmak iizere en azindan
iki amag¢ vardir ve bu amacglar da birbiriyle ¢elisirler. Dogruluk en iist diizeye
cikarilmaya ¢aligilirken, bilgi miktar1 ise en aza indirilmeye ¢alisilir. Bu gibi durumlarla

basa ¢ikabilmek i¢in ¢ok amacli meta sezgiseller gelistirilmistir [111].
4.4.1. Veri Madenciliginde Cok Amach Meta Sezgisel Yaklasimlar

Veri madenciligi problemlerinin ¢ogunun optimize edilmesi i¢in birden fazla amaci
yerine getirmesi gerekir. Ornegin, bir nitelik seciminde, nitelik alt grubunun boyutunu
en aza indirirken, siniflandirma dogrulugunu en iyi duruma getirmeye calisabilir.
Benzer sekilde, bir siniflandirma problemi, ayn1 zamanda dogruluk, anlasilabilirlik gibi
birka¢ Olgiitii ayn1 anda optimize etmeye calisabilir. Dolayisiyla, veri madenciligi
problemlerinin ¢ogunda dogas1 geregi cok amag vardir. Bu nedenle, son on yilda, ¢esitli

arastirmacilar ¢ok amagl optimizasyon tekniklerini farkli veri madenciligi problemleri



61

icin uygulamislardir. Bu boliimde, iki 6nemli veri madenciligi gorevi: nitelik secimi ve

siiflandirma icin ¢esitli cok amacli meta sezgisel yaklagimlar incelenmistir.

Nitelik se¢imi problemi icin genetik ve diger meta sezgisel yaklasimlar yaygin olarak
kullanilmaktadir. Cok amacl meta sezgisel yaklasimlar daha ¢ok sarmal nitelik se¢imi
yaklagimlarinda kullanilir, nitelikler kromozomda kodlanir ve uygunluk fonksiyonu
olarak nitelik degerlendirme kriteri kullanilir. Nitelik alt kiimeleri, secilen niteliklerin
(denetimli yaklasimlar i¢in) veya kiimenin (denetimsiz yaklagimlar i¢in) veri kiimesini
ne kadar iyi siniflandirildigini temel alarak degerlendirilir. Bununla birlikte, segilen
niteliklerin tek bir kriterle degerlendirilmesi, tiim veri kiimeleri i¢in esit derecede iyi
sonu¢ vermez. Bu nedenle, birden fazla kriterin eszamanli olarak optimize edilmesine
olan ihtiya¢ ortaya ¢ikmistir. Cok amaclh nitelik se¢imi, nitelik segme ydntemlerinin
giiclinii gelistirmeye yardimci olabilmektedir. Yakin ge¢miste hem denetimli hem de

denetimsiz yaklagimlarda bir dizi ¢ok amacli meta sezgisel yaklasimlar: 6nerilmistir.

Cok amachh meta sezgisel yaklasimlarini kullanarak bir nitelik se¢imi problemini
¢ozmeye yonelik ilk ve en 6nemli adim, kromozom yapisini belirlemektir. Cok amaclh
meta sezgisel optimizasyon tabanli nitelik se¢im algoritmalarinin neredeyse tamamu, bir
nitelik alt kiimesini kodlamak i¢in ikili kromozom kullanmaktadir. Her kromozomun
uzunlugu toplam nitelik sayis1 kadardir. Kromozomun her biri 1 veya 0 deger alabilir.
Eger 1 degerine sahipse, o nitelik secilen nitelik alt grubunun bir pargasi olarak kabul
edilir. Eger 0 ise, ilgili nitelik dikkate alinmaz. Ornegin, nitelik sayis1 10 ise,
0010110101 kromozomunda, nitelik alt kiimesinde {3, 5, 6, 8, 10} nitelikler yer
almaktadir [112].

Veri kiimesinin boyutu biiyiikse, ikili kodlama i¢in kromozom uzunluklarimin c¢ok
biiyiik olabilecegi elestirisi yapilmaktadir. Ikili kodlamanin kullanilmasi daha uzun kod
cozme siirelerine ve daha diisiik yakinsamaya yol acabilir ancak her tiir karar
degiskenini temsil etmek icin kullanilabilen evrensel bir kodlama olma avantajina
sahiptir. Tamsayilar gibi alternatif kodlamalarin kullanilmasi, kromozom uzunlugunun
azalmasina neden olur, ancak caprazlama ve mutasyon i¢in Ozel operatorler ve ek

mekanizmalar (6rnegin, cogalmis bireylerin ortadan kaldirilmasi) gerektirebilir [112].
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Denetimli nitelik se¢imi yaklagimlarinda sinif etiketlerinin bilindigi bir egitim seti s6z
konusudur. Bu nedenle, segilen nitelik alt kiimelerini degerlendirmek i¢in genellikle
bazi siniflandirma performans metrikleri kullanilmaktadir. Calismalarda kullanilan bazi
amag¢ fonksiyonlari sunlardir: yanlis siniflandirma orani, segilen nitelik alt kiimesi
eleman sayisi, dogruluk, FP orani, FN orami, kesinlik, F-0l¢iisii, nitelikler arasi

korelasyon, nitelik ve sinifi aras1 korelasyon ve siniflandirma MSE hata vs.

Denetimsiz nitelik se¢iminde, ¢ok amacli meta sezgisel algoritmalar ile ilgili birkag
calisma yapilmistir. Bu yaklasimlarda siif etiketleri g6z ardi edilir ve bu nedenle
egitim seti yoktur. Bu durumda genellikle, bu niteliklerin veri kiimeleme yapisini ne
kadar iyi tanimlayabildigine bagli olarak bir nitelik alt kiimesini degerlendirmek i¢in bir
kiimeleme algoritmasi kullanilir. Bu caligmalarda kiimelenme sayisina, nitelik sayisina,
siif i¢i benzerlige ve siiflar arasi benzerlige bagl olmayan farkli kiimeleme hedefleri

eszamanli olarak optimize edilmeye calisilmaktadir [112].

4.4.2. Nitelik Indirgeme ve Smflandirma icin Cok Amach Meta Sezgisel
Yaklasimlar

Gergek hayat problemleri es zamanli olarak optimize edilmesi gereken ¢oklu amaglar
icerir. Birden ¢ok hedefi igeren optimizasyon problemleri séz konusu oldugunda,
hedefler birbiriyle ¢elistiginde, tiim hedefleri optimize edecek bir ¢6ziim bulunamaz. Bu
¢Ozlimler pareto optimal ¢oziimler olarak adlandirilir. Son yillarda, cesitli ¢ok amacl
sezgisel algoritmalar basariyla ¢ok amacli optimizasyon problemlerine uygulanmstir.
Yakin zamanda, islem giicii ve potansiyelindeki artis; ¢ok amacli tekniklerin veri
madenciligi alaninda etkili bir sekilde uygulanmasina olanak saglamistir. Nitelik se¢imi,
kural ¢ikarimi ve smiflandirma problemleri, ¢elisen bir¢ok amaci ayni anda optimize
edebilmek i¢in ¢ok amagli optimizasyon problemi olarak formiile edilebilmektedir

[113].

Bu boélimiin alt bagliklarinda ilk olarak NSGA-II ve KKO algoritmalarinin temel
prensipleri incelenmistir. Onerilen miisteri kayb: tahmin modeli alt bashiginda ise,
miisteri kayb1 tahmin modeli igin gelistirilen ¢ok amacli ve maliyet duyarlit NSGA-II
nitelik se¢imi yaklagimi ve yine bu tezde gelistirilen ¢cok amagli ve maliyet duyarli KKO

siniflandirma yaklasimlar1 detayl agiklanmistir.
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Cok amacgli optimizasyon yaklasimlar1 smiflandirma i¢in  yaygimn olarak
kullanilmaktadir. Temel olarak {i¢ farkli yaklasim wvardir: siiflandirma kurallar
gelistirmek, egitim verisinde smif sinirlarimi (asirt diizlemler) tanimlamak, standart

siniflandiricilarin modellenmesi.

Bir smiflandirma kurali If-then kurali If <kosum> Then <smif> bi¢iminde temsil
edilebilir. <kosul>, kuralin onciiliinii temsil eder ve genellikle bir ve operatorii ile
birlestirilip nitelik-deger ¢ifti grubunu gosterir. Cok amagh optimizasyon yaklagimlarini
kullanarak siniflandirma kurali gelistirmek i¢in 6nce kromozom yapisi tanimlanmalidir.
Bu konuda baslica iki yaklasim vardir. IIki, tek bir kromozomda bir dizi kuralin
kodlandig1 Pittsburgh yaklasimdir. Ikincisi, her kromozomun bir kurali kodlayan
Michigan yaklagimidir. Pittsburgh kodlama stratejisi iki kategoriye ayrilabilir. Biri kural
secimi ve digeri de kural 6grenme yontemidir. Ilk stratejide amag, énceden tanimlanmis
kurallarin bir alt kiimesini segmektir ve ikincisinde amag, meta sezgisel algoritmalar
yoluyla kurallar1 6grenmektir. Ote yandan, Michigan yaklasimi genellikle ¢cok daha
kolay ve daha az karmasiktir; ¢linkli her kromozom tek bir kural kodlamaktadir. Bu
nedenle, bu yaklasimda nihai ¢6ziim, tahsis edilmemis siniflandirma kurallarinin
tamamindan olusur. Cok amacgli meta sezgisel siniflandirma yaklagimlarinda birgok
ama¢ fonksiyonu kullanilmigtir: siniflandirma dogrulugu, AUC, kural sayisi, onciil
kosullarin sayisi, aday kural kiimesinin karmasikligi, yanlis smiflandirma hatalari,

anlagilabilirlik, duyarlilik [112].
4.5. NSGA-II

NSGA 1iyi bilinen genetik algoritma tabanli ¢ok amacli bir meta sezgisel algoritmadir.
Bastirilmamis ¢oOziimleri siralamasina dayanmaktadir. NSGA' da bu siralama
kavrammin yam sira "kukla uygunluk degeri" da tanimlanmistir. NSGA' da ilk
poplilasyon rasgele olusturulur ve bu popiilasyonun bastirilmamis ¢éziimleri 1. seviyeye
atanir. Bu adimdan sonra birinci dereceden bireyler gegici olarak c¢ikarilir ve ikinci
seviyeye atanan bastirilmamis ¢oziimler belirlenir. Sekil 4.3.” te gosterilen bu siralama
mekanizmas1 niifustaki tim bireyler siralanana kadar devam eder. Tim bireylere

seviyelerine gore, kukla uygunluk degeri atanir.
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NSGA, bastirilmamis ¢oziim kiimesini bulmak i¢in elitist strateji kullanmaz. NSGA' nin
aksine, elitist bastirilmamis siralama algoritmast (ENGA- NSGA' nin gelistirilmis hali)
elitist stratejiyi kullanmaktadir. NSGA gibi, ENGA da yeniden {iretme agamasinda
caprazlama ve mutasyon uygular ancak farkli bastirilmamis ¢6ziim siralama teknigi
kullanir. Ik 6nce, ebeveynler ve yeni nesillerden olusan havuza ek bir bastirilmamis
¢Oziim siralamasi uygulayarak bir sonraki popiilasyonun adaylar1 belirlenir. Bu se¢im
prosediirii iyi ebeveynlerin bir sonraki nesilde yagamasina ve bu da algoritmay1 elitist

yapmasina izin verir.

NSGA, iyi sonuglara ulasabilmesine ragmen, hesaplamanin karmagikligi ve elitizm
eksikligi nedeniyle elestirilmistir. Yenilenmis bir versiyonu NSGA-II, elitist koruma
yaklagimi olarak hizli bastirllmamig siralama prosediiri ve yakinlik mesafesi
yaklagimlar1 ile gelistirilmistir. NSGA-II algoritmasinda, algoritma sonucunda elde
edilen Pareto etkin kiime iizerindeki bastirilamayan noktalar, karar vericilere ¢oziim

alternatifleri olarak sunulmaktadir.
Hizli Bastirilmamus Swralama Yaklasimu:

Baslangicta ebeveyn popiildsyon rastgele olusturulur ve daha sonra popiilasyon pareto
istlinliikler temel alinarak siralanir. Bireyler, baskin olma derecelerine gore, farkli
baskinlik kiimelerinde smiflandirilir. Popiilasyondaki bireyler her amac¢ igin
kiyaslanarak, bireyin baskin oldugu bireylerin sayisi ve bireye baskin olan bireyler
hafizada tutulur. Eger bireye baskin olan bireylerin sayis1 0 ise, o birey 1.
baskilanamayan bireyler pareto yiizeyine eklenir. n,= 0 olan her p bireyine ait S,
kiimesindeki her ¢ bireyi ziyaret edilir ve n, degeri 1 azaltilir. Bu islemler sirasinda,
eger herhangi bir elemanin g bireyinin baskinlik sayisi 0 ise ayri bir liste Q'ya
yerlestirilir. O kiimesindeki bireyler, 2. baskilanamayan bireyler pareto yiizeyini
olusturur. Yukarida anlatilan siire¢, O kiimesinin tiim elemanlar1 i¢in uygulanarak, bir
sonraki baskilanamayan bireyler pareto ylizeyi olusturulur. Her pareto yiizey birbirlerine
baskin olmayan bireylerden olusmaktadir. Bu islemler tiim bireyler pareto yiizeylere

atanip, tim pareto ylizeyler belirleninceye kadar devam ettirilir [115].
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N: popiilasyon biiytikligii
n,: baskinlik sayisi
Sp: p bireyinin baskin oldugu bireylerin kiimesi olmak lizere;

her p € P igin
S, =0
n, =0
her q € P igin
eger (p < q) ise Eger p, ¢’ yu domine ediyorsa

Sy, =8, U{q} q'yu p tarafindan domine edilenler kiimesine ekle
eger (q < p) ise
n,=n,+1 ¢’ nun domine ettikleri sayisin bir artir
eger n, = 0 ise Eger p ilk pareto yiizeyine aitse
Paerece = 1
Fy, =F U {p}
i=1 Yiizey sayiciy1 baglat
F; # @ iken
Q=0 Bir sonraki ylizeyin elemanlarini sakla

her p € F; igin
her q €S, igin

nqznq—l

eger n, = 0ise ¢ bir sonraki pareto ylizeyine aittir

Qderece =1+ 1

Q=0QU{q}

Sekil 4.5. Hizl1 bastirilmamis siralama prosediirii

Daha net bir sekilde agiklayabilmek icin, bir popiilasyonu farkli bastirilmamislik

diizeylerine gore siralama prosediirii Sekil 4.5 te tanimlanmustir.

Biitiin bireyler baskin olduklar bireylerin sayisina gore gruplandirilmistir. ik yiizeyde,
en iyi bireyler yer almaktadir. Yeni ebeveyn popiilasyonu ilk ylizeydeki elemanlarin
eklenmesiyle olusturulur ve elitist stratejiyi glivence altina almak icin popiilasyon
biiylikliigiinii asana kadar diger ylizeylerden sirastyla eklenir. Bir yiizeydeki biitlin
bireyler, niifus biiylikliiglini agsmasi1 nedeniyle yeni ebeveyn popiilasyona
eklenemezlerse, NSGA-II, "yakinlik mesafesine" dayali bir ¢esitlilik mekanizmasim

dikkate alarak o yiizeydeki bireyler arasindan se¢im yapar.
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Yakinlik mesafesi:

Her baskilanamayan kiime, kendi i¢inde yakinlik mesafesine gore siralanir. Bu mesafe
bir bireyin komsularina ne kadar yakin oldugunu gostermektedir. Diisiik ortalama
yakinlik mesafesi "iyi c¢evrilmis birey" in gostergesidir. Yiiksek ortalama yakinlik
mesafesi, popiilasyonda daha iyi cesitliligin oldugunu gosterir. Her amag¢ fonksiyonu
icin, siir ¢oziimlere (en kiiclik ve en biiylik degere sahip ¢oziimlere) sonsuz uzaklik
degeri atanir. BOylece, u¢ degerlerin secilmesi garantilenmis olur. Arada kalan tiim
diger ¢ozlimler i¢in, tim amacg fonksiyonlari i¢in bir uzaklik degeri hesaplanir. Toplam

yigilma uzaklig1 degeri, her amag i¢in hesaplanan bireysel uzakliklarin toplamidir.

Popiilasyondaki iki birey farkli bastirilmamis pareto yiizeylerde ise iki ¢6ziimden, daha
diisiik pareto yiizeyde (daha iyi) olani tercih edilir. Eger iki birey de ayni bastirilmamis
pareto yiizeyde ise, yakinlik mesafesi daha yiiksek olan, bagka bir deyisle ¢evresindeki

¢Ozlim kalabalig1 daha diisiik olan birey tercih edilir ve yeni popiilasyona eklenir.

Sekil 4.6.'da, i ¢oziimii ile ayn1 ylizeyde olan ¢oziimlere (dolu dairelerle isaretlenmistir)
olan yakimlik mesafesi, kiiboidin ortalama yan uzunlugudur (kesikli bir kutuda
gosterilmistir). Sekilde, dolu dairelerde isaretlenmis olan noktalar ayni yiizeydeki

¢Oziimlerdir.

f,

o o]
o
L J
Kiiboid ©
I+]' .9 : o
TR Gt
| S——

—>
f;

Sekil 4.6. Yakinlik mesafesi hesaplama [116]
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NSGA-II 'nin ana adimlar1 se¢me, ¢aprazlama, mutasyon ve degerlendirmedir [116].

Sekil 4.7° de NSGA-II” nin bastirilmamig ¢oziimleri siralama algoritmasi gosterilmistir.

Bastinlmamislik Yakinhk
diizeyine gore mesafesine gore
siralama

F1 -
(F2 §

Sekil 4.7. NSGA-II siralama akis semasi [116]

e Elde edilen popiilasyona, yeniden iiretim operatorii, ¢aprazlama ve mutasyon
operatorleri kullanilarak, N biiyiikliigiinde (Qp) yeni popiilasyon tiretilir.

e Mevcut ebeveyn ve yeni birey popiilasyonlari ile olusturulan 2*N elemanl R,
popiilasyonu tekrar siralanir ve en iyi bireyler popiilasyon biiyiikliigii N kadar
secilir. Secim siireci baskilanamama derecesine ve yakinlik mesafesine

dayanmaktadir.
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BASLA
Py
Baslmlmamy )zimberia
Swalamast
—
v
Yakmbi Mesafesi
+ Swalamas:
Caprazlama ve Mutasyon Tmtrj o
Birlegtirilmiy Popiilasyen Eslestirme
Havuzu
R,

.
Bastinnlmamig Coziimlerin Siralamas:

Yakinhk Mesafesi Siralamasn:

.
Elitizm Siralamasn

NSGATL
DONGUSU

EVET

(I<tmax) 2

HAYIR l
Bastinlmamis Coziimler

Sekil 4.8. NSGA-II akis semasi [114]
F1, en iyi bastirlmans pareto yiizeyi ifade etmektedir. ilk olarak FI’ de yer alan
bireyler bir sonraki ebeveyn popiilasyonuna (P, ;) aktarilir.
P, ;’in eleman sayis1 tamamlana kadar sirasiyla bastirilmamis pareto ylizeylerdeki
bireyler aktarilir.
Son bastirilmamis pareto yiizeyin bireyleri aktarilirken bireyler yakinlik mesafesine
gore siralanir ve ilk siradan baslanarak P;.;’e aktarilir.
Yeni olusturulan N biiyiikliigiindeki P;;; popiilasyonunda se¢im, caprazlama ve
mutasyon islemleri uygulanarak, N biiyiikliiglinde bir Q,+; popiilasyonu olusturulur.
Daha sonra P,.; ebeveyn popiilasyonuyla birlestirilerek 2*N biiyiikliiglinde bir R,

popiilasyonu olusturulur ve yukarida anlatilan islemler uygulanir.
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Yeni olusturulan N biiyiikliigiindeki P,; popiilasyonunda se¢im, caprazlama ve

mutasyon islemleri uygulanarak, N biiyiikliigiinde bir Qy+; popiilasyonu olusturulur.

Daha sonra P,:; ebeveyn popiilasyonuyla birlestirilerek 2*N biiyiikliigiinde bir R, ;

popiilasyonu olusturulur ve yukarida anlatilan islemler uygulanir.

Tablo 4.1. Cok amacli meta sezgisel yaklagimlarda nitelik se¢imi alaninda ¢alismalar

Algoritma

Amac Fonksiyonlar

Oliveira et al. [117]

Yanlis siniflandirma orani, secilen nitelik sayist

Wang ve Huang [118]

Nitelikler aras1 korelasyon, nitelik ve smifi aras1 korelasyon

Venkatadri ve Rao [119]

Farkli desen giftlerinin sayisinin farkli kombinasyonlari

Morita et al. [120]

DB index, secilen nitelik sayisi

Mierswa ve Wurst [121]

DB index, secilen nitelik sayisi

Shi et al. [122]

Capraz dogrulama siniflandirma dogrulugu, test siniflandirma

dogrulugu ve segilen nitelik sayisi

Ekbal et al. [123]

Arama prosesi sirasinda siniflayicinin kesinligi ve duyarliligi amag
fonksiyonu olarak kullanilmigtir ve F-0lgiitii ise sonug pareto

kiimesinden nitelik alt kiimelerinden birini se¢gmek igin

kullanilmustr.

Lietal. [124]

Hata belirleme orani ve segilen nitelik sayisi

Castro ve Von Zuben [125]

Smiflandirma hatasi ve segilen nitelik sayisi

Zhao et al. [126]

FPR, FNR ve siniflandirma karmasiklik orani

Kimovski et al. [127]

Simiflandirma dogrulugu ve secilen nitelik sayisi

Hamdani et al. [128]

Simiflandirma dogrulugu ve secilen nitelik sayisi

Huang et al. [80]

Smiflandirma dogrulugu, TPR ve TNR

Radtke et al. [129]

Simiflandirma dogrulugu ve secilen nitelik sayisi

Spolaor et al. [130]

Veri kiimesindeki tutarsiz Ornek ciftlerinin orani, nitelik-sinif
arasindaki korelasyon, veri kiimesindeki 6rneklerin Laplace skoru ve

niteliklerin entropi degeri

Vatolkin et al. [131]

Segilen nitelik sayist ve siniflandirma MSE hata

4.5.1. Literatiirde NSGA-II ile Nitelik Secim Yaklasimlar:

Nitelik se¢imi, veri setinden uygun olmayan niteliklerin elimine edilerek verilerin daha
kolay anlasilmasin1 saglayan veri madenciligi yaklasimidir. Cok yiiksek sayida
nitelikler oldugunda bu yaklasim daha da 6nem kazanmaktadir. Ayrica, nitelik se¢cimi
ile veri boyutu da daha kii¢lildligii icin depolama gereksinimlerini ve hesaplama stiresini

azaltir. Boylece, Ogrenme daha kolay bir siire¢ haline gelir. Nitelik seg¢imi,



71

siniflandirmanin =~ dogrulugunu ve hesaplama karmasikligini  olumlu ydnde
etkileyebilecek 6nemli bir rol oynamaktadir. Bu nedenle, literatiirde bircok ¢ok amach
meta sezgisel nitelik secimi yaklagimlart gelistirilmigtir. Bu yaklagimlar ve

yaklagimlarda uygulanan amag fonksiyonlar1 Tablo 4.1'de 6zetlenmistir.
4.5.2. Onerilen Cok Amach ve Maliyet Duyarhh NSGA-II Nitelik Secim Yaklasimi

Nitelik se¢cimi modelleri, denetimli, denetimsiz ve yar1 denetimli olarak siniflandirilir;
bu egitim setinin etiketlenip etiketlenmedigine baglidir. Ayrica, nitelik se¢imi igin ii¢
temel yaklasim vardir: filtreleme, sarmal ve gdmiilii modeller. Sarmal tiirii algoritmalar,
bir niteligi gizlemek veya silmek yerine, belirli bir nitelik kiimesinin optimumlugunu
degerlendirmek i¢in bir 6grenme modeli kullanir. Bu yapilar, siirekli bir arama siireci
iceren ve bu aramay1 gerceklestiren bir siniflandirma algoritmasina bagl olduklari igin
sarmal yontemler olarak adlandirilir. Sarmal yontemler genel olarak smiflandirma
performansi bakimindan diger iki yontemden daha iyi sonuglar verirken bu ydntem
hesaplama karmasikligi agisindan dezavantajhidir [132]. Onerilen modelde miisteri
kayb1 tahmininde nitelik alt kiimesini belirlemek i¢in sarmal ve denetimli NSGA-II

yaklagimi onerilmistir.

Genetik algoritmalarda bireylerin kalitesi, uygunluk degerlendirme fonksiyonlariyla
belirlenmekte ve uygunluk degerlendirme fonksiyonlari, genellikle ama¢ fonksiyonu
olarak se¢ilmektedir. Bu Onerilen nitelik se¢imi yaklasiminda yanlis siniflandirma
maliyeti ve nitelik alt kiime eleman sayist olmak iizere iki amag¢ fonksiyonu tercih
edilmistir. Az sayida nitelik ile en diisiik yanlis siniflandirma maliyetini elde etmeye
calismak, celisen hedeflerdir. Cok amagli meta sezgisel yaklasimlar arasindan NSGA-II,
telekomiinikasyon sektoriinde bazi miisteri kaybi yonetimi calismalarinda basariyla
uygulanmis olmasi nedeniyle tercih edilmistir [80]. Su anki bilgimize gore literatiirdeki
uygulamalarda yanlis siniflandirma maliyeti NSGA-II nitelik se¢imi yaklagimlarinda
uygunluk degerlendirme fonksiyonu olarak uygulanmamistir. Boylelikle oOnerilen

modelle literatiire farkli bir nitelik se¢cimi yaklasimi kazandirilmastir.

Amagc fonksiyonlarindan; yanlis siniflandirma maliyeti, nitelik se¢imi yaklagimini etkin
bir sekilde maliyet duyarli hale getirmistir ve yanlis siniflandirma maliyetini elde

edebilmek i¢in, diigiik hesaplama karmasikligina sahip klasik ve popiiler bir
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siiflandirma araci olan karar agaci, elde edilen nitelik alt kiimelerini degerlendirmek

lizere sec¢ilmisgtir.
4.6. KKO

KKO NP-zor optimizasyon problemlerine basariyla uygulanabilen popiilasyona dayali
bir meta sezgisel yaklagimdir. KKO, karincalarin avlanma davranigini arastiran ve
gercek karinca kolonilerinin yuvalari ile yiyecek noktalar1 arasindaki en kisa yolu bulma
kabiliyetlerinden esinlenilerek gelistirilmistir [133]. Bocek kolonilerinde, her bdcek
kendiliginden hareket ediyor gibi goriinse de oldukca organize hareket etmektedirler.
Acikgasi, tiim bireysel faaliyetler herhangi bir denetim gerektirmeden sorunsuz bir
sekilde entegredir. Bilim adamlari, boceklerin davranislarindan, biiyiik oranda kendi
kendine diizenlenen bir is birlikleri oldugunu goérmiislerdir. Bireyler arasindaki
koordinasyon, aralarindaki etkilesim sayesinde saglanmaktadir. Aralarindaki etkilesim
basit olsa da zor sorunlar1 ¢dzebilmektedirler (sayisiz yollardan bir gida kaynagina en

kisa yoldan gitmek gibi) [134].

Besin

Sekil 4.9. Gergek bir karincanin davranigina 6rnek

Sekil 4.9." da gosterildigi gibi, karincalar alternatif yollar s6z konusu oldugunda ilk
olarak bu yollara esit olasilikla dagilirlar. Besin kaynag1 ve yuva arasinda yiirlirken
gectikleri yere feromon adi verilen bir madde birakirlar. Belli bir siire sonra en kisa olan
yolda feromon miktar1 yogunlasir ve yollardaki feromon miktar1 ile dogru orantili

olarak zamanla tiim karincalar en kisa yolu tercih ederler.



73

KKO vyaklasiminin temelini olusturan unsurlarindan biri haberlesme araci olarak
kullanilan ve problemlerde ¢6ziimiin kalitesini gosteren feromon miktaridir. Feromon,
karmncalarin bir haberlesme ve yon bulma araci olarak kullandiklari, viicutlarindan
salgiladiklar1 kimyasaldir. Karincalar alternatifler arasindan gegecekleri yolu secerken
giiclii feromon konsantrasyonuna sahip olan yolu tercih ederler. Feromon izi,

karincalarin yiyecek kaynagina (veya yuvaya) dogru en kisa yolu bulmalarini saglar.

KKO parametrelerine
baslangic degerlerini ata

»

Feromon izine ve rasgelelige bagh
olarak coziimleri tiiret

Lokal feromon
giincellemesi

Hayir
Biitin kanncalar biitin

l Evet

Optimal yolun uzunlugunu hesapla ve sadece optimal
vol iizerindeki sehirlerin feromonlarim giincelle

i
J
Hayr Evet
- Durdurma kriteri saglandi m1? >

Sekil 4.10. KKO Akis Semasi (Gezgin Satict Problemi i¢in) [133]

KKO sayesinde hizli bir sekilde en uygun c¢oziimler kesfedebilir, bu nedenle klasik
gezgin satic1 problemlerinden zor veri siniflandirma problemlerine kadar bir¢cok sorunu
cozmek icin kullanilmaktadir. Sekil 4.10.° da KKO yaklagimimin gezgin satici
probleminde akis semasi verilmistir. Costa et al. [135] biiyiik veri tabanlarindaki
degiskenler arasindaki ilging iliskileri kesfetmek i¢cin KKO smiflandirma algoritmasini

Onermistir.
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4.6.1. Cok Amac¢h KKO Algoritmasi

Son zamanlarda, bir dizi ¢ok amagli optimizasyon KKO uygulamalari literatlirde yer
almaktadir. Bu algoritmalar agirlikli olarak asagidaki ii¢ ozellige gore farklilik

gostermektedir.

Feromon giincellemesi: Feromon izleri giincellerken, ¢oziimlerin hangisinde feromon
miktarmin giincellenecegine karar vermek gerekir. Feromon izlerini giincellemek i¢in
genellikle iki strateji uygulanmaktadir. ilk strateji, her bir amaca igin ya her iterasyonda
elde edilen en iyi ¢6zlimiin ya da simdiye kadar elde edilen en iyi ¢oziimiin feromon
izini giincellemektir. ikinci bir strateji ise, bastirilmamis ¢oziimleri ayr1 bir kiimede
depolamak ve feromon giincellemesi i¢in yalnizca bastirilmamig kiimedeki ¢éziimlere

izin verilmesidir.

Feromon tanimi ve sezgisel bilgiler: Bir ¢oziim insa etmenin her adiminda, bir aday, iki
faktore bagl bir gegis olasiligina gore segilir: feromon faktorii ve sezgisel faktor.
Feromon / sezgisel bilgiyi tanimlamak icin iki yaklasim vardir: bir veya birden ¢ok
matris kullanmak. Yalnizca bir matris kullanildiginda, her bir amagla iliskili olan
feromon bilgileri birlestirilerek birden fazla hedef tek bir hedefe indirgenir. Eger birden
fazla matris kullanilirsa, genellikle her matris bir hedefe karsilik gelir. Feromon bilgileri
ile ilgili olarak, her matris uygulanan uygulama stratejisine bagli olarak farkli degerler

igerebilir. Ayni1 sey sezgisel bilgiler i¢in de gegerlidir.

Feromon ve sezgisel birlestirme: Coklu matrisler kullanildiginda, feromon / sezgisel
matrisleri birlestirmek i¢in bazi islemler kullanmalidir. Bunun igin ii¢ yaygin strateji
vardir: (1) agirlikli toplam, burada matrisler agirlikli bir toplamla toplanir; (2)
matrislerin agirlikli bir iiriinle toplandigr agirlikli {irtin ve (3) rastgele, burada her
adimda rastgele bir hedef optimize edilecek sekilde secilir. Agirliklar birden ¢ok
matrisin toplanmasi i¢in kullanildiginda, algoritmanin her iterasyonunda kullanilan
agirliklarin ayarlanmasi i¢in iki strateji uygulanabilir: (a) dinamik olarak, her bir
karinca, her iterasyonda diger karincalara gore farkl bir agirlik verilebilir; (b) sabit
olarak, burada tiim karincalara ayni agirlik verilebilir ve her bir amag, tiim algoritma

calistirmasi sirasinda ayni onemdedir.
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4.6.2. Literatiirde KKO Siiflandirma Algoritmasi

KKO, veri tabanindan siniflandirma kurallart ¢ikarmak ve gelecek wveriler igin
siiflandirmay1 tahmin etmek icin kullanilabilmektedir. KKO siniflandirma algoritmasi,
verilerin dagilim1 hakkinda herhangi bir bilgiye ihtiyagc duymadigi i¢in geleneksel
istatistiksel tekniklerden daha fazla avantaja sahiptir [134]. Ayrica, gi¢li
uyarlanabilirlik ve olumlu geribildirim mekanizmasi olan KKO siiflandirma
algoritmasi, arastirma topluluklarinin dikkatini ¢ekmistir ve bir¢ok probleme
uygulanmistir. Proteinlerin hiyerarsik siniflandirmasi [135], hiicresel otomata gecis
kurallar1 [136], akustik emisyon sinyallerinin siiflandirmasi [134], uzaktan algilama
imgelerinin siniflandirilmast [137] ve taskin riski imar plani1 [138] alanlarinda
uygulanmistir. Bu uygulamalar, KKO smiflandirma algoritmasinin, siniflandirma
problemlerini ¢6zmede biiylik avantajlari oldugunu gostermektedir. KKO siniflandirma

algoritmasinin kisa bir agiklamasi Sekil 4.11.” de verilmistir.

KKO Swniflandirma Algoritmast

Egitim seti = {tlim egitim Grnekleri}

Kural Listesi = {} Baslangigta kural listesi bog bir listeyle baslatilir
(Egitim setindeki kapsanmayan rnek sayisi>Kapsanan Maks Ornek sayisi) iken TEKRAR ET

t=1; karinca indeksi

j=1; yakinsama test indeksi

Baslangicta tiim yollara ayni miktarda feromon atanir;
TEKRAR ET
Karnca, bos bir kuralla baslar ve her seferinde kural R, ‘ye yeni bir terim ekleyerek
smiflandirma kuralin1 asamal1 olarak olusturur;
Elde edilen kural budanir;
Karincanin gegtigi yollardaki feromon miktar1 (R /nin kalitesiyle orantil1 olarak) artirilir ve

ardindan diger yollardaki feromon miktar1 da (feromon buharlagmasini taklit edilerek)

azaltilir;

Eger (R,=R,,) ise yakinsama testi giincellenir
Jo

Eger j=1 ise;
t=t+1; karinca indeksi artilir

(t>=karinca sayisi) veya (j>=yakinsayan kural sayisi) ise DUR;

Karincalar tarafindan olusturulan tiim kurallar R,, arasindan en iyi R., ;; kural: segilir;
Kesfedilen kural listesine kural R,, ;,; eklenir;

Egitim Seti = Egitim Seti- {R,, ;, tarafindan dogru olarak kapsanan egitim ornekleri};

DUR

Sekil 4.11. KKO simiflandirma algoritmasi [134]
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Siniflandirma algoritmalarinin ¢ogu ya yanlis smiflandirma hatalarint gérmezden
gelmekte ya da tiim yanlis smiflandirma hatalarinin maliyetlerinin esit oldugunu
varsaymaktadirlar. Fakat gercek hayatta pek ¢ok siiflandirma problemi farkli yanls
siiflandirma maliyetlerine sahiptir ve bu farklilik géz ardi edilemez. Bu nedenle son
yillarda maliyet duyarli smiflandirma yaklasimlart ile ilgili c¢alismalar 6nem
kazanmigtir. Maliyet duyarli 6grenme ile maliyet duyarsiz 6grenme arasindaki en
onemli fark, yanlis siniflandirma maliyetlerini dikkate almalari ve beklenen yanlis
simiflandirma sayisini  asgariye indirmek yerine, beklenen yanlis siniflandirma

maliyetini en aza indirgemeye ¢aligmasidir.
4.6.3. Degerlendirme Olciitleri

Degerlendirme olgiitleri, siniflandiricinin verimliligini karsilastirma ve anlamak ig¢in
temel bir unsurdur. Siniflandirma konusundaki daha Onceki arastirmalarda, birincil

degerlendirme oSlgiitii olarak siniflandirma dogrulugu (Denklem (4.17)) kullanilir.

TP+TN
TP+FN+FP+TN

Swiniflama Dogrulugu = (4.17)

Her iki siif i¢in dogru ve yanlis siniflandirma sonuglar karigiklik matrisi Tablo 4.2 'de
verilmektedir. Tablo 4.2' de, TP ve TN yapilan dogru tahminlerini temsil etmektedir:
TP, aslinda hem pozitif hem de pozitif olarak tahmin edilen 6rneklerin sayisidir ve TN,
aslinda hem negatif hem de negatif tahmin edilen 6rneklerin sayisidir. Ayrica, FP ve FN

siniflandirma hatalarinin sayisini temsil eder.

Tablo 4.2. ikili siniflandirma problemi igin karisiklik matrisi

Tahmin edilen

Pozitif sinif Negatif sinif
Pozitif simif TP FN
Negatif sinif FP TN

ROC egrisi, fayda ve maliyet arasindaki goreceli dengeyi vurgulayan, dengesiz veriler
icin en uygun degerlendirme kriteri olarak literatiirde yer almaktadir. ROC egrisi, X-
ekseni tizerinde FP / TN + FP (FPR) ve Y ekseni iizerinde TP / TP + FN (TPR)

¢izimidir; burada (FPR, TPR) siniflandiricinin tiim muhtemel esik degerlerine gore elde
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edilir. Smiflandiricinin esigi, bir 6rnegin bir siifa iiyelik derecesini gosterir. Dengesiz
veri setlerinde 6grenmede, ROC Egrisi Altindaki Alan (AUC) genellikle ROC egrisi
yerine sayisal bir 0l¢iit olarak kullanilir, daha biiyiik AUC degeri (Denklem (4.18)) daha
iyidir.

1+TPR—-FPR

AUC = — (4.18)

Maliyet duyarli 6grenme, farkli siniflara gore degisen yanlis siniflandirma maliyetlerini
g6z onilinde bulundurur. Bu durumda, bir maliyet matrisindeki C (i, j) maliyeti simif i’ ye
ait olan bir 6rnegi sinif j olarak siniflandirmanin maliyetini temsil eder. Bu yanlis
siniflandirma maliyeti degerleri uzmanlardan veya diger yaklasimlardan elde edilebilir.
Ozellikle veri setinin dengesiz oldugu problemlerle ugrasirken, pozitif ornekleri
siiflayabilmek negatif 6rnekleri siniflayabilmekten daha onemlidir [91]. Bu nedenle,
pozitif bir ornegin yanhs smiflandirilma maliyeti negatif bir Ornegin yanlis
smiflandirilma maliyetinden daha yiiksek olmasi makul olanidir (C(+, =) > C(—, +)).
Bir siniflandirma algoritmasi tarafindan bir x 6rnegini sinif i olarak smiflandirmanin

toplam yanlis siniflandirma maliyeti R (i|x) asagidaki gibi ifade edilir:

R(ilx) = X; P(j/x). C(i,)) (4.19)

Siniflandirma dogrulugu ile degerlendirme esnasinda, hata maliyetleri esit kabul edilir.
Aslinda, bir siniflandirma sistemindeki hata maliyetlerindeki esitsizliklere kars1 kayitsiz
kalmak ¢ok zordur. Bu gibi durumlarda dogruluk maksimizasyonu tek basina yetersiz
olabilir. Bu nedenle tezde AUC ve yanlig siniflandirma maliyeti ile siniflandirma

sonuclar1 degerlendirilmistir.
4.6.4. Onerilen Cok Amach ve Maliyet Duyarh KKO Simflandirma Yaklasim

Tezde, 6zgiin kural yapisi ile egitim verilerinden kurallar ¢ikarmak i¢in ¢ok amagh ve
maliyet duyarli KKO smiflandirma algoritmasi gelistirilmis ve uygulanmistir. Nitelik
secimi asamasinda elde edilen biitiin nitelik alt kiimeleri icin ayr1 ayr1 KKO
smiflandirma algoritmasi uygulanir ve amag¢ fonksiyonu degerleri her bir nitelik alt
kiimesi i¢in ayr1 ayr1 elde edilir. Onerilen algoritmada kurallarin Kkalitesi
degerlendirilirken amag fonksiyonu olarak yanlis siniflandirma maliyeti ve AUC degeri

uygulanmistir.
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Onerilen KKO siniflandirma algoritmasinda, kural yapis1 IF-THEN kurallar1 bi¢ciminde
tanimlanmis ve her kosul {i¢ alt 6geden olugsmaktadir: nitelik, iliskisel operator, niteligin
degeri. Bu tamimlanan kural yapist KKO smiflandirma algoritmas: ile bu tezde
uygulanmistir ve kural yapisinin siniflandirma algoritmasina olan katkist sayesinde

etkin siniflandirma sonuglari elde edilebilmistir.

Miisteri veri kiimesi egitime tabi tutulmadan Once, egitim ve test olarak 10 katmanl
capraz dogrulama yaklagimi ile ayrilmistir. Egitim asamasinin baslangicinda, terimler
veri kiimesi rastgele olusturulur ve her bir terime ayni miktarda feromon atanir.
Terimler IF-THEN kural yapisindaki bir kosulu ifade etmektedir. Maximum iterasyon

sayist kadar her bir karinca bu terimlerle kurallar olusturur.

Karincalarin olusturduklar1 kurallarda yer alan gereksiz kosullarin c¢ikarilmasiyla
kurallar budanir. Elde edilen kurallarda yer alan terimlerin feromon miktarlar1 kurallarin
siiflama kalitesi ile dogru orantili olarak giincellenir. Siniflandirma kalitesi; uygunluk
fonksiyonlar: yanlis smiflandirma maliyeti ve AUC degeri ile belirlenir. Tim
itersyonlarin sonunda bu uygunluk fonksiyonlarina goére tiim kurallar arasindan pareto
coziimler se¢ilir. Bu kiimedeki kurallara global feromon giincellemesi uygulanir. Egitim
asamasinda elde edilen pareto kiimesindeki kurallar test veri setine uygulanarak
algoritmanin simiflandirma giicii elde edilmis olur. KKO siniflandirma algoritmasinda
secilen uygunluk fonksiyonlari, KKO siniflandirma algoritmasini1 bagarili bir sekilde

maliyet duyarli hale getirmistir.



5. BOLUM

ONERILEN MUSTERI KAYBI TAHMIN MODELININ
UYGULAMASI

5.1. Giris

Literatiirde, miisteri kayb1 yonetimi i¢in ¢cogunlukla miisteri kaybi olasiliklarina gore
ayrilma ihtimali olan miisteri tahmin edilmeye yonelik ¢aligmalar yer almaktadir. Ancak
misteri kaybi analizi uygulamalarinda, veri setinin boyutlar1 ve Ozellikleri dikkate
alindiginda arzulanan amaglara ulasabilmek icin komplex ve giicli yontemlerin
uygulanmasi gereklidir. Hazirlanan tezde, Tiirkiye'de miisteri kaybi ile ilgili sorun
yasayan gercek bir telekomiinikasyon sirketi i¢in, miisteri kaybi yonetim modeli
olusturulup ¢oéziimlenmistir. Bu tezde miisteri kaybina neden olan 66 adet nitelik
ayrintilt olarak belirlenmistir. Bu niteliklerle derlenen miisteri veri kiimesine, 6nerilen

entegre model ile miisteri kayb1 tahmini yapilmistir.

Bu bolimde ilk olarak uygulamada kullanilan miisteri veri setinin derlenmesi ve
hazirlanmasi yer almaktadir. Devaminda ise miisteri veri seti i¢in belirlenen nitelikler
detayli olarak agiklanmistir. Son olarak da Onerilen miisteri kaybr modeli agamalari
detayli olarak incelenmis ve miisteri kaybi1 tahmini yapilmistir. Onerilen model ile elde

edilen sonugclar iyi bilinen yaklasimlarla karsilastiriimistir.
5.2. Veri Hazirlama ve Ornekleme

Miisteri kaybi tahminini miimkiin oldugunca yiiksek performansh ve gercege yakin
gerceklestirebilmek i¢in miisteri veri setinde yer alan niteliklerin eksiksiz ve kapsayici
olarak belirlenmesi ¢ok dnemlidir. Miisteri veri setinde yer alan niteliklerin belirlenmesi

i¢in detayl bir ¢alisma yiiriitiilmiistiir. Ik olarak literatiirde yer alan telekomiinikasyon
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ve diger biitiin sektorlerdeki miisteri kayb1 analizi caligmalar1 detayli olarak incelenmis
ve bu caligmalarda yer alan nitelikler listelenmistir. Listelenen nitelikler iizerinde 18 BT
sektoriinde uzman ve 5 akademisyenle birlikte tartisilmis ve gerekli goriilen nitelikler
belirlenmistir. Belirlenen niteliklere ek olarak uzman ekibin uygun gordiigi nitelikler de
eklenerek 66 nitelikle miisteri veri seti daha da zenginlestirilmistir. Literatlirde, miisteri
veri seti nitelikleri agisindan bu kadar ayrintili miisteri kayb1 yonetimi ¢aligmasi su anki

bilgimiz dahilinde mevcut degildir.

Niteliklerin belirlenmesi kadar, dogru ve yeterli verinin elde edilmesi de tahmin
modellerinin gercek beklentiyi yansitmasinda 6nem arz etmektedir. Bunu saglamak i¢in
de toplanan o6rneklem, abone portfoyiiniin biitiinsel resmini temsil etmeli ve model
olusturmak i¢in yeterli sayida miisteri sayisina sahip olmalidir. Tahmin modeli verisi
gbzlem ve tahmin periyotlar1 olmak iizere iki ana periyotta derlenmistir. Ilk asamada,
miisterilerin ayrilip ayrilmayacagi gbzlemlenmis ve bu gozlem verisi ile kurallar elde
edilmigtir. Tahmin periyodunda ise elde edilen kurallarin dogrulugu test edilmistir.
Gozlem ve tahmin periyodunda tahmin modeli gelistirmek igin istatistiksel olarak
yeterli sayida miisteri verisi derlenmistir. Uygulamada kullanilan veri seti, 6496 miisteri

verisinden olugsmaktadir.

Miisteri kaybi analizi i¢in gerekli veriler ETL (Extraction-Transformation-Loading)
araclarin1 kullanarak sirket veri ambarlarindan ¢ekilmistir. Modelin ETL islemleri
sunlardir: (a) ilgili miisteri bilgilerini kaynakta tanimlama; (b) bu bilgilerin ¢ikarilmast;
(c) ¢esitli kaynaklardan gelen verilerin entegrasyonu; (d) veri kiimesinin temizlenmesi

ve (e) verilerin veri ambarina yiiklenmesi.

Sirket CDR (arama kaydi) verileri, kaynak veri tabanlarinda mevcuttur. Bu veriler,
milyonlarca arama ve kayit seklinde olup, operasyonel amagclar i¢in kullanilmaktadir.
Burada; veri aktarimi, 6zetleme, denormalizasyon gibi ETL araglari, verileri tek tek

tablolarda aylik 6zetler haline getirmek i¢in kullanilmastir.
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Sekil 5.1. Bir miisteri ayrilma egiliminde mi degil mi?

5.3. Miisteri Veri Seti Nitelikleri

Uygulamada Tiirkiye'nin ilk 100 BT sirketinden biri olan firmanin miisteri verileri
kullanilmistir. Veri kiimesi 2008-2016 yillar1 arasindaki 6496 miisteri verisini ve 66
nitelik degerini icermektedir. Sekil 5.1° de gosterildigi lizere miisteri veri seti; miisteri,
fatura ve O6deme, arama olmak iizere 3 ana nitelik bashigi altinda 66 nitelik olarak

derlenmistir.

Tablo 5.1-a’ da “miisteri” ana bashigi altinda; “miisteri memnuniyeti”, “hizmetlerin

Ozellikleri”, “abone hattinin 6zellikleri” ve “miisterinin demografik 6zellikleri” olarak 4

alt baslik; 22 nitelik ve tanimlar1 ile birlikte yer almaktadir.

Tablo 5.1-b’ de “fatura ve 6deme” ana baglig1 altinda; “fatura geliri bilgisi”, “faturalarda

degisim ve oran bilgisi”, “miisteri fatura 6deme bilgileri” olarak 3 alt baslik 12 nitelik

ve tanimlari ile birlikte yer almaktadir.

2 (13 2 (13

Tablo 5.1-¢c’ de “arama” ana baslig1 altinda; “cagri detaylar1”, “cagr1 sayist”, “cagri

dakikalar1” olarak 3 alt baglik 32 nitelik ve tanimlari ile birlikte yer almaktadir.
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1.-a Miisteri Niteliklerinin Tanimlar1

NITELIKLER

TANIMI

MUSTERI

A- Miisteri memnuniyeti / memnuniyetsizlik

Hizmet tatmin faktori

Sikayet sayisi, hizmet kalitesi skoru ve sadakat skoru gibi hizmet

1- memnuniyeti faktorleri. Miisteri sikayetleri, miisteri doniisiim olasilig1
[9-10] .
ile pozitif iligkilidir.
Miisteriye yeni urun Miisteri dogrudan pazarlama eylemlerine yanit veriyor ve iiriin
2- pazarlanabilme . . S
. tanmitimini kabul ediyorsa pazarlanabilme potansiyelini gosterir.
potansiyeli

B- Miisteri Hizmetleri Ozellikleri

Miisterinin sahip oldugu

1-  aktif telefonlarin toplam Bireysel kullanicilar igin, gogunlukla 1°dir.
sayis1 [10,139]
Hizmet Kullanim Siiresi Bu nitelik, hizmet kullaniminin tahmini baslangig tarihini
2- arastirma tarihinden c¢ikararak elde edilmistir. Nispeten daha kisa
[140] ot
aboneliklerin ayrilmasi daha olasidir.
Miisterinin taahhiitlii prog.  Taahbhiitlii programlara iiye olmak miisterinin ayrilmasini olumsuz
3- . . .
ilye olup olmamasi [9-10] yonde etkilemektedir.
. Miisterinin kullanmakta oldugu tarife grubu sadik ve sadik
4- Tarife grubu ol - > o2 .
olmayan miisterilere gore degiskenlik gostermektedir.
5-  Veri indirme hiz1 [77,141] Veri yiikleme ve indirme hizi
6- Kampanya [6,10,11,142] Miisterinin kampanyalara déhil olup olmamasi
”. Kullanicinin aktif oldugu ay  Miisteri, hizmet kullanmaya bagladiktan sonra gegen siire (ay
say1si cinsinden)
8- Ik telefon goriismesi Miisterinin ilk telefon goriismesi yaptig1 tarih

C- Abone hattinin durumu

Miisterinin sézlesmeye baslamasindan bu yana gecen siire (ay

1- Hizmet siiresinin uzunlugu [6,10] . >
cinsinden)
2-  Miisteri segmenti [10,11]
o 1 Miisterinin kullanmakta oldugu tarifeden dolay1 ayrilmasi
- 9

3- Fesih igin bir cezasi var mi? durumunda fesih cezasi tahakkuk eder mi?

Broadband service (ADSL veya S o
4 FTTB) evet/hayir [77] ADSL veya FTTB broadband servisini kullaniyor mu?
5- Sozlesme iptal nedeni [10] Miisterinin sdzlesme iptal nedeni
6- Sozlesme baslangig tarihi [10] Miisterinin sdzlesme baslangig tarihi
7- Sozlesme iptal tarihi [10] Miisterinin sdzlesme iptal tarihi
8- Sozlesme tipi [10,143] Miisterinin sézlesme tipi
9-  Sozlesmenin son yenileme tarihi Sézlesmesini yakin zamanda yenileyen miisterilerin ayrilma

olasilig1 daha diistiktiir

10- Uluslararasi plan evet / hayir [21]

Uluslararasi aramalar i¢in telefon ayarlariin agik olup
olmamasi

D- Miisteri demografik ozellikleri [6,80, 143,144,145]

Miisterilerin kirsal veya kentsel alanda yasayip yasamadigi
bilgisi miisteri kaybi1 tahmini i¢in gereklidir. Ciinkii kentsel

1- Masterinin sehri [11] alanlarda yasayan miisteriler kirsal kesimden daha fazla
ayrilma egilimlidir.
2- Miisterinin dogum giinii Miisterinin dogum giinii

[6,10,11,77,80,139,143]
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Tablo 5.1.-b Fatura ve Odeme Niteliklerinin Tanimlari

NITELIKLER TANIMI
FATURA VE ODEME Miisteri fatura tarihleri, her fatura maliyet, fiyatlar, 6denen iicretler
[80] vb. bilgi igerir.

A- Fatura Gelir Bilgisi

1- Ortalama aylik fatura ~ Aylik faturalandirilmis tutarlar, miisterinin ayrilma ihtimaliyle
[9,139, 142] iligkilidir

2- Toplam fatura tutari Miisteriye faturalanan tiim faturalarin toplamidir. Bu tutar ne kadar

fazla ise miisterinin ayrilma ihtimali o kadar diisiiktiir.

3- Onceki ay ddenen Onceki ay ddenen fatura tutari eger diisiikse miisteri baska servis
fatura tutari saglayicisi arayiginda oldugunu gosterir

4- Iki ay 6nceki dakika Bir dnceki aya ait toplam faturalandirma / ¢cagr1 dakika sayist
basina 6denen miktar
[10]

5- Dakikada en son Bir onceki aya ait toplam fatura / ¢agr1 dakika sayisi
Odenen ticret [10]

6- Giinliik aramalarinin Glinliik aramalarinin toplam iicreti
toplam ticreti [21]

7- Ortalama paket dis1 Paket disindaki sesli aramalardan elde edilen ortalama gelir
gelir

B- Faturalarda Degisim ve Oran Bilgisi

1- Odenmemis aylik Odenmenmis aylik faturalarm sayisi
fatura sayisi [9]
2- Gecikme iicreti toplam1 Miisterinin gecikmeden dolay1 yaptigi 6deme
3- Gecikmis 6deme sayis1 Miisterinin gecikmis 6deme sayis1 eger fazlaysa miisteri
istemeyerek de olsa ayrilmak zorunda kalacaktir
4- Ortalama fatura tutari ~ Miisterilerin simdiye kadar 6dedigi faturalarinin ortalama tutari

[]

C- Miisteri Fatura
Odeme Bilgileri [74]

Miisteri hesaplariyla ilgili hesap bilgileri, 6rnegin: Baslangic
zamani, hesap numarasi / tiirli, 6deme tiirii, hesap bakiyesi, cagri
bilgisi vb.

1- Odeme yontemi [9,77,

80, 140,143]

Bir banka hesabindan veya bir kredi kartindan dogrudan 6deme

Tablo 5.1.-c Arama Niteliklerinin Tanimlar:

NITELIKLER

TANIMI

ARAMA

A- Cagri detaylar [80]

Telekomiinikasyon sirketlerinin ¢ogu cagr1 detaylarin
saklarlar. Cagr1 detaylari, miisteri hizmetleri kullaniminin
sikligini gosterebilir.

1- Son ¢agri [146] Miisterinin belirli bir siire i¢inde yaptigi son arama tarihi

2- Ortalama arama uzunlugu Gecen ayda ortalama arama uzunlugu (saniye olarak)
(saniye olarak) [11]

3- Toplam uluslararasi arama Toplam uluslararasi arama iicreti
iicreti [21]

4- Aksam arama iicretleri Aksam arama iicretleri toplami. Onceki aymn aksamlar1 19:00

toplami [21]

ile 24:00 arasinda yapilan aramalardan elde edilen gelir.

B- Cagn Sayisi [4]

1-  Toplam g¢agr1 yaptig1 giin Miisterinin firmay1 her giin kullaniyor olmasi ayrilma
say1s1 olasiligini azaltir

2-  Aylik bazda ¢agri adedin Cagri adedi ile misteri kaybi ters orantilidir
ortalamasi

3-  Gegen 6 ay boyunca aylik Gecen 6 ay boyunca aylik ortalama arama sayisi
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ortalama arama sayisi

4-  Son 6 aydaki toplam goriisme  Son 6 ayda miisteri i¢in yapilan toplam arama sayist
sayist

5-  Toplam uluslararasi ¢agri Toplam uluslararasi ¢agri sayisi
sayi1st

6-  Toplam gece goriisme sayist 00:00 ile 09:00 saatleri arasinda yapilan toplam goriisme
[21] sayi1s1

7-  Toplam arama yaptig1 giin Bir 6nceki ay icin 09.00 ile 19.00 arasinda sabah yapilan
say1st [21] aramalarin toplam sayis1

8-  Toplam aksam goriisme sayisi  Gegen ay 19.00 ile 24.00 arasinda gece boyunca yapilan
[21] toplam goriisme sayisi

9-  Miisteri hizmetleri ortalama Miisteri hizmetleri ortalama arama sayisi
arama sayisi [21, 139]

10- Miisteri hizmetleri arama sayis1 Miisterinin 6mrii boyunca miisteri hizmetlerine yapmus
[139] oldugu toplam cagr sayisi

11- Toplam mesaj sayisi [10] Miisterinin gecen ay aldig1 toplam mesaj sayist

C- Cagr Dakikalar

1-  Yapilan toplam ¢agrilarin ~ Miisterinin 6mrii boyunca aylik ortalama dakikalariin
aylik ortalamasi [139] ortalamasi (saniye cinsinden)

2-  Son ay arama siiresi Son ayda yapilan toplam gériisme siiresi (saniye olarak)

3-  Miisterinin aylik arama Miisterinin Omrii boyunca toplam konusma siiresi (dakika
stireleri toplami cinsinden)

4-  Faturalandirilmis toplam Miisterinin Omrii boyunca fatura diizenlenmis toplam konusma
dakika [139] siiresi (dakika cinsinden)

5-  Paket dis1 yapilan ortalama  Miisterinin paket disinda yapmis oldugu ¢agrilarin ortalama
cagr siiresi siiresi (dakika cinsinden)

6-  Paket dis1 yapilan toplam Miisterinin paket disinda yapmis oldugu biitiin ¢cagrilarin
cagr siiresi toplam siiresi (dakika cinsinden)

7-  Ortalama arama siiresi Miisterinin aylik ortalama arama siiresi (sn cinsinden)
[142]

8-  Operator i¢i toplam arama  Operatdr igi yapilan toplam arama siiresi (sn cinsinden)
sliresi

9- 6 aylik ortalama arama Miisteriye ait Onceki 6 aydaki ortalama arama siiresi (sn
stiresi [143] cinsinden)

10- 3 aylik ortalama arama Miisteriye ait Onceki 3 aydaki ortalama arama siiresi (sn
stiresi [11] cinsinden)

11-  Onceki 3 aylik dénemde Onceki 3 aylik dénemde kullanilan aylik ortalama dakika say1s
kullanilan aylik ortalama
dakika sayis1 [11]

12- Uluslararasi toplam cagri Uluslararasi toplam c¢agr1 dakikalar
dakikalar1 [21]

13- Gece arama siireleri toplam1 Bir 6nceki aya ait 00: 00-09: 00 saatleri arasinda arama siiresi
[21] (dakika cinsinden)

14- Giindiiz arama siireleri Bir onceki aya ait sabah 9'dan aksam 9'a kadar arama siiresi
toplami [21] (dakika cinsinden)

15- Aksam arama siireleri Onceki ay icin gece saat 19.00 ile 24.00 aras1 goriigmelerin
toplami [21] toplam siiresi (dakika cinsinden)

16- Miisteri hizmetleri Miisteri hizmetleri ¢agrilarinda kullanilan arama siireleri
cagrilarinda kullanilan toplami (dakika cinsinden)
arama siiresi toplami [139]

17- Miisteri hizmetleri Miisteri hizmetleri ¢agrilarinda kullanilan arama siireleri

cagrilarinda kullanilan
ortalama arama siiresi [139]

ortalamasi (dakika cinsinden)




5.4. Onerilen Miisteri Kayb1 Tahmin Modeli

Bu tezde,
verilerini islemek iizere, nitelik se¢imi ve simiflandirilmasina yonelik entegre bir
yaklasim &nerilmistir. Onerilen model temel olarak Sekil 5.2.” de gosterilmistir. Nitelik
secimi asamasinda, NSGA-II ve bulanik kaba kiime tabanli yaklagimlarla nitelik alt

kiimeleri elde edilmistir. Siniflandirma asamasinda ise, ¢ok amacli ve maliyet duyarh

yiiksek boyutlu ve dengesiz dagilima sahip telekomiinikasyon miisteri

KKO simiflandirma algoritmasi ile miisteri kayb1 tahmini i¢in kurallar elde edilmistir.

Onerilen model, veri toplama, 6n isleme, nitelik segimi ve siniflandirma olmak iizere 4

ana asamadan olusur. Onerilen modelin temel adimlar1 asagida verilmistir:

ONERILEN MUSTERI KAYBI TAHMIN MODELI
Asama 1: Veri Toplama

Miisteri kaybi1 tahmini i¢in uygun niteliklerin belirlenmesi

Veri setinin, ETL araglart kullanilarak sirket veri ambarlarindan ¢ekilmesi
Asama 2: Veri Temizleme ve Onisleme

Eksik degerlerin doldurulmasi ve hatali verilerin diizeltilmesi
Asama 3-a: Onerilen NSGA-II nitelik segimi prosediirii

Nitelik alt kiimelerinden olusan, N boyutlu P, baglangi¢ popiilasyonu rastlantisal olarak {iretilir
Caprazlama yapilacak bireylerin se¢imi igin ikili turnuva se¢imi uygulanmasi

Caprazlama ve mutasyon iglemcilerinden sonra N boyutlu Q,yeni popiilasyon iiretilir

Ry= PyU Oy

Durdurma kriteri (max iterasyon sayisi) saglanana kadar TEKRAR ET

DUR

t. nesil i¢in

R=P,U Q,

F=Hizli bastirtlmamis siralama prosediirii (R,)
P ={}vei=I

|P;+1] + |F;] < N olana kadar TEKRAR ET
Pu=PiUF;
i=i+1
DUR
Sirala (F;, a,,)

Ppi1= PV Fi[1:(N-|Pyyql]

P,.;popiilasyonuna caprazlama ve mutasyon islemcileri uygulanarak Q,.; popiilasyonu
iretilir

t=t+1

Amag fonksiyonlarina gére bastiritlamamig tiim nitelik alt kiimeleri elde edilir
Asama 3-b: FRQR algoritmasi ile nitelik se¢imi prosediirii
Baglangigta nitelik alt kiimesi R bos kiime olarak tanimlanir

En iyi bagimlilik degeri (y'

!

) ve onceki bagimlilik degeri (y' ) 0’ a esitlenir

en iyi onceki

Y on L.yl.=y’ olana kadar TEKRAR ET

onceki

Nitelik alt kiimesi 7= Nitelik alt kiimesi R
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Onceki bagimlilik degeri (¥';,.0;) = €0 iyi bagimlilik degeri (v, iyi)

R nitelik alt kiimesinde yer almayan her x niteligi igin
Egery' pypy (D) > y'r(D) ise

T =RU{x}
y’en iyi = y,T(D)
R=T

DUR
R nitelik alt kiimesi elde edilir

Asama 4: Cok amacl ve maliyet duyarli KKO Smiflandirma Algoritmasi
Her bir sinif igin TEKRAR ET
Her bir nitelik alt kiimesi i¢in TEKRAR ET
Terim veri kiimesi olusturulur
Tiim terim veri kiimesi elemanlarina ayni1 miktarda feromon atanir
Pareto kural listesi bos bir listeyle baslatilir
Durdurma kriteri (max iterasyon sayisi) saglanana kadar TEKRAR ET

TEKRAR ET
Karinca, smiflandirma kuralini olusturur;
Elde edilen kural budanir;
Biitiin yollardaki feromon miktar1 giincellenir;
Eger (R;= Ry }) ise yakinsama testi giincellenir

t=t+1; karinca indeksi artilir

(t>=karinca sayisy) veya (7> =yakinsayan kural sayisi) ise DUR;
Karincalar tarafindan olusturulan tiim kurallar arasindan pareto ¢éziimler segilir;
Simdiye kadar elde edilen biitiin pareto ¢6ziim kiimesi giincellenir;

Pareto ¢6ziim kiimesindeki kurallara global feromon giincellenmesi uygulanir
Egitim veri setinden pareto kiimesindeki kurallarin igerdigi terimler ¢ikartilir

DUR
DU
R
DU
R
Tiim smiflar i¢in elde edilmis kurallar problem test verisi kiimesine uygulanir
AUC ve yanlig siniflandirma maliyet degerleri hesaplanir

Asama 1: Veri Toplama

Miisteri verileri sirket veri ambarlarindan ¢ekilmeden Once miisteri kaybini
etkileyebilecek niteliklerin belirlenmesi igin detayli arastirma yapilmustir. Oncelikle
literatiirde yer alan makaleler incelenmis ve miisteri kaybi1 yonetiminde kullanilan
nitelikler listelenmistir. BT sektoriinden 18 uzman ve 5 akademisyenle toplantilar
yapilarak listelenen nitelikler degerlendirilmis, aralarindan uygun olanlar se¢ilmistir. Bu
niteliklere ek olarak da yine uzman ekibin gerekli gordiigii diger nitelikler de miisteri
veri setine dahil edilmistir. Nitelikler belirlendikten sonra, veri kiimesi, ETL araglari
kullanilarak sirket veri ambarlarindan ¢ekilmistir. ETL silireci ve niteliklerin

belirlenmesi “Veri Hazirlama ve Ornekleme” béliimiinde ayrmtili olarak agiklanmustir.
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Asama 2: Veri Temizleme ve Onisleme

Veri madenciliginde, iyi sonu¢ elde edebilmek i¢in ham veriyi 6n isleme tabi tutarak
kaliteli veri hazirlanmasi elzem bir asamadir. Genellikle, veri temizleme ve hazirlama,
toplam veri miithendisligi cabasinin yaklasik %80' ini kadardir. Miisteri kayb1 tahmini

icin kullanilan miisteri veri setinde de eksik, giiriiltiilii ve yanlis degerler bulunmaktadir.

Veri setlerinde eksik veri olmasi sik goriilen bir sorundur. Eksik veri oraninin % 1'den
az olmasi genellikle 6nemsiz olarak kabul edilir, %1-5'lik eksik veriye sahip veri setleri
yonetilebilir. Bununla birlikte, %5-15'lik eksik veriye sahip veri setlerinin iistesinden
gelinmesi icin gelismis yontemler gerekmekte ve %15'den fazlasi ciddi sekilde
sonuglart etkileyebilmektedir [147]. Bu ¢alismada uygulanan miisteri veri setinde eksik
veri orant %8.9° dur ve %5-15'lik araliginda kaldig: i¢in de gelismis yontemler ile bu

durum yonetilmigtir.

Onerilen modelde kullanilan veri setinin eksik veri oran1 da dikkate alindiginda, iyi
sonu¢ elde edebilmek icin veri temizleme ve On isleme asamasina ayrica Onem
verilmigtir. Veri setindeki kayip verilerle basa ¢ikabilmek i¢in; veri setimizden silmek
yerine, eksik veriler tamamlanmistir, boylece bilgi kaybinin oniine gegilmistir. Eksik
deger; nitelik siirekliyse ortalama degerlerle, nitelik kategorik veya ikili ise en sik
kullanilan deger ile tamamlanmistir. Veri kiimesindeki giiriiltiili ve yanhlis degerlerle
basa c¢ikabilmek icin, hatali degerler diizeltilmistir ve aykir1 degerler ¢ikarilmistir.
Aykir1 degerler; mekanik arizalar, sistem davramigindaki degisiklikler, dolandiricilik
davranisi, algilayict giiriiltiisii, proses bozulmalari, cihaz bozulmasi ve/veya insanla
ilgili hatalar nedeniyle ortaya ¢ikabilen, gbzlemlerin ¢ogundan belirgin olarak sapma

gosteren degerlerdir.

Asama 2’de, eksik degerler doldurulmus ve hatali veriler diizeltilmistir. Bu asamanin
modele eklenmesiyle 6nerilen modele ayn1 zamanda eksik, giiriiltiilii ve yanlis verilerin
de istesinden gelebilme yetisi kazandirilmistir. Veri kiimesi diizenlendikten sonra,

miisteri kayb1 analizinde kullanilmak iizere veri tabanina ytliklenmistir.



Asama 1: Veri Toplama

Miisteri kaybi tahmir
i¢in uygun nitelikleri
belirlenmesi

v

Veri setinin, ETL
araglar1 kullanilarak
sirket veri
ambarlarindan
cekilmesi

Agama 2 Ven Temizleme
ve Onigleme

Y
Eksik degerlerin
doldurulmas: ve
hatal1 verilerin
diizeltilmesi

egitim veri seti

Asama 3-a: NSGA-II

——
Nitelik

Altkiimesi n

Nitelhk

Altkiimesi 2

—
Nitelik

Altkiimesi 1

Asama 4: Cok Amagh
KXO Siiflandirma

—_—
KKO-
Simflayici 1

KKO-
niflavicy 2

..

KKO-
Simflayicin

Pareto Coziimler Kiimesi

-

Miigteri Kayb1 Tahmin
Kurali- 1

-

Miisteri Kaybi1 Tahmin
Kurah- 2

Sekil 5.2. Onerilen Miisteri Kayb1 Tahmin Modeli Yapisi

[ Miisteri Kayb1 Tahmin
Kurali- n

]

38
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Asama 3: Nitelik Secimi
Asama 3-a: Onerilen NSGA-II nitelik secimi prosediirii

Onerilen NSGA-II nitelik secim yaklasimi, en diisiik yanls siiflandirma maliyetine ve
nitelik alt kiime eleman sayisina sahip global bastirilmamig ¢oziimleri arastirarak nitelik
alt kiimelerini bulur ve bireylerin birbirlerine olan baskinliklar1 bu amag fonksiyonlarina
gore degerlendirir. Nitelik alt kiimelerini elde edebilmek i¢in kullanilan kromozom
gbsterimi asagida kodlanmistir. Her kromozom 2 siradan olusmaktadir. ilk satir
nitelikler, digeri ise bu niteligin alt kiimede yer alip almadigin1 gosterir. Nitelik alt

kiimesinde o nitelik yer aliyorsa, aktif (1) veya pasif (0) olarak etiketlenir.

Kromozom gosterimi

Nitelikler X] X2 X3 X4 X5 X6 X7 Xg X9

aktif/pasift 1 0 1 1 0 0 O 1 O

Onerilen NSGA-II nitelik segiminde uygulanan genetik operatorler:

o NSGA-II nitelik se¢imi algoritmasinda eslesme havuzuna alinacak bireylerin
secim islemi icin ilk iterasyonda ikili turnuva se¢imi yontemi tercih edilmistir.
Ikili turnuva seciminde, popiilasyondan rastgele olarak segilen iki birey, nitelik
alt kiime eleman sayis1 ve yanlis smiflandirma maliyeti agisindan
karsilagtirilmakta ve daha iyi olan bireyler belirlenmektedir. Belirlenen bireyler
arasindan esit olasilikla bir amag fonksiyonunun rastgele sec¢ilmesi saglanmustir.
Eslesme havuzunda popiilasyon biiylikliigii sayis1 kadar birey olana kadar bu
islem tekrarlanir.

e Sonraki iterasyonlarda se¢im islemi, NSGA-II algoritmasmnin kendi
mekanizmalariyla gerceklestirilmektedir.

e NSGA-II algoritmasinin se¢im mekanizmasiyla olusturulan eslesme havuzuna,
belirli oranda ¢aprazlama islemi uygulanmistir. Bu oranda yapilan mutasyon
operatorii, popiilasyondan segilen bireylerde, kiiciik degisiklikler yapilmasini
saglar ve islem yalnizca segilen bireyi etkiler.

e Popiilasyondaki her birey, denemeler sonucunda belirlenen 0,05 oraninda

mutasyon islemine tabi tutulur. Bu ¢alismada, bireyde rastgele secilen bir
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konumdaki deger 0 ise 1 olarak, eger 1 ise 0 olarak degistirilerek mutasyon

islemi gerceklestirilir.
Asama 3-b: FRQR Nitelik Secim prosediirii

Kaba kiime teorisi; veri analizi i¢in nesnelerin yaklagik tanimlarini olusturmada iyi bir
tekniktir ve literatiirde nitelik indirgeme alaninda etkili bir sekilde uygulanmistir. Klasik
kaba kiime temelli nitelik indirgeme algoritmalar1 ancak kesikli veri kiimeleri ile etkin
bir sekilde calisabilmektedir. Ancak telekomiinikasyon miisteri veri setinde siirekli
nitelikler de yer aldig1 i¢in Jensen ve Shen [90] tarafindan Onerilen FRQR nitelik
indirgeme algoritmasi tercih edilmistir. Kaba kiime teorisinde higbir ilave bilgiye
thtiyag duymadigi i¢in girdi verilerinin bulaniklastirilmas: i¢in Sekil 5.3.” deki iiyelik

fonksiyonu kullanilmistir.

1

-0.5 0 05

Sekil 5.3. Uyelik fonksiyonu

FRQR prosediiriinde ilk olarak bagimlilik degerlerine 0 baslangi¢ degeri verilir. Nitelik
alt kiimesi R de baslangicta bos kiime olarak belirlenir. Her bir adimda nitelik alt
kiimesine bir nitelik daha eklenerek bagimlilik degeri hesaplanir. Eger elde edilen yeni
nitelik alt kiimesinin y' degeri nitelik eklenmeden onceki y' degerinden daha biiyiikse
nitelik alt kiimesi giincellenir. Yeni nitelik alt kiimesi bagimlilik degeri, en iyi

bagimlilik degerine esit olana kadar algoritmanin adimlari tekrar edilir.
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Asama 4: Onerilen Cok amaclh ve maliyet duyarli KKO Sinmiflandirma Prosediirii

Bu tezde, ¢ok amagli ve maliyet duyarli KKO siniflandirma algoritmasi gelistirilmis ve
uygulanmistir. Bir dnceki asamada elde edilen biitiin nitelik alt kiimeleri i¢in ayr1 ayri
KKO smiflandirma algoritmasi1 uygulanir ve amag fonksiyonu degerleri her bir nitelik

alt kiimesi icin ayr1 ayri elde edilir.

Onerilen KKO simiflandirma algoritmasinda uygulanan kural yapist:

Onerilen KKO siniflandirma algoritmasinda, kural yapisi IF-THEN kurallari bigiminde

tanimlanmistir ve asagidaki sekilde ifade edilir:
IF <kosullar> THEN <smif>

Kural onciilii (IF boliimii), mantiksal birlestirme operatorleri (VE) / (VEYA) ile bagh

bir dizi kosul igerir.
IF kosul 1 VE/VEYA kosul 2 VE/VEYA. ..

Bir kuralin her 6gesi ii¢ alt 6geden olusur: nitelik, iliskisel operatdr, niteligin degeri.
Iliskisel operatdrlere: kiiciik veya esit (<=), biiyiik (>) operatdrlerinden atanabilir.
THEN kismi, kuralin onciiliinde belirtilen tiim sartlar1 saglayan durumlar i¢in tahmin
edilen siifi belirtir. Alt 6gelerden ve mantiksal birlestirme operatorlerinden olusan

kural yapist literatiirde KKO siniflandirma algoritmasina bu tezde uygulanmustir.

Onerilen cok amaclh KKO suiflandirma aleoritmasi egitim asamast adimlart:

“ONERILEN MUSTERI KAYBI TAHMIN MODELI” nde yapay kodu verilen KKO

siniflandirma algoritmasi her nitelik alt kiimesi ve her sinif i¢in ayr1 ayri ¢alistirilir.

Baslangicta, terimler veri kiimesi rastgele olusturulur. Terimler veri kiimesindeki her bir

terim 3 alt 6ge ve bir nitelikten olusur.
Terim;y= Nitelik;, Deger;, operatory ve islemci;

Nitelikler, alt kiimede yer alan nitelikler arasindan segilir. Operatorlere ise rastgele

kiigiik veya esit (<=) veya biiyiikk (>) atanir. Nitelik degerleri, ilgili niteligin sahip
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olabilecegi minimum ve maksimum deger aralifindan rastgele atanir. Ayrica, aktif
nitelige atanan bu operatorler ve degerler, siniflandirma kurallarin1 elde etmek igin
kullanilir. Onerilen algoritma kural yapisinda iki farkli islemci grubu vardir: 've' ve
'veya'. Aktif niteliklerin islemcileri de rastgele atanir, bu sayede farkli kurallar ortaya

cikar ve cesitlilik saglanir.

Baglangi¢ terimler kiimesindeki her bir terime ayni miktarda feromon atanir. Pareto
kural listesi bog kiime olarak algoritmaya baslanir. Maximum iterasyon sayis1 kadar her

bir karincanin kural olusturmasi i¢in asagidaki adimlar tekrarlanir.

Karinca sayisi kadar veya belirlenen yakinsayan kural sayisit alt limit asilana kadar her
bir karinca bir siniflandirma kurali tiiretir. Karinca ilk olarak bos bir kuralla baslar ve
her seferinde kural R, ‘ye terim veri setinden #; X t;(?) ile orantili olarak yeni bir
terim;y secilir ve smiflandirma kuralina eklenir bdylece kural asamali olarak
olusturulur. #; probleme 6zgii sezgisel fonksiyon ve 7;(2) ise o iterasyondaki terim ile
ilgili feromon miktaridir. Yiiksek #; degeri terim;’ nin smniflandirma i¢in daha uygun
oldugu anlamina gelmektedir ve se¢ilme olasilig1 daha yiiksektir. Bir karinca tarafindan
olusturulan kuralin kalitesi ne kadar iyi olursa, karinca tarafindan birakilan feromon
miktar1 da artar. Bu nedenle, zaman gectikg¢e, bir kurala eklenecek en iyi terimlerin,

se¢ilme olasilig1 artarak, daha biiyilik miktarda feromona sahip olacaktir.

Elde edilen kural budanir yani uygun olmayan terimler c¢ikartilir. Bu, daha once
tanimlandig1 tizere, yollarin feromonlarin1 gilincellemek i¢in kullanilan ayni kural
kalitesini kullanarak yapilir. Oziinde, bir terim kuralin kalitesini diisiirmezse, o terim

kuraldan ¢ikarilir.

Her bir karinca bir kural olusturduktan sonra yerel feromon giincellemesi yapilir. Biitiin
yollardaki feromon miktar1 (R/nin siiflandirma kalitesiyle orantili olarak) artirilir ve
ardindan diger yollardaki feromon miktar1 da (feromon buharlagsmasini taklit edilerek)
azaltilir. Bagka bir deyisle, kuralin kalitesi ne kadar yiiksek olursa, kuralin onciiliinde
yer alan terimlerin feromonundaki artis o kadar yiiksek olur. Onerilen algoritmada

siiflandirma kalitesi yanlis siniflandirma maliyeti ve AUC degeri olarak belirlenmistir.

Karincalar tarafindan olusturulan kurallarin amag¢ fonksiyon degerlerine gore tiim

kurallar arasindan pareto ¢oziimler segilir. Simdiye kadar elde edilen biitiin pareto
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¢Oziim kiimesi giincellenir. Bu kiimedeki kurallara global feromon giincellenmesi
uygulanir. Bir sonraki iterasyona ge¢meden Once de terim veri setinden pareto
kiimesindeki kurallardaki terimler ¢ikartilir. Boylelikle bir sonraki iterasyon daha kii¢iik

bir terim seti ile iterasyon daha etkin bir sekilde ilerletilir.

Egitim siirecinde aday kurallar olusturulduktan sonra, siniflandirma prosediirii egitim
veri setine uygulanir. Uygunluk kontrolii olarak kullanilan degerlendirme siireci, her bir
smif i¢in ayr1 ayr1 uygulanir. Bu asamada, veri kiimesini egitim ve test olarak ayirmak
icin 10 katmanli ¢apraz dogrulama yaklasimi kullanilmistir. Kurallarin kalitesi, yanlig
siiflandirma maliyeti ve AUC ile birlikte degerlendirilmistir. Algoritma olas1 tim sinif
degerleri i¢in ayr1 olarak ¢aligtirilir ve pareto optimal kiime degerleri icin kurallarin
kalitesi elde edilir. Elde edilen kural yapist ve pareto optimal kiime saklanir,
algoritmanin sonunda en iyi siiflandirma ¢6ziim kurali olarak sunulur. Simdiye kadar
elde edilen pareto optimal kiime giincellenir. Bu kiimede birbirine bastiramayan kurallar

yer almaktadir
Onerilen ¢ok amagh KKO simiflandirma algoritmasi test asamasi adimlar:

Egitim asamasinda elde edilen pareto kiimesindeki kurallar test veri setine uygulanir.
KKO smiflandirma algoritmasi, egitim asamasinda her sinif i¢in pareto kurallar iiretir.
Bir sinif i¢in birden fazla kural pareto kiimesinde yer alabilir. Muhtemel her kural ¢ifti

icin agagidaki temel kural yapisi uygulanir.

IF onciil; THEN sinif;

ELSE IF 6nciil, THEN smif,

ELSE smif arsayitan

Ornekler, ilgili kuralla tam olarak eslesene kadar, sirayla listedeki kurallar denenir. Bir
ornek listedeki kurallardan hicbirini saglamazsa, varsayilan smif olarak smiflandirilir.
KKO smiflandirma algoritmasinda varsayilan smif, veri kiimesindeki en biiyiik sinif

olarak belirlenmistir.



Asama 1: Veri Toplama

Asama 2: Veri
Temizleme ve Onisleme

Asama 3: Nitelik Sec¢imi
FRQR+NSGA-II

Asama 4: Siniflandirma
KKO

*Musteri kaybi tahmini igin 66 nitelik belirlenmistir.
*6496 miisteri veri seti ETL araglan kullanilarak sirket veri ambarlarindan cekilmistir.
«ilgili miisteri bilgilerini kaynakta tanimlama
*Bu bilgilerin ¢ikariimasi
*Cesitli kaynaklardan gelen verilerin entegrasyonu
*Veri kiimesinin temizlenmesi
sVerilerin veri ambarina yiiklenmesi.

* Musteri veri setinde ylizde 8.9 oraninda eksik veri yer almaktadir

* Eksik deger; nitelik slirekliyse ortalama degerlerle, nitelik
kategorik veya ikili ise en sik kullanilan deger ile tamamlanmigtir

 Veri kimesindeki glirGiltlli ve yanhs degerlerle basa cikabilmek icin,
hatali degerler dizeltilmistir ve aykiri degerler cikarilmistir.

*FRQR amaglari:Min nitelik sayisi, max bagimlilik derecesi
*#NSGA-II amaglarn:Min nitelik sayisi, min yanhs siniflama maliyeti
ePareto ¢oziimlerde segilen niteliklerin sayist 2 ila 8 arasinda degismektedir. Tiim
niteliklerden yalnizca 20'sinden nitelik alt kiimelerini se¢mistir.
*En sik yer alan nitelikler sunlardir:
smiisterinin yapmis oldugu cagri sayisi
emiisterinin yapmis oldugu sikayet sayisi
smiisterinin sozlesme siiresi (ay cinsinden)
smiisterinin sdzlesme bitis tarihine kalan giin sayisi

#Onerilen algoritmanin amacglari
syanlig siniflandirma maliyetini en aza indirgemek
sAyrilmayacak miisteriyi aynlacak olarak tahmin etmenin maliyeti 2 br
+Ayrilacak miisteriyi aynlmayacak olarak tahmin etmenin maliyeti 5 br
enitelik sayisini en aza indirgemek
*AUC degerini maksimize etmek
*Bu (¢ ¢elisen amaca gore 77 adet pareto ¢oziim elde edilmistir
* FRQR + KKO: AUC=0.99769 ve MALIYET=30
*NSGA-Il + KKO: AUC=0.99800 ve MALIYET=5

Sekil 5.4. Onerilen miisteri kayb1 tahmin modelinin gerceklesme adimlari

¥6
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5.5. Onerilen Modelin Miisteri Kayb1 Tahminine Uygulamasi

Yukarida detay1 verilen miisteri veri setine onerilen model uygulanarak miisteri kayb1
tahmini ger¢eklestirilmistir. Uygulamada 6nerilen modelin ger¢eklesme adimlar Sekil

5.4.’te verilmistir.

Uygulamada, 66 nitelik ve siniftan olusan 6496 miisterinin verileri kullanilmistir. FRQR
ile en az nitelik sayis1 ile bagimlilik derecesi en yiiksek olan nitelik alt kiimesi elde
edilmeye calisilirken; NSGA-II tabanli nitelik secimi ile de yanlis siniflandirma
maliyeti ve nitelik sayisi minimize edilmeye calisilmaktadir. Her iki nitelik se¢imi
yaklagimlarindan elde edilen nitelik alt kiimeleri KKO siniflandirma algoritmasina
uygulanir. KKO siniflandirma algoritmasi ise AUC degerini maksimize ederken ay1
zamanda da yanlis siniflandirma maliyetinin minimize etmeyi amaglamaktadir. Onerilen
algoritma ayni zamanda yanlig siniflandirma maliyetini minimize etmeye caligarak,
nitelik sayisin1 minimize etmeye ¢alisarak ve AUC degerini maksimize etmeye calisarak
iic celisen hedefi géz Oniline alarak 77 adet pareto ¢éziim elde etmistir. Bu modelin
pareto optimal c¢ozlimleri, AUC, nitelik sayist ve yanlis smiflandirma maliyeti
diisiiniildiiglinde geri kalan arama uzay1 ¢oziimlerinin {istiinliigii olarak ifade edilebilir.
Her iki nitelik indirgeme yaklasimindan elde edilen nitelik alt kiimelerinin KKO ile
siniflandirilmas1 sonucu bulunan biitiin pareto ¢oziimler Sekil 5.5' te gosterilmistir.
Mavi noktalar NSGA-II nitelik indirgeme algoritmasi ile bulunan nitelik alt kiimeleri ile
elde edilen pareto ¢ozlimleri gosterirken, kirmizi noktalar ise FRQR nitelik indirgeme
algoritmas1 ile bulunan nitelik alt kiimeleri ile elde edilen pareto c¢oziimleri
gostermektedir. Sekil 5.6 ve Sekil 5.7.' de ise pareto ¢Oziimler nitelik indirgeme

yaklagimlaria gore ayr1 ayr1 gosterilmistir.



Nitelik Sayis
(51]
£

Yanhs Simiflama i ;
Maliyeti 0 06 e

Sekil 5.5. NSGA-II ve FRQR + KKO ile elde edilen Pareto Coziimler

Nitelik Sayis:

Yanhs Simiflama 0.8
Maliyeti 0 075 '

Sekil 5.6. NSGA-II + KKO ile elde edilen Pareto Coziimler
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Sekil 5.7. FRQR + KKO ile elde edilen Pareto Coziimler

Onerilen algoritmadan elde edilen, pareto ¢oziimlerde secilen niteliklerin sayisi 2 ila 8
arasinda degismektedir. NSGA-II ve FRQR, tiim niteliklerden yalnizca 20'sinden nitelik
alt kiimelerini se¢mistir. Nitelik alt kiimelerinde yer alan niteliklerin 6nemli bir kismi1 da
bu tezde Onerilen niteliklerden olusmaktadir. Bu durum Onerilen niteliklerin anlamli ve
smiflandirma kalitesine olumlu katkist oldugunu goéstermektedir. Ayrica Onerilen
niteliklerin de yer aldig1 alt kiimelerde en sik yer alan nitelikler “miisterinin yapmis
oldugu cagr1 sayis1”, “tarife grubu”, “misterinin yapmis oldugu sikayet sayisi”,

“miisterinin sézlesme siiresi (ay cinsinden)”, “sdzlesmenin son yenileme tarihi” ve

“paket dis1 yapilan toplam ¢agr1 siiresi “dir.

Tablo 5.2. Miisteri Kayb1 Tahmininde Uygulanan Maliyet Matrisi

Tahmin Edilen
Ayrilan Miisteri Ayrilmayan Miisteri

Ayrilan Miisteri 0 5
Ayrilmayan Miisteri 2 0
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Ayrilan miisteriyi siniflandirmak ile ayrilmayan miisteriyi siniflandirmak dogal olarak
esit maliyete sahip degildir. Ayrilmayacak miisteri ayrilacak olarak tahmin edildiginden,
miisteriyi kaybetmemek icin gereksiz ¢abalar gosterilecek ancak ayrilmay: diisiinen bir
miisteri ayrilmayacak olarak degerlendirildiginde miisteriyi elde tutmak i¢in ¢aba
harcanamayacak ve miisteri kaybedilecektir. Bu durum, digerinden daha onemli ve
sonuglar1 daha da pahaliya mal olacaktir. Uzmanlarin ve sirket yoneticilerinin gortisleri
alinarak deneyler esnasinda Tablo 5.2." deki maliyet matrisi kullanilmistir. Maliyet
matrisinde verilen degerler, birim degerlerdir ve goreli onemi gostermektedir. Bu
maliyet matrisi belirlenirken miisteriyi kaybetmenin ve elde tutmanin maliyet kalemleri
tek tek hesaplanmis neticede goreli 6nem degerleri elde edilmistir. Miisteri kaybini
onlemek i¢in yapilan tekrar kazanma kampanyalar1 genellikle basarili ancak elbette ki
maliyetli faaliyetlerdir. Miisterilerin ilk etapta gitmesini onlemeye yardimci olan
sadakat kampanyalari, sirketin mevcut saglayicidan ayrilmamaya karar vermesine
yardimci olan miisteri iligkileri deneyimleri veya teklifler vermesine izin verir. Bunu
saglayabilmek i¢cin de reklam kampanyalar artirilabilir. Rakiplerle yarigabilmek icin

fiyatlar diisiiriilebilir. Bunlarin hepsi birer maliyet kalemidir.

Zhu et al. [148] miisteri kayb1 tahmininde farkli ¢éziimleri karsilastirmak i¢in bazi dncii
calismalar yapmiglardir. Bu calismay1 dikkate alarak deneyler sirasinda Onerilen
algoritmay1 performansini sinamak icin veri seviyesi, algoritma seviyesi ve topluluk
¢coziimlerinden 22 yontem secilmistir. Deneyler sirasinda veri kiimesini egitim ve test
olarak ayirabilmek i¢in 10 katmanli ¢apraz dogrulama yaklagimi uygulanmistir. FRQR
ve NSGA-II elde edilen biitiin nitelik alt kiimleri i¢in bu 22 yontem uygulanmis ve
boylece Onerilen yontemle karsilastirmasi daha anlamli hale gelmistir. Secilen tiim
yontemler, kisa acgiklamalar1 ile birlikte Tablo 5.3. 'te listelenmistir ve modellerin

tanimlar1 (http://www.keel.es)’ da mevcuttur. Bu segilen yontemlerle siiflandirma

isleminde yapilan deneyler KEEL yazilim araci ile yiiriitiilmiistiir. Ornekleme
yontemlerinin etkisini arastirmak i¢in, iki simiflandirma algoritmasi temel olarak

kullanilmigtir: C4.5 karar agaci ve Destek vektor makinesi (SVM).



Tablo 5.3. Deneylerde Kullanilan Y 6ntemler

(a) Ornekleme yaklasimlar:

Tanimi

ROS Rastgele iist ornekleme

RUS Rastgele alt 6rnekleme

SMOTE Synthetic azinlik {ist 6rnekleme
SMOTE-ENN ENN eleme ile SMOTE 6rnekleme

SMOTE-Tomek

Tomek-link eleme ile SMOTE 06rnekleme

(b) Maliyet duyarl ¢oziimler

Tanimi

Ornek agirliklandirmaya dayali maliyet

99

CS-Tree <
duyarli karar agaglari
CS-SVM Maliyet-duyarl destek vektor makinesi
(c) Hybrid Ensemble ¢oziimler — Tanimi
EasyEnsemble EasyEnsemble
BalanceCascade BalanceCascade
(d) Ensemble ¢oziimler Tanimi
Bagging Bagging
OverBagging OverBagging
SMOTEBagging SMOTEBagging
UnderBagging UnderBagging
AdaBoost AdaBoost
AdaC2 AdaC2
RUSBoost RUSBoost
SMOTEBoost SMOTEBoost

Onerilen algoritmada iki ayr1 nitelik secimi yaklasimi uygulanmstir. Bu yaklasimlardan
elde edilen nitelik alt kiimelerinin sonuglar1 Tablo 5.4. 'te ayr1 olarak gosterilmistir.
FRQR + KKO Smiflandirma Algoritmas: ile elde edilen pareto ¢oziimiin amag
fonksiyonu degerleri: AUC: % 0.99769; yanlig siniflandirma maliyeti:30 ve nitelik alt
kiime elaman sayis1:2 olarak elde edilmistir. NSGA-II + KKO Siniflandirma
Algoritmasi ile elde edilen pareto ¢oziimiin amag fonksiyonu degerleri: AUC: %
0.99800; yanlis siniflandirma maliyeti: 5 ve nitelik alt kiime elaman sayisi: 3 olarak
elde edilmistir. Iki ayr nitelik secimi yaklasimindan elde edilen sonuglar
incelendiginde NSGA-II nitelik se¢imi yaklagiminin maliyet duyarli kurgulanmasi
sayesinde elde edilen sonuclarda yanlis siniflandirma maliyetinin daha diisiik oldugu;
FRQR yaklagimimin ise nitelikler arasi iligki giiclinii daha iyi analiz edebilmesi
sayesinde de daha kiicliik nitelik alt kiimeleri elde edilebildigi goriilmektedir. Bu
nedenle her iki yaklasimin avantajlarindan yararlanabilmek i¢in siniflandirma

asamasinda her iki yaklasimdan elde edilen nitelik alt kiimeleri kullanilmastir.
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Tablo 5.4. Telekomiinikasyon Miisteri Veri Setinin Deney Sonuglari

AUC MALIYET
FRQR + KKO Siniflandirma Algoritmasi 0.99769 30
NSGA-II + KKO Siniflandirma Algoritmast 0.99800 5
C45 0.97072 220
_ ROS
2:4 SVM 0.61145 1988
= S C45 0.97072 220
= RU
? SVM 0.61100 1988
—
N C45 0.97072 220
N SMOTE
. SVM 0.61687 1962
E C45 0.50000 2584
— SMOTE-ENN
= SVM 0.43273 2757
E C45 0.97072 220
Q SMOTE-TL
SVM 0.61687 1962
(a7
e o= 5 CS-TREE 0.96843 226
—
SN
= < ow
Z 5 3
S A % CS-SVM 0.93911 96
>
Bagging 0.97149 209
% Over Bagging 0.97302 207
= BAGGING
% SMOTE Bagging 0.52476 2356
:§ Under Bagging 0.96611 216
= AdaBoost 0.97072 129
= AdaC2 0.97072 129
i BOOSTING
z RUS Boost 0.99512 30
m
SMOTE Boost 0.99601 31
m
a E E EasyEnsemble 0.96919 137
= > >
= 9 R
ani % O BalanceCascade 0.97013 220
o
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Sekil 5.8. Telekomiinikasyon Miisteri Veri Setinin Deney Sonuglar1 Grafik Gosterimi

Tablo 5.4.° te karsilastirma yapilan 22 algoritma ile birlikte 24 test sonucunun AUC ve
toplam yanlis siniflandirma maliyeti degerleri yer almakta ve bu degerler Sekil 5.8.” de

grafik lizerinde verilmistir.

Tablodaki verilerden, 6nerilen algoritmanin sonuglarinin diger 22 algoritmaya gore daha
iyi AUC ve toplam yanlis smiflandirma maliyeti degerlerine sahip oldugu
goriilmektedir. Elde edilen bu sonuglarla miisteri kaybi yonetimi igin literatiire etkin bir

tahmin modeli kazandirilmasi saglanmaigstir.



6. BOLUM

SONUC

Miisteri iligkileri yonetiminde miisteri kaybi tahmini, tim isletmeler i¢in vazgegilmez
yonetimsel bir aractir. Simif dengesizligi, miisteri kaybini tahmin etmede karsilasilan
sorunlardan birisidir. Bu konuyla ilgilenmek ve azinlik sinif olan ayrilan miisterileri

tahmin edebilmek, basarili miisteri kayb1 tahmini modellemenin 6ziinii olusturmaktadir.

Bu calismada, telekomiinikasyon sektorii miisteri kaybi tahmini problemine 0zgii
entegre bir model Onerilmis ve Onerilen model Tiirkiye'de bir telekomiinikasyon
sirketinin miisteri verilerine uygulanmustir. Ik olarak, sirketin miisteri kaybin1 tahmin

etmesine katki saglayacak en etkili nitelikler belirlenmistir.

Onerilen tahmin modeli nitelik indirgeme ve siniflandirma olmak iizere iki ana
asamadan olusmaktadir ayrica yiiksek boyutlu ve dengesiz verileri analiz edebilme
ozelligine sahiptir. Nitelik indirgeme asamasinda iki ayr1 yaklasimdan yararlanilmastir.
Bunlardan ilki bulanik kaba kiime temelli FRQR yaklagimi digeri ise maliyet duyarl
NSGA-II tabanli yaklasimdir. Bu yaklasimlarla elde edilen indirgenmis nitelik
kiimelerine maliyet duyarli ve cok amagli olarak gelistirilen KKO siniflandirma
algoritmas1 uygulanmistir. Uygulama sonuglari, onerilen modelin miisteri kayb1 veri
kiimesini dogru ve diisiik maliyetle simiflandirmak i¢in basit kurallar {iretebildigini

gostermektedir.

Ileriki calismalarda, miisteri kayb1 yonetimi stratejileri ortaya konabilir. Gergeklestirilen
uygulama miisteriyi daha iyi tamimak ve ihtiyaglarim1 karsilamak i¢in miisteri
segmentasyonu ile iyilestirilebilir. Calismamizda c¢ok amagli ve maliyet duyarl
yaklagimlar uygulanmigtir. Farkli sezgisel algoritmalar maliyet duyarli bir sekilde
uygulanabilir ve bu ¢alismada elde edilen sonuglar ile karsilastirilabilir. Ayrica, diger
nitelik indirgeme algoritmalari, maliyet duyarlilig1 ve verimliligi a¢isindan bu ¢alismada

elde edilen sonuglarla karsilagtirilabilir.
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