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ÖZET 

 

Muhammed Mehdi MENTEŞ 

RADYOLOJİ GÖRÜNTÜLERİNDEN COVID19 ZATÜRRESİ ANALİZİ 

Başkent Üniversitesi Fen Bilimleri Enstitüsü 

Biyomedikal Mühendisliği Anabilim Dalı 

2022 

 

COVID19, ilk olarak 2019 yılı sonunda Aralık ayında ortaya çıkmıştır ve ilk vaka Çin’in 

Wuhan kentinde görülmüştür. Birkaç ay içerisinde tüm dünyayı saran bir pandemi haline 

gelen hastalığa dönüşmüştür. Hastalığa sebep olan virüs, SARS virüs ailesine ait olan SARS-

CoV-2’dir. Hastalığın başlıca belirtileri, yüksek ateş, halsizlik, öksürük ve nefes darlığıdır. 

Hastalığın ilerleyen safhalarında çeşitli sindirim sistemi rahatsızları, kalp rahatsızlıkları ve 

zatürre gibi mortaliteyi artıran sonuçlar görülebilir. Radyolojik görüntüler COVID19 

pandemisi döneminde, hastalığın zatürre oluşturup oluşturmadığını incelemek ve eğer 

akciğerlerde zatürre oluştuysa bunun durumunun takibi için kullanılmaktadır. Radyolojik 

görüntüler birkaç başlık altında açıklanabilmektedir; röntgen görüntüleri, manyetik rezonans 

görüntüleri, pozitron emisyon tomografisi görüntüleri ve bilgisayarlı tomografi 

görüntülerinden oluşmaktadır. Bilgisayarlı tomografi genellikle kemik dokusu, damar 

dokuları, kalp dokusu ve akciğer dokuları gibi çeşitli bölgelerin incelenmesi amacıyla 

kullanılabilmektedir. COVID19 pandemisi döneminde de, zatürre tespiti için en çok 

kullanılan yöntemlerden birisi olmuştur. Bunun başlıca sebepleri, yüksek çözünürlüklü 

görüntüler sunması, kısa sürede sonuç alınabilmesi, çok katmanlı görüntüler sunduğu için 

detaylı bilgiler sunması şeklinde sayılabilir. Bilgisayarlı tomografi görüntüleri lezyonların 

tespitinin yanı sıra hastalığın akciğerler üzerinde seyrinin takip edilmesi için de 

kullanılabilmektedir. Bu çalışmada VGG16, ResNet50, ResNet50v2 ve katman eklenmiş 

ResNet50v2 mimarileri ile 12967 görüntü, oluşturulan sistem tarafından eğitilmiş ve test 

edilmiştir. Eğitilen katman eklenmiş ResNet50v2 modeli ile sınıf aktivasyonu görüntüler 

üzerinde görselleştirilmiştir. Yapılan testlerin sonuçlarına göre katman eklenmiş 

ResNet50v2 modeli %97.83 hassasiyet, %99.47 özgüllük ve %99.53 test kesinliği vermiştir. 

ANAHTAR KELİMELER : COVID19, Zatürre, Derin Öğrenme 

 



iii 

 

ABSTRACT 

Muhammed Mehdi MENTEŞ 

COVID 19 PNEUMONİA ANALYSIS FROM RADIOLOGY IMAGES 

Başkent University Institute of Sciences 

Biomedical Engineering Major Science 

2022 

 

COVID19 is a disease that appeared in China,Wuhan in end of the 2019,December.It became 

a pandemic within a few months. The virus that causes the disease is SARS-CoV-2, which 

belongs to the SARS virus family. The main symptoms of the disease are high fever, 

weakness, shortness of breath and cough. In the later stages of the disease, results that 

increase mortality such as various digestive system disorders, heart diseases and pneumonia 

can be seen. Radiological images are used during the COVID19 pandemic period to examine 

whether the disease causes pneumonia and to monitor the situation if pneumonia has 

occurred in the lungs. Radiological images can be explained under several headings; 

computed tomography images, magnetic resonance images, X-ray images and positron 

emission tomography images. Computed tomography can generally be used to examine 

various regions such as bone tissue, vascular tissues, heart tissue and lung tissues. During 

the COVID19 pandemic, it is one of the most used methods for detecting pneumonia. The 

main reasons for this can be counted as offering high-resolution images, getting results in a 

short time, and providing detailed information because it offers multi-layered images. 

Computerized tomography images can be used to detect lesions as well as to follow the 

course of the disease on the lungs. In this study, 12967 images were trained and tested by 

VGG16, ResNet50, ResNet50v2 and ResNet50v2 architectures with added layers. Class 

activation was visualized on images with the ResNet50v2 model with the trained layer 

added. According to the results of the tests, the ResNet50v2 model with the added layer gave 

97.83% sensitivity, 99.47% specificity and 99.53% test accuracy. 

KEYWORDS : COVID19, Pneumonia, Deep Learning 
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SİMGELER VE KISALTMALAR LİSTESİ 

 

BT bilgisayarlı tomografi 
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PET pozitron emisyon tomografisi 
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1.GİRİŞ 

 

1.1.Tezin Amacı, Motivasyonu ve Genel Özeti 

 Bu çalışmanın amacı medikal görüntüleme yöntemlerinden biri olan bilgisayarlı 

tomografi ile alınan görüntüler üzerinden, COVID19 zatürresine sahip olan ve olmayan 

bireyleri teşhis eden ve görüntüleri yorumlamak amacıyla inceleyen, alanında uzman 

personele katkı sağlayabilecek ve iş gücünü azaltabilecek bir karar destek sistemi üretmektir. 

 2020 yılının başından bu yana dünya üzerinde artan COVID19 hafif, orta ve ağır 

semptomatik vakalar ile birlikte sağlık personellerinin iş gücü de, yadsınamayacak şekilde 

artmıştır. Ağır semptomatik vakalar için uygun tedavi yöntemlerinin zatürrenin ilk 

aşamalarında uygulanması önem arz etmektedir. Ayrıca zatürrenin seyrinin izlenebilmesi 

için en uygun ve en sağlıklı sonuç veren görüntüleme yöntemi de bilgisayarlı tomografidir. 

Tüm bunların neticesinde sağlık personelini bilgisayar ile desteklemek ve iş gücünü 

azaltmak tezin motivasyon kaynağını oluşturmuştur. 

 Bu çalışmada dört farklı derin öğrenme mimarisine girdi olarak İranlı bilim insanları 

tarafından hazırlanan veri seti kullanılmıştır. Oluşturulan modeller test verileriyle test 

edilmiştir. Ayrıca modeller görselleştirilerek maskeler oluşturulmuş ve bu maskeler ham 

görüntülerin üzerine eklenerek incelenmiştir. 

 

1.2.COVID-19 ve Zatürre 

Koronavirüs, hayvanları ve de bazı hayvanları enfekte eden, tek sarmallı büyük RNA 

virüslerindendir. Koronavirüs 1966 yılında ilk defa Tyrell ve Bynoe isimli bilim adamları 

tarafından, belirti olarak soğuk algınlığına benzer belirtisi bulunan vakalardan alınan virüsler 

tarafından tanımlanmıştır. Çekirdek kabuğu ve güneş koronasına benzeyen yüzey çıkıntıları 

olan küresel yapılarından dolayı, koronavirüsler olarak adlandırıldılar. Alfakoronavirüs, 

betakoronavirüs, gamagamakoronavirüs ve deltakoronavirüsler olmak üzere dört sınıfa 

ayrılmıştırlar. Alfakoronavirüs ve betakoronavirüs genelde memelilerden, özellikle de 

yarasalardan kaynaklanırken, gamakoronavirüs ve deltakoronavirüs domuzgillerden ve 

çeşitli kuş türlerinden kaynaklanabilmektedir. İnsanlarda enfeksiyona sebep olan 7 

koronavirüs alt tipi arasında betakoronavirüsler diğerlerine göre daha sert bir hastalığa ve 

hatta ölümlere neden olabiliyorken, alfa sınıfı koronavirüsler semptom göstermeyen veya 

hafif semptom gösteren enfeksiyonlara neden olur. Başlıca dört yapısal gen, nükleokapsid 

proteini (N), başak proteini (S), küçük bir zar proteini (SM) ve zar glikoproteininden (M) 
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meydana gelen ilave bir zar glikoproteini (HE) ile kodlanmıştır [1-3]. Aşağıda yer alan Şekil 

1.1’ de koronavirüsün elektron mikroskobu altındaki görüntüsü gösterilmiştir. 

 

Şekil 1.1. Koronavirüsün Elektron Mikroskobu Altındaki Görüntüsü [3] 

Koronavirüs hastalığı 2019 ya da daha çok bilinen adıyla COVID-19’a sebep olan 

virüs, şiddetli akut solunum sendromu koronavirüs 2 kısa ismiyle SARS-CoV-2’dir. Aralık 

2019'da Çin'in Wuhan kentinde ilk defa bir COVID-19 vakası tespit edilmiştir. Hastalık 

Aralık 2019’dan itibaren dünya çapında yayılmış ve milyonlarca insanın enfekte olduğu bir 

pandemiye yol açmıştır. 

COVID-19’da ilk vakaların tespitinde klinik belirti olarak pnömoni yani zatürre 

olmuştur. Daha sonraları incelenen vakalarda, özellikle pediatrik hastalar arasında sindirim 

sistemi enfeksiyonlarının görüldüğü belirtilmiştir. Şimdiye kadar yapılan gözlemler, kuluçka 

süresinin ortalama üç gün ila beş gün arasında olduğunu göstermektedir. Enfeksiyon, 

şikayeti olan vakalarda bilgisayarlı tomografide incelenerek, hastaların büyük çoğunluğunda 

pnömoni görülmüştür. Bunu takiben gelen öksürük, nefes darlığı ve şiddetli göğüs 

semptomları ile birlikte hastalığın ilerleyebildiği gözlemlenmiştir. Zatürre, enfeksiyonun 

ilerleyen safhalarında, genellikle 2-3  haftada ortaya çıkmaktadır. Viral pnömoninin belirgin 

belirtileri arasında oksijen satürasyonunda azalma, kan gazı sapmaları, buzlu cam 

görüntüleri gibi, röntgen ve diğer görüntüleme teknikleriyle görülebilen değişiklikler, yer 

almaktadır [4-6]. 

COVID-19'un semptomları kişiden kişiye değişkenlik göstermektedir, yine de çoğu 

enfekte hastada sıklıkla ateş, öksürük, koku ve tat kaybı, baş ağrısı, yorgunluk, nefes alma 
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güçlükleri gibi semptomlar sayılabilmektedir. Belirtiler virüse maruz kaldıktan sonra 1-14 

gün içerisinde ortaya çıkabilir. Enfeksiyona maruz kalan kişilerin yaklaşık üçte biri belirgin 

semptomlar geliştirmemketedir. Yalnızca %5'lik kısım kritik semptomlardan muzdariptir. 

Orta yaş üstünde, yani 65 yaş ve üzerinde şiddetli semptomlar geliştirme riski daha 

yüksektir. Bazı enfekte hastalarda, enfeksiyon sonrasında uzun süre çeşitli etkiler yaşamaya 

devam ettiği ve çeşitli organlarda enfeksiyona bağlı düzensilikler oluştuğu gözlemlenmiştir. 

Hastalık yeni denilebilecek kadar kısa süre öncesinde ortaya çıktığı için, gelecekteki 

etkilerini daha detaylı olarak incelemek için uzun süreli çalışmalar yapılmaktadır [7]. 

COVID-19, insanlara, enfekte diğer insanların ekstrüde ettiği solunum gazlarından 

veya öksürük yoluyla vücutlarında çıkan virüs içeren damlacıklar ile bulaşmaktadır. Bunları 

soluma riski, yakın temasta, kapalı ortamlarda en yüksektir. Virüs içeren sıvıların gözlere, 

buruna veya ağza sıçraması veya püskürtülmesi ile ve de nadiren yüzeyler yoluyla bulaşma 

meydana gelebilmektedir. İnsanlarda bulaşıcılık yaklaşık 21 güne kadar sürebilmektedir ve 

herhangi bir belirti göstermeseler bile virüsü yayabilmektedirler [8]. 

Hastalığı teşhis etmek için çeşitli test yöntemleri, halihazırda olan yöntemlerden 

uyarlanmıştır. Standartlaşmış ve en yaygın olan teşhis yolu, virüsün nükleik asidinin gerçek 

zamanlı ters transkripsiyon polimeraz zincir reaksiyonu (PCR) testleridir. Bu test 

yönteminde yalnızca pozitif veya negatif gibi sonuçlar verilmektedi [9-10]. 

2020 ve 2021 yılları içerisinde çeşitli COVID-19 aşıları onaylanmıştır. Onaylanan 

aşılar dünyanın birçok ülkesinde halka uygulanmaya devam etmektedir. Çeşitli ülkelerin 

sağlık kuruluşları tarafında halka yapılan duyurlarda genellikle önleyici tedbir olarak yakın 

temastan kaçınmak, karantina, kapalı alanların havalandırılması, öksürük ve hapşırıkların 

kapatılması, ellerin yıkanması ve yüzey temasından uzak kalınması sayılabilmektedir. 

Ayrıca bulaş ihtimalini azaltmak ve kişsel korunmayı sağlamak amacı ile kalabalık 

ortamlarda ağzı ve burnu kapatack maskeler veya koruyucu ekipmanların kullanılması 

tavsiye edilmiştir [11-14]. 

 

1.3.COVID-19 Teşhis Yöntemleri 

COVID-19, yalnızca belirli bir sürede, belirtiler hala hastada bulunuyorken teşhis 

edilebilmektedir ve genellikle ters transkripsiyon polimeraz zincir reaksiyonu (PCR) testleri 

kullanılarak tespit edilmektedir. Laboratuvar testleri ile birlikte bilgisayarlı tomogrofi ve 

röntgen görüntüleri, hastalık şüphesi olan kişilerde COVID-19'u teşhis için kullanılmakta ve 

hastalığın ilerleyen düzeylerinde hekimlere hasta ve hastalık ile ilgili daha detaylı bilgiler 
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verebilmektedir. Enfeksiyona tepki olarak vücudun ürettiği antikor sevyesini ölçen bir takım 

testler ile daha önceden geçirilmiş hastalığın tespiti de mümkündür [15-16]. 

 

1.3.1.Viral Test Yöntemleri 

Viral test yöntemleri, SARS-CoV-2'nin halihazırdaki ve önceki varlığını 

değerlendirmek için örneklerin laboratuvarda incelenmesini içeren bir yöntemdir. 

Günümüzde uygulanan ana yöntemlerde virüsün varlığını ya da virüse yanıt olarak vücut 

tarafından üretilen antikorları tespit edilmektedir. Virüs mevcudiyetini tespit için moleküler 

testler, bireysel hastaları ve toplumu etkileyen salgınları takip etmek gibi sebeplerden 

kullanılmaktadır. Bunun yerine antikor testleri (serolojik immünolojik testler) birisinin bir 

zamanlar hastalığa sahip olup olmadığını göstermektedir. Antikor testleri mevcut 

enfeksiyonların teşhisinde daha az faydalıdırlar çünkü enfeksiyondan sonra haftalarca 

antikor gelişmediği gözlemlenmiştir [17-19]. 

Test analizi genellikle tıbbi laboratuvarlarda çalışan bilim insanları tarafından 

otomatikleştirilmiş, yüksek verimli tıbbi laboratuvarlarda gerçekleştirilmektedir. Alternatif 

olarak, muayenehanelerde ve otoparklarda, işyerlerinde, kurumsal ortamlarda veya toplu 

taşıma merkezlerinde bu testler yapılabilmektedir. Virüsün tespiti genellikle ya virüsün iç 

RNA'sı ya da virüsün dışındaki protein parçaları aranarak yapılmaktadır. Viral antijenleri 

(virüsün parçaları) arayan testlere antijen testleri denmektedir. 

Virüsün RNA'sının varlığını tespit ederek virüsü arayan çok sayıda test türü 

kullanılmaktadır. 2021 itibariyle moleküler testler arsında en yaygın kullanılan yöntem ters 

transkripsiyon polimeraz zincir reaksiyonu yani PCR testidir [20-24]. Aşağıda yer alan Şekil 

1.2’de PCR testi için örnek alma aşamaları gösterilmiştir. 
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Şekil 1.2. Burun ve Ağızdan Alınan PCR Sürüntü Testi Örneği [25] 

 

1.3.2.Görüntüleme Yöntemleri 

Göğüs BT görüntüler, hastalık şüphesi olan kişilerde COVID-19'u teşhis etmede 

kullanılmaktadır, ancak hekim tarafından gerekli görülmedikçe yüksek X-ışını dozlarından 

dolayı önerilmemektedir. Her iki akciğer lobunda da buzlu cam opasiteleri erken 

enfeksiyonda yaygın olarak görülmektedir. Göğüs radyografilerinde ve semptomatik olan 

kişilerin bilgisayarlı tomografilerinde (BT) karakteristik olarak asimetrik ve her iki lobda da 

bulunabilen buzlu cam opasiteleri bulunmaktadır. 

Doğrulanmış vakalar için görüntüleme bulgularının uluslararası bir çevrimiçi 

veritabanını derleyen birçok grup, görüntüleri içeren COVID-19 veri kümeleri 

oluşturmuştur. Yapılan büyük bir çalışmada, BT sonuçlarını ile PCR sonuçları 

karşılaştırılmış ve BT’nin hastalık için daha az özgül olmasına rağmen daha seri ve daha 

hassas sonuçlar verdiği gösterilmiştir [26-29]. 

 

1.4.Görüntüleme Yöntemleri ile Covid 19 Teşhisi 

1.4.1.Bilgisayarlı Tomografi 

Göğüs BT'si, satın alınabilirliği, bulunabilirliği ve ayrıntılı anatomik çözünürlüğü 

nedeniyle pandeminin başlangıcından bu yana COVID19'un sebep olduğu zatürre 

lezyonlarının görüntülenmesinde sıklıkla kullanılmaktadır. Bilateral akciğer tutulumu en sık 

olarak, genellikle periferik, subplevral ve posterior dağılımda baskın olarak 

gözlemlenmektedir. Altta yatan vasküler ve bronş mimarisinin korunduğu puslu opasiteler 

olarak tanımlanan buzlu cam opasiteleri en yaygın olan gözlemlerdir ve oluşma oranları %50 

ile %80 arasındadır [30-32]. 
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Yayınlanmış literatürde bildirilen vaka oranlarındaki büyük farklılıkların 

muhtemelen hastalığın ilerlemesi, hasta özellikleri ve hastalığın genel ciddiyeti 

faktörlerinden kaynaklanması mümkündür. Örneğin, kritik hastalarda lineer opasiteler, 

konsolidasyon, bronşiyal duvar kalınlaşması modeli oluşum oranlarının hepsinin çok daha 

yüksek olduğu gözlemlenmiştir. Benzer şekilde, konsolidasyon gelişiminin, fibromiksoid 

eksüdaların alveoler birikimi ile çakışan hastalık ilerlemesi ile ilişkili olabileceği de öne 

sürülmüştür. Bu nedenle, bu lezyonlar hastalığın ilerleyen safhalarında ve 65 yaşın 

üzerindeki hastalarda daha belirgin olmaktadır. Ayrıca, başlangıç lezyonları genellikle 

akciğer çevresini işgal edebilirken, lezyon sayısında artış merkezcil yayılma ile de hastalık 

ilerlemesi ile ilişkilendirilmektedir. Görüntüleme yöntemleri ile elde edilen sonuçlara göre 

hastalık yaklaşık 10 günde zirve yapma eğilimindedir [33-35]. 

Özellikle pediatrik popülasyonlara odaklanan çalışmalar, çocukların yetişkinlere 

kıyasla daha hafif hastalık yaşayabileceğini öne sürmüştür. Buna karşılık, gebe hastalar 

başlangıçta göğüs BT'sinde genel yetişkin popülasyonu ile benzer bulgularla 

başvurabilirken, güncel literatürde veriler bu popülasyonun aslında plevral efüzyonlarla 

daha sık ortaya çıkabileceğini ve ilerlemeye daha yatkın olabileceğini düşündürmektedir. 

Bununla birlikte, COVID-19 pnömonisinin görüntüleme bulgularının oldukça spesifik 

olmadığı ve hem SARS-CoV-1 hem MERS-CoV ile hem de diğer viral pnömonilerle çok 

sayıda örtüşen özelliği paylaştığı konusunda çeşitli çalışmalar bulunmaktadır. Özellikle, 

herpes simpleks virüsü, adenovirüs ve sitomegalovirüs pnömonilerinin hepsinin benzer 

görüntüler oluşturduğu incelenebilmektedir. COVID-19 pnömonisinde göğüs BT 

bulgularının influenza virüsü pnömonisine karşı karşılaştırmalı bir çalışmada, 

konsolidasyon, opasiteler, interlobüler septal kalınlaşma, bronşiyal duvar kalınlaşması, 

sentrilobüler nodüller, mozaik zayıflama, hava bronkogramları ve yanallık varlığında hiçbir 

fark bulunamamıştır [36-38].  Aşağıda bulunan Şekil 1.3 ve Şekil 1.4’te zatürre lezyonu 

bulunan ve bulunmaya BT görüntüleri gösterilmiştir. 
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Şekil 1.3. Zatürre Lezyonu Görülmeyen Bir BT Görüntüsü 

 

 

Şekil 1.4. Buzlu Cam Opasiteleri (Akciğer İçerisinde Bulunan Gri Bulanık Görüntüler) 

Şeklinde Zatürre Lezyonu Görülen BT Görüntüsü 
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1.4.2.Akciğer Röntgeni 

COVID-19 zatürre lezyonunu tespit etmek için göğüs röntgeni kullanılan diğer bir 

metottur ancak tek bir yönden bakış açısı sağlaması sebebiyle net bir görüş sağlamak 

nispeten daha zordur. Ancak röntgen görüntüleri, geleneksel tanı testlerine göre çok daha 

yaygın ve uygundur. Dijital X-ışını görüntülerinin alımı ile aktarımı arasında oldukça kısa 

bir süre mevcuttur. Bu nedenle teşhis sürecini son derece hızlı hale getirir. BT 

taramalarından farklı olarak, portatif X-ışını makineleri ayrıca bir izole ortam içinde çekim 

yapılmasını sağlar, bu nedenle ek kişisel koruyucu ekipman gereksinimine gerek duyulmaz. 

Ayrıca hastalar için BT de alınan yüksek dozlu radyasyon riskini de azaltır [39-41]. Şekil 

1.5’te zatürre lezyonu görülen ve görülmeyen akciğer röntgeni gösterilmiştir. 

 

 

 

Şekil 1.5. Zatürre Lezyonu Görülmeyen (üstte) ve Zatürre Lezyonu Görülen (altta) Akciğer 

Röntgenleri [41] 
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1.4.3.Manyetik Rezonans Görüntüleme 

Giderek artan sayıdaki vakalar, diğer klinik endikasyonlar için baş ve boyun veya 

göğüs MR görüntülemesi yapılan kişilerde COVID-19 pnömonisi ile ilgili tesadüfi 

bulguların görselleştirilmesini doğrulamıştır. Sekiz hastadan oluşan bir ön vaka serisinde 

opasitelerin görselleştirilmesi, konsolidasyon, retikülasyon görülmüştür. Benzer şekilde, 

diğer bir çalışmada opasitelerin veya konsolidatif lezyonların MR görüntüleme tespitinde 

geleneksel BT'ye göre anlamlı bir farklılık göstermemiştir. Ultrashort eko zamanlı MR 

(UTE-MRI) ile konvansiyonel BT'nin ileriye dönük karşılaştırmalı analizinde de lezyon 

tespitinde yüksek uyum göstermiştir. Şüpheli alt solunum yolu enfeksiyonlarını 

değerlendirmek için rutin olarak kabul edilmese de, pulmoner MR görüntüleme, hamile 

hastalar ve iyonlaştırıcı radyasyona maruziyetten kaçınılması gereken çocuklar gibi yüksek 

riskli hasta gruplarının görüntülenmesi için uygun bir alternatif sağlayabilmektedir [42-47].  

Şekil 1.6’da zatürre lezyonu görülen BT ve MR görüntüleri gösterilmiştir. 

 

 

Şekil 1.6. Karşılaştırmalı Olarak Zatürre Lezyonu Görülen BT (solda) ve MR (sağda) 

Görüntüleri [46] 

 

1.4.4.Pozitron Emisyon Tomogrofisi 

Pozitron emisyon tomografisi de COVID-19 zatürre lezyonlarının belirlenmesi için 

kullanılan yöntemlerden birisidir. Bu yöntemde kullanılan F etiketli florodeoksiglukoz (F-

FDG), yaklaşık 110 dakikalık bir yarı ömre sahip bir glikoz analogu pozitron yayan 

radyoizleyicidir. En iyi malignitelerin fonksiyonel görüntülemesindeki uygulanabilirliği ile 

bilinmesine rağmen, enfeksiyöz ve inflamatuar pulmoner durumların değerlendirilmesinde 

ve karakterizasyonunda F-FDG-PET kullanımının artan bir rolü vardır. Önceki çalışmalar, 

kronik obstrüktif akciğer hastalığı (KOAH) ve astım gibi hastalıklarda akciğer hücrelerinin 

davranışını incelemek için damardan enjekte edilen radyoaktif  maddeler ile görüntülemesi 
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için bir kullanılmıştır. BT ile birleştiğinde, PET/BT, hem fonksiyonel hem de anatomik 

süreçlerin ayrıntılı değerlendirilmesini sağlamaktadır [48-52]. 

Aşağıda yer alan Şekil 1.7’de zatürre lezyonu görülen PET-BT görüntüsü 

gösterilmiştir. 

 

 

Şekil 1.7. Zatürre Lezyonu Görülen PET-BT Görüntüsü [51] 

 

1.5.Derin Öğrenme 

Derin öğrenme, yapay sinir ağlarına dayalı, sistemin sınıflandırma veya öğrenme 

görevinin kendi kendine geliştirdiği, makine öğrenimi yöntemlerin parçasıdır. Öğrenme 

sistemi, denetimli, yarı denetimli veya denetimsiz olarak gerçekleşebilir. Derin öğrenme, 

konuşma tanıma, bilgisayarla görme, makine çevirisi, doğal dil işleme, biyoinformatik, tıbbi 

görüntü analizi, ilaç tasarımı gibi alanlara, derin sinir ağları, derin pekiştirmeli öğrenme, 

derin inanç ağları, evrişimli veya konvolüsyonal sinir ağları, tekrarlayan sinir ağları gibi 

derin öğrenme mimarileri ile uygulanmıştır [53-57]. 

Yapay sinir ağları, organizmalarda bulunan sistemlerdeki bilgi işleme ve bu bilgiyi 

ileten düğümlerden ilham almaktadır. Ancak YSA'ların organizmalardan belirli başlı 

yönlerden farklılıkları bulunmaktadır. Özellikle, yapay sinir ağları dijital ve matematiksel 

olarak işlerken, çoğu canlı organizmanın beyni analog ve dinamiktir. Derin öğrenme ismi, 

ağda çok fazla yani derin seviyede katmanın kullanımını ifade etmektedir. Modern derin 

öğrenme sistemlerinin bir çoğu yapay sinir ağları ile gerçekleştirilmektedir. Yapay sinir 
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ağları arasında da özellikle evrişimli veya konvolüsyonal sinir ağları (CNN) en çok 

kullanılan yöntemlerdir [58-60]. 

Derin öğrenmenin içerdiği her bir katman, somut girdi verilerini daha da soyut ve 

bileşik bir fonksiyonel modele dönüştürmeyi öğrenmektedir. Örneğin, bir hayvan ayırma ve 

tanımlama uygulamasında, giren veri bir görüntü olabilir; birinci katmanda pikseller 

soyutlanabilir ve kenarlar kodlanabilir; ikinci katmanda, kenarların düzenlemeleri 

oluşturulabilir ve kodlanabilir; üçüncü katmanda burnu, gözleri, kulakları ve tüy rengi 

kodlanabilir ve son katman görüntünün hangi hayvanı içerdiğini anlayabilir. Asıl önemli 

olan nokta, bir derin öğrenme uygulaması, hangi çıkarım işleminin hangi düzeyde daha 

uygun şekilde yerleştirileceğini kendi başına öğrenebilir. Ancak, kendi kendine öğrenmesi, 

insana olan ihtiyacı tamamı ile yok etmez, örnek olarak; katman özellilker ve katman boyutu 

vb. [61-62]. 

Denetimli öğrenme için, derin öğrenme yöntemleri, verileri ana bileşenlere benzer 

kompakt ara öğelere çevirerek ham verilerdeki gereksiz bölümleri yok eden katmanlı yapılar 

türetir. Derin öğrenme algoritmaları, herhangi bir denetim içermeyen yani verilerin ham 

olduğu öğrenme görevlerinde de uygulanabilir. Bu derin öğrenme için çok önemlidir çünkü 

etiketlenmemiş ham halde olan veriler etiketlenmiş verilerden çok daha fazladır [63-64]. 

 

1.5.1.Yapay Sinir Ağları 

 Yapay sinir ağları (YSA) veya bağlantı sistemleri, organizmaların bir bileşeni olan 

biyolojik sinir ağlarından ilham alan bilgi işleme mekanizmalarıdır. Bu tür sistemler, 

genellikle işe özel programlama olmadan, örnekler üzerinden işi yapmayı öğrenir ve 

kademeli olarak yeteneklerini geliştirir. Örneğin, görüntü tanıma yöntemleri için, el ile 

girilen "covid" veya "normal" olarak önceden sınıflandırılmış örnek görüntüleri analiz 

ederek, test görüntülerindeki lezyonları bulmak için analiz sonuçlarını kullanarak zatürre 

lezyonu bulunan ve bulunmayan görüntüleri öğrenebilirler. 

Bir yapay sinir ağı, biyolojik beyindeki biyolojik nöronlara benzeyen ve yapay 

nöronlar olarak adlandırılan birbirleri ile bağlantılı birimler kümesidir. Ağlar arasındaki her 

irtibat kuran bölüm, başka bir ağa bilgi iletebilir. Alıcı olan ağ, sinyali veya sinyalleri 

işleyebilir ve daha sonra ona bağlı olan akıştaki diğer ağlara sinyal gönderebilir. Ağlar, 

genellikle gerçek sayılarla temsil edilen, tipik olarak 0 ile 1 arasında bir değer alabilirler. 

Ağlar ve bağlantı yolları ayrıca, akış yönünde ilettiği veri veya sinyalin derecesini ve 

genliğini  artırabilen veya azaltabilen yapılardır ve ağda ilerleme katedildikçe 
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gelişebilmektedirler. Yapay sinir ağları katmanlar halinde oluşturulur. Birbirinden farklı 

katmanlar, girdileri üzerinde farklı türde dönüşümler gerçekleştirebilir.  

Sinir ağları, konuşma tanıma, görüntü tanıma, tıbbi teşhis, makine çevirisi, gibi çeşitli 

alanlarda kullanılmaktadır. Günümüzde sinir ağları genellikle binlerce hatta milyonlarca 

birime ve bağlantıya sahip olabilmektedirler. Bu sayı, bir insandaki nöron sayısından daha 

azdır ancak, bu ağlar, insanlarınkinden daha yüksek düzeyde birçok görevi 

gerçekleştirebilmektedir [65-68]. 

 

1.5.1.1.İleri Beslemeli Sinir Ağları 

 İleri beslemeli sinir ağlar, bağlantılar arasında bir döngü oluşturmaz ve bu özelliğiyle 

ön plana çıkan tek yönlü bir yapay sinir ağıdır. Bu özelliği ile, tekrarlayan sinir ağlarından 

ayrılmaktadır. Tasarlanan ilk ve en basit yapay sinir ağı türü ileri beslemeli sinir ağlarıdır. 

Bu ağda bilgi, girdi katmanından, gizli katmanlar aracılığıyla ve çıkış katmanına doğru tek 

bir yönde, ileriye doğru, hareket eder ve ağda döngü veya geri besleme yoktur. İleri belemeli 

sinir ağında girdiler doğrudan doğruya çıktılar ile beslenir [69].  

Aşağıda bulunan Şekil 1.8’de düz bir yapay sinir ağı sistemi gösterilmiştir. 

 

Şekil 1.8. Basit Anlamda Düz Bir Yapay Sinir Ağı Sistemi 

 



13 

 

 Bu ağ çeşidi, ileri yönlü bir şekilde birbirilerine bağlı birçok hesaplama katmanından 

oluşmaktadır. Bir katmandaki her parametre, sonraki katmanın parametrelerine bağlantıları 

yönlendirilmiş ve önceki nöronların çıktıları kendilerinden sonra gelen nöronların girdileri 

olarak kullanılmıştır [70]. 

 

1.5.1.2.Konvolüsyonal Sinir Ağları 

 Derin öğrenmede, evrişimli veya konvolüsyonal sinir ağı (CNN), en çok görüntüleri 

analiz etmek için kullanılmakta olan yapay sinir ağı sınıfıdır. Görüntü ve videolardan obje 

tanıma,, görüntü sınıflandırma, çeşitli öneri sistemleri, görüntü bölümlendirme, tıbbi görüntü 

analizi, insan-bilgisayar arayüzleri gibi alanlarında uygulamaları bulunmaktadır [71]. 

 

Şekil 1.9. Konvolüsyonal Sinir Ağı Sistemini Bir Gösterimi 

 

Konvolüsyonal sinir ağları, çok katmanlı derin öğrenme sistemlerinin derlenmiş 

modelleridir. Birden çok katmanı bulunan derin öğrenme sistemleri genellikle 

parametrelerin birbiriyle tamamen ilişkili olduğu ağlar anlamına gelmektedir, bu da bir 

katmandaki her parametrenin bir sonraki katmandaki tüm parametrelere bağlı olduğunu 

göstermektedir. Bu ağlar arasındaki bağlanabilirlik ilişkisi, onları daha fazla veriyle işlem 

yapabilir hale getirmektedir [72-73]. 

CNN'lerde, diğer görüntü ile ilgili algoritmalara nazaran daha az ön işleme 

kullanılmaktadır. Bu, ağın otomatikleştirilmiş öğrenme yoluyla filtreleri optimize etmeyi 

öğrenmektedir yani el ile belirlenen özelliklerde kullanılan filtrelere ihtiyaç 

duyulmamaktadır. Öznitelik çıkarmada ham verilerin kullanımı ve insan müdahalesinden 

bağımsızlık, sistem için büyük bir avantajdır [74-75]. 
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1.5.1.3.Kalıntısal Sinir Ağları 

 . Artık sinir ağları, atlama bağlantılarını veya bazı katmanların üzerinden atlamak 

için ağda bulunan kısayolları kullanarak atlama işlemini yapmaktadır. ResNet modelleri, 

doğrusal olmayanlar ve arada toplu normalleştirme içeren çift veya üç katmanlı atlamalarla 

uygulanmaktadır. Artık sinir ağları bağlamında, artık olmayan bir ağ, düz bir ağ olarak 

tanımlanabilmektedir [76].  

Aşağıdaki Şekil 1.10’da kalıntısal sinir ağının, kalıntıları toplama yöntemi 

gösterilmiştir. 

 

 

Şekil 1.10. Kalıntısal Sinir Ağının Kalıntıları Toplama Yöntemi 

 

Atlama bağlantıları eklemenin iki ana nedeni vardır: kaybolan gradyanlar sorununu 

önlemek veya doğruluk doygunluğu sorununu azaltmak; uygun şekilde derin bir modele 

daha fazla katman eklemek, daha yüksek eğitim hatasına yol açmaktadır [77]. 

Atlama, eğitimin başlarında daha az katman kullanarak eğitimi ya da ağı etkili bir 

şekilde basitleştirir. Bu, kullanımda daha az katman olduğundan, kaybolan gradyanların 

etkisini azaltarak öğrenmeyi hızlandırmaktadır. Ardından ağ, özellik alanını öğrenirken 

atlanan katmanları kademeli olarak geri yükler. Artık parçaları olmayan bir sinir ağı, özellik 

alanının daha fazlasını keşfeder [78-80]. 
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1.5.2.Derin Öğrenme Uygulama Alanları 

 Derin öğrenme, görüntü tanıma, doğal dil işleme,görsel sanat işleme, ilaç keşfi ve 

toksikoloji, öneri sistemleri, müşteri ilişkileri yönetimi, mobil reklamcılık, kısmi 

diferansiyel denklemler, görüntü restorasyonu, tıbbi görüntü analizi ve biyoinformatik gibi 

çeşitli alanlarda kullanılmaktadır [81-98]. 

 

1.5.2.1.Görüntü Tanıma 

Görüntü sınıflandırmasında birçok ortak veri seti günümüzde oluşturulmuştur. Bazı 

veri tabanı setleri yüzbinlerce veri ila milyarlarca veri ile eğitilmiştir. Bu setler görüntü veya 

obje tanıma amaçlı olarak kullanılmaktadır. 

Derin öğrenme tabanlı görüntü tanıma sistemleri, gün geçtikçe insanlara göre daha 

iyi sonuçlar üreten ve daha kararlı çalışabilen bir hale gelmeye başlamıştır. Bu, ilk olarak 

2011'de trafik işaretlerinin ve 2014'te de insan yüzlerinin tanınmasıyla gerçekleşmiştir. 

Derin öğrenmeyle eğitilmiş araçlar artık 360° kamera görüntülerini yorumlayabilmektedir 

[81]. 

 

1.5.2.3.Görüntü Restorasyonu 

Derin öğrenme, gürültü giderme, çözünürlük artırma, görüntü renklendirme ve film 

renklendirme gibi genel problemlere başarıyla uygulanmıştır [89]. 

 

1.5.2.4.Tıbbi Görüntü Analizi 

Tıpta ilk uygulamalardan biri, hastalar için farklı antibiyotik tedavi rejimleri öneren 

Shortliffe tarafından geliştirilen sistem olmuştur. Bu gelişmelerle birlikte, yapay zeka 

algoritmaları buluşsal tabanlı tekniklerden, manuel özellik çıkarma tekniklerine ve ardından 

denetimli ve denetimsiz öğrenme tekniklerine geçiş yapmıştır. Denetimsiz makine öğrenme 

yöntemleri de günümüzde kullanılmaktadır, ancak yayınlanan literatürde halen daha 

kullanılan algoritmaların çoğu denetimli öğrenme yöntemlerini, diğer bir deyişle evrişimli 

ainir ağlarını kullanmıştır. Günümüzde etiketli veri setlerinin sayısının artması, grafik işleme 

birimlerindeki donanım gelişmeleri, CNN performansındaki gelişmelerle birlikte, bunların 

tıbbi görüntü analizinde yaygın olarak kullanımına yol açmıştır [92-93]. 

Derin bir sinir ağının avantajı, önemli ve belirgin özellikleri örneğin, çizgiler veya 

kenarlar gibi, otomatik olarak öğrenme ve bunları sonraki katmanlarda daha da geliştirerek 

yüksek seviyeli özelliklerle birleştirme yeteneğidir. Memeli ve insan görsel kortekslerinin 
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görsel bilgiyi işlemesi ve nesneleri bu şekilde tanıdığı düşünülmektedir. Derin öğrenme tıbbi 

görüntü analizinde son dönemlerde popüler bir metot haline gelmiştir [94-96].  

Şekil 1.11’de derin öğrenme için girdi olarak kullanılabilen çeşitli tıbbi görüntüler 

gösterilmiştir. 

 

Şekil 1.11. Derin Öğrenme İçin Girdi Oluşturan Çeşitli Tıbbi Görüntüler [92] 

 

İncelenen bir organın hem 2 boyutlu hem de 3 boyutlu yapıları, neyin normale karşı 

anormal olduğunu belirlemek için çok önemlidir. Bu yerel uzamsal ilişkileri sürdürerek, 

CNN'ler görüntü tanıma görevlerini gerçekleştirmek için çok uygun sistemlerdir. CNN'ler, 

görüntü tanıma, sınıflandırma, algılama, segmentasyon ve kayıt dahil olmak üzere birçok 

yönde kullanılmaktadır. CNN'ler, boyutsallık azaltırken, yerel görüntü ilişkilerini de 

korumaktadır. Bu özelliği nedeniyle görüntü tanıma ve görsel öğrenme görevlerinde en 

popüler makine öğrenme algoritmasıdır. Bu, bir görüntüdeki önemli özellik ilişkilerini 

yakalar örneğin, bir kenardaki piksellerin bir çizgi oluşturmak için nasıl birleştiği gibi ve 

algoritmanın hesaplaması gereken parametre sayısını azaltarak hesaplama verimliliğini 

artırır. CNN'ler hem 2 boyutlu görüntüleri hem de küçük değişikliklerle 3 boyutlu 

görüntüleri girdi olarak alabilir ve işleyebilir. Tıbbi görüntü analizinde kullanılmak üzere 

denetimsiz öğrenme algoritmaları da kullanılmaktadır. Bunlara otomatik kodlayıcılar, kısıtlı 

Boltzmann makineleri, derin inanç ağları ve üretken düşman ağları dahildir. Derin öğrenme, 
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lezyon tespiti, kanser hücresi sınıflandırması, görüntü iyileştirme ve organ segmentasyonu 

gibi tıbbi uygulamalarda yüksek başarım oranları ürettiği gösterilmiştir [97-98]. 

 

1.6.Tıbbi Görüntülerde Derin Öğrenme 

Son birkaç on yılda, bilgisayarlı tomografi, manyetik rezonans görüntüleme, 

mamografi, ultrason, pozitron emisyon tomografisi ve röntgen gibi tıbbi görüntüleme 

teknikleri erken teşhis ve hastalıkların tedavisi için kullanılmıştır. Klinikte tıbbi görüntü 

yorumlaması çoğunlukla radyologlar ve hekimler gibi uzmanlar tarafından yapılmıştır. 

Bunlar göz önüne alınarak, hastalıklardaki geniş çeşitlilik ve uzmanların iş yükünden, geniş 

mesai sürelerinde doğabilecek yorgunluk göz önüne alındığında, bu personeller bilgisayar 

destekli müdahalelerden yararlanmaya başlamışlardılar. Otomatize edilmiş tıbbi görüntü 

analizindeki ilerleme hızı tıbbi görüntüleme teknolojilerindeki kadar hızlı olmasa da, makine 

öğrenmesi tekniklerinin devreye girmesiyle durum paralel bir hal almaya başlamıştır. 

Makine öğrenimini uygularken, verilerin doğasında bulunan düzenlilikleri veya 

kalıpları iyi tanımlayan bilgilendirici özelliklerin bulunması veya öğrenilmesi, tıbbi görüntü 

analizindeki çeşitli görevlerde çok önemli bir rol oynamaktadır. Günümüz derin öğrenme 

metotlarında, özellikleri manuel olarak çıkarmak yerine, derin öğrenme, gerekirse küçük ön 

işleme ile yalnızca bir dizi veri gerektirmektedir. Ardından bilgilendirici temsilleri, sistem, 

kendi kendine öğretir ve keşfeder. Bu nedenle, görüntü özellikleri ile ilgili uzmanlık bir 

gereksinim olmaktan çıkıp, bilgisayarlarla birlikte makine öğreniminde uzman olmayan 

kişilerin derin öğrenmeyi kendi araştırmaları ve/veya uygulamaları için, özellikle tıbbi 

görüntü analizinde etkin bir şekilde kullanmalarına olanak sağlanmıştır [99-100]. 

Derin öğrenmenin yüksek başarısının kaynakları aşağıdaki gibi sıralanbilmektedir:  

• Merkezi işlem birimleri (CPU'lar) ve grafik işleme birimlerindeki (GPU'lar) 

gelişmeler,  

• Veri miktarındaki artış, 

• Öğrenme algoritmalarındaki gelişmeler.  

Teknik olarak derin öğrenme, çoklu (ikiden fazla) katmana sahip ağların oluşturulmasını 

sağlaması bakımından geleneksel yapay sinir ağlarına göre bir gelişme olarak kabul 

edilebilir. Derin sinir ağları, daha yüksek seviyeli özelliklerin daha düşük seviyeli 

özelliklerden türetilebilmesi için hiyerarşik özellik çıkarımı yapabilmektedir. Özellikle 

bilgisayarla görme alanındaki gelişmeler, görüntü segmentasyonu, görüntü kaydı, görüntü 

sınıflandırma, görüntü açıklama, bilgisayar destekli tanı ve lezyon/yer işareti tespiti ve 
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mikroskobik görüntü gibi tıbbi görüntü analizinde derin öğrenmenin kullanılmasını teşvik 

etmiştir. 

Derin öğrenme yöntemleri, eğitim aşamasında mevcut örneklerin sayısı fazla olduğunda 

oldukça etkilidir, ancak doyum seviyesi aşıldığında sistemlerin yavaşlaması söz konusu 

olmaktadır. Örneğin, ImageNet Büyük Ölçekli Görsel Tanıma Yaarışmasında (ILSVRC), 

bir milyondan fazla açıklamalı görüntü sunmaktadır. Bunun yanı sıra, çoğu tıbbi uygulamada 

çok az kaynak görüntüsü vardır. Bu nedenle, derin öğrenmeyi tıbbi görüntülere 

uygulamadaki en büyük zorluk, veri yetersizliği yani fazla uyum sorunu yaşamadan derin 

modeller oluşturmak için mevcut sınırlı sayıdaki eğitim örneğidir. Bu zorluğun üstesinden 

gelmek için, araştırma grupları; 

• Girdiyi azaltmak için tam boyutlu görüntüler yerine iki boyutlu (2B) veya üç boyutlu 

(3B) görüntü yamaları almak; 

• Veri büyütme yoluyla yapay olarak örnekler üreterek veri kümesini genişletmek ve 

daha sonra artırılmış veri kümesiyle ağlarını sıfırdan eğitmek;  

• Bilgisayarla görüde çok sayıda doğal görüntü üzerinde eğitilmiş derin modelleri 

"kullanıma hazır" özellik çıkarıcılar olarak kullanmak ve ardından hedef görev 

örnekleriyle son sınıflandırıcıyı veya çıktı katmanını eğitmek; 

• Model parametrelerinin tıbbi olmayan veya doğal görüntülerden önceden eğitilmiş 

modellerinkilerle başlatılması, ardından görevle ilgili örneklerle ağ parametrelerinin 

ince ayarının yapılması; 

Derin sinir ağları ile birlikte, oluşturulan modeller, günümüzde beyin hastalığı teşhisine, 

lezyon segmentasyonuna, hücre segmentasyonuna, görüntü ayrıştırmasına ve doku 

sınıflandırmasına başarıyla uygulanmıştır [101-103]. 

 

1.7.COVID-19 Zatürre Lezyonlarının Tespiti 

Harmon ve arkadaşlarının yaptığı çalışmada, parietal plevra/akciğer parankimini 

lokalize etmek için 1280 hastadan oluşan çok uluslu bir veri seti ile eğitilmiş ve ardından 

COVID-19 zatürresi sınıflandırmasının takip ettiği bir dizi derin öğrenme algoritmasının 

%90.8 kesinlik, %84 hassasiyet ve %93 özgüllük sonuçları elde edilmiştir. Normal 

kontroller onkoloji, acil durum ve zatürre ile ilgili endikasyonlardan elde edilen göğüs 

BT'lerini içermektedir. Laboratuvar tarafından doğrulanmış diğer zatürre tiplerine sahip olan 

140 hastada yanlış pozitiflik oranı %10 olarak elde edilmiştir [104]. 
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Gozes ve arkadaşlarının yaptığı çalışmada çalışmada radyologları desteklemek için 

sınırlı ek açıklamalar ile göğüs BT taramalarından COVID-19 hastalığının ciddiyetini tespit 

edebilen, lokalize edebilen ve ölçebilen zayıf denetimli bir derin öğrenme sistemi 

geliştirilmiştir. Sistem, veri kümelerinin kullanılabilirliğinin sınırlı olduğu bir pandeminin, 

ilk patlak verdiği dönemde hızla bir çözüm sağlamak üzere tasarlanmıştır. Sistem akciğer 

segmentasyonu, 2 boyutlu dilim sınıflandırması ve lokalizasyon içeren bir dizi görüntü 

işleme algoritmasından oluşmuştur. Ek olarak, hastalığın şiddet derecesine karşılık gelen 

Coronascore biyo belirteçleri sunulmuştur [105]. 

Kassania ve arkadaşlarının yaptığı çalışmada, otomatik COVID-19 sınıflandırması için 

popüler derin öğrenme tabanlı özellik çıkarma sistemleri karşılaştırılmıştır. Çalışmada en 

doğru özelliği elde etmek için, derin evrişimli sinir ağlarından oluşan bir havuz arasından 

DenseNet, MobileNet, Xception, InceptionV3, ResNet, InceptionResNetV2, NASNet, 

VGGNet seçilmiştir. Çıkarılan özellikler daha sonra konuları bir COVID-19 vakası veya bir 

kontrol olarak sınıflandırmak için birkaç makine öğrenimi sınıflandırıcısına aktarılmıştır. 

Önerilen yöntemin performansı, göğüs röntgeni ve BT görüntülerinden oluşan halka açık bir 

COVID-19 veri seti ile denenmiştir. DenseNet121 öznitelik çıkarıcı, %99 sınıflandırma 

doğruluğu ile en iyi performansı elde etmiştir ve ikinci en iyi öğrenici, LightGBM tarafından 

%98 doğrulukla eğitilmiş bir ResNet50 özellik çıkarıcı olmuştur [106]. 
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2.MATERYAL METOT 

 

2.1.Veri Seti 

5 Mart - 23 Nisan 2020 tarihleri arasında İran'da Sari'de bulunan Negin 

radyolojisinden alınan açık kaynak veriler kullanılmıştır. Bu tıp merkezi 512x512 piksel 

çözünürlüğe sahip 16 bit gri tonlamalı DICOM görüntüler sunan, SOMATOM Scope modeli 

BT ve syngo CT VC30- easyIQ yazılımını kullanmaktadır. Dışa aktarılan radyoloji 

görüntülerinin formatı, formatındadır. Hastanın bilgilerine DICOM dosyaları aracılığıyla 

erişilebildiğinden ve bu bilgiler dosyada görüntü haricinde de yer kapladığından, bu 

görüntüler yine 16 bit olacak şekilde gri tonlamalı verileri tutan ancak hastaların özel 

bilgilerini depolamayan TIFF formatına dönüştürülmüştür. Ayrıca, TIFF formatının DICOM 

formatına göre önemli bir özelliği de, standart programlama kitaplıklarıyla kullanımı daha 

kolaydır. Veri setinin avantajlarından birisi sınıflandırma sonuçlarını iyileştirmeye yardımcı 

olan ancak daha dar bir aralıkta değerleri olan 8 bit veri yerine 16 bit veri formatında 

depolanmasıdır. DICOM dosyalarının 8 bit veriye dönüştürülmesi, özellikle görüntüde 

klinik uzmanların bile tespit etmesi zor olan birkaç enfeksiyon varsa, bazı verilerin 

kaybolmasına neden olabilmektedir. Orijinal 16 bit BT görüntüleri insan gözünün ayırt 

edemediği ancak bilgisayarların işlenirken fark ettiği çeşitli bilgiler içerebilmektedir. Veri 

setindeki verilerin piksel değerleri 0 ile 5000 arasında değişmektedir.  

Şekil 2.1 ve Şekil 2.2’de veri setinde bulunan zatürre lezyonu görülen ve görülmeyen 

BT görüntülerinden örnekler gösterilmiştir. 
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Şekil 2.1. Veri Setinde Yer Alan Zatürre Lezyonu Görülen BT Görüntüleri 

 

 

Şekil 2.2. Veri Setinde Yer Alan Zatürre Lezyonu Görülmeyen BT Görüntüleri 

 

 Veri seti, COVID-19 ile enfekte 95 hastaya ait 15.589 görüntü ve 282 normal insana 

ait 48.260 görüntüden oluşmaktadır. Her hastanın, farklı sekans sayıları ile alınan BT 

taramalarını içeren üç ayrı klasörü vardır [107].  

Şekil 2.3., Şekil 2.4. ve Şekil 2.5.’te veri setinden çeşitli görüntüler gösterilmiştir. 
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Şekil 2.3. Veri Setinde Bulunan BT Görüntülerin İlk (üstte), Orta ve Son (altta) Sekansları 

 

 

Şekil 2.4. Veri Setinde Bulunan Açık Gözüken Akciğer BT Görüntüleri 
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Şekil 2.5. Veri Setinde Buluna Kapalı Gözüken Akciğer BT Görüntüleri 

 

2.1.1.DICOM Görüntü Tipi 

 Tıpta dijital görüntüleme ve iletişim kelimelerinin İngilizce karşılığının kısaltılmış 

hali olan DICOM, tıbbi görüntüleme bilgilerinin ve ilgili verilerin iletişimi ve yönetimi için 

standartlaşmış bir sistematik görüntü biçimidir. DICOM günümüzde sağlık kuruluşlarında 

alınan, farklı üreticilerin farklı görüntüleme sistemlerinden alınan verileri, resim arşivleme 

ve iletişim amacıyla, depolamak ve iletmek için kullanılan dosya sistemleridir. Hastaneler 

ve birçok sağlık kuruluşu tarafından geniş çapta kullanılmaktadır. 

DICOM dosyaları, farklı marka ve modelde DICOM formatında görüntü ve hasta 

verilerini alabilen iki cihaz arasında değiş tokuş edilebilir. Farklı cihazlar, hangi DICOM 

sınıflarını desteklediklerini belirten DICOM uygunluk bildirimleri ile birlikte gelir. 

DICOM, tıbbi görüntüleri depolamak, değiştirmek ve iletmek için dünya çapında 

kullanılmaktadır. DICOM, modern radyolojik görüntülemenin geliştirilmesinde merkezi 

olmuştur. Radyografi, ultrasonografi, bilgisayarlı tomografi, manyetik rezonans 

görüntüleme ve radyasyon tedavisi gibi görüntüleme modülleri için standartları bünyesinde 

barındırmaktadır. DICOM, görüntü alışverişi, görüntü sıkıştırma, 3 boyutlu görselleştirme, 

görüntü sunumu ve sonuç raporlama için çeşitli protokoller içermektedir [108]. 

DICOM dosyaları, bilgileri kümeler halinde gruplandırır ve birden fazla veri içerir. 

Örneğin, bir akciğer röntgeni görüntüsünün DICOM dosyası, içerisinde hasta kimliğini 

içerebilir, böylece görüntü ile görüntünün kime ait olduğu bilgisi hiçbir zaman yanlışlıkla 

birbirinden ayrılamaz.  
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Tek bir DICOM dosyası, birden çok veriyi barındırabildiği gibi yalnızca piksel 

verilerini içeren bir yapıya da sahip olabilir. Birçok görüntüleme sistemi için bu, tek bir 

görüntüye karşılık gelir. Piksel verileri, JPEG, kayıpsız JPEG, JPEG 2000 ve çalışma 

uzunluğu kodlaması dahil olmak üzere çeşitli standartlar kullanılarak sıkıştırılabilir [108]. 

 

2.1.2.TIFF Görüntü Tipi 

 TIFF veya TIF olarak bilinen görüntü dosyası biçimi, grafik sanatçılar, yüksek detay 

gerektiren endüstriler, yayıncılık ile uğraşanlar ve fotoğrafçılar arasında popülerdir ve 

grafiksel görüntüleri depolamak için kullanılan bir görüntü dosyası biçimidir.  

Başlangıçta, TIFF yalnızca bir ikili görüntü formatıydı yani her piksel için yalnızca 

iki olası değer olan 1 ve 0’ı içeriyordu, çünkü masaüstü ekranlar günümüzdeki kadar 

gelişmemiş olması nedeniyle içerebileceği maksimum değerler bunlardı. Görüntü izleme 

teknolojisi geliştikçe ve disk alanları daha da büyüdükçe, TIFF gri tonlamalı görüntülern 

yanı sıra renkli görüntüleri de barındıracak şekilde geliştirilmiştir. Günümüzde, TIFF, JPEG 

ve PNG ile birlikte, gri tonlamalı ve çok katmanlı renkli görüntüler için kullanılan popüler 

formatlar arasındadır [109].  

Şekil 2.6. ve Şekil 2.7.’de veri setinde bulunan 16 bit ve 8 bit’lik görüntüler 

gösterilmiştir. 
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Şekil 2.6. Veri Setinde Bulunan BT Görüntülerinin Gerçek Görünümü 

 

Şekil 2.7. Veri Setinde Bulunan BT Görüntülerinin Görünebilir Hale Dönüştürülmüş 

Görünümü 
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2.2.Programlama Ortamı 

2.2.1.Tensorflow ve Keras 

TensorFlow, makine öğrenimi ve yapay zekâ için kullanılan açık kaynaklı bir yazılım 

ortamıdır. Birçok amaçla kullanılabilir, ancak derin öğrenme uygulamaları ve bunların 

modellenmesi amacına özel olarak geliştirilmiştir. TensorFlow, Google Brain ekibi 

tarafından araştırma ve üretimde Google'ın dahili kullanımı için geliştirilmiştir. İlk sürüm, 

2015 yılında Apache Lisansı 2.0 adı altında yayınlandı. Google, Eylül 2019'da TensorFlow 

2.0 adlı güncellenmiş TensorFlow sürümünü yayınlamıştır [110-113]. 

TensorFlow, Javascript, C++ ve Java'nın yanı sıra Python başta olmak üzere çok 

çeşitli programlama dillerinde kullanılabilir. Bu esneklik sayesinde, kendisini birçok farklı 

sektörde görmek mümkündür. 

Keras, YSA için bir kullanılan açık kaynaklı bir yazılım kütüphanesidir. Keras, 

TensorFlow kitaplığı için bir arayüz görevi görür. Derin sinir ağlarıyla çok daha hızlı 

deneyler yapmak amacıyla tasarlanmış olup, kullanıcı dostu, modüler ve genişletilebilir 

özelliklere sahiptir. Keras, kullanıcıların derin modelleri akıllı telefonlarda, web sitelerinde 

veya çeşitli sanal makinelerde üretmelerine olanak tanır [114]. 

 

2.2.1.Jupyter Notebook ve Google Colab 

Jupyter Notebook eski adıyla IPython Notebooks, not defteri belgeleri oluşturmak 

için web tabanlı etkileşimli bir hesaplama ortamıdır. Jupyter Notebook belgesi, kod, metin, 

matematik, grafikler ve zengin medya içerebilen sıralı bir giriş/çıkış hücreleri listesi içeren 

tarayıcı tabanlı bir derleyicidir. Arayüzün altında, bir not defteri, sürümlü bir şemayı izleyen 

ve genellikle ".ipynb" uzantısıyla biten bir not belgesidir. Şekil 2.8’de Jupyter Notbook’un 

arayüzü gösterilmiştir. 
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Şekil 2.8. Jupyter Notebook'un Arayüzü 

 

Jupyter Notebook, farklı dillerde programlamaya izin vermek için birçok çekirdeğe 

bağlanabilir. Jupyter çekirdeği, çeşitli türdeki istekleri, örneğin kod yürütme, kod 

tamamlama, inceleme gibi, işlemekten ve yanıt sağlamaktan sorumlu bir programdır.  

Google Araştırma Ekibinin geliştirmiş olduğu Google Colab ya da Colaboratory, 

programlama ortamını ve Jupyter Notebook derleyicisinin kullanılabildiği, ayrıca sanal 

makine, grafik ve tensör işlem birimi sunan sınırlı ücretsiz bir veri bilimi, makine öğrenmesi 

ve derin öğrenme ortamıdır. Bu çalışmada kullanılan veriler, yine Google’ın bulut sistemi 

olan Google Drive’da saklanmaktadır ve Google Colab ile kullanıldığında veriler bilgisayar 

ortamından değil, bulut ortamından alınıp ve yine bulut ortamına kaydedilmektedir [115].  

Şekil 2.9.’da Google Colab’ın arayüzü gösterilmiştir. 

 

 

Şekil 2.9. Google Colab'ın Arayüzü 
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2.2.3.Grafik İşlem Birimi 

Bir grafik işleme birimi ya da GPU, bir bilgisayarın veya benzer bir görüntü çıkışı 

olan cihazlar için tasarlana bir arabellekte görüntü ve grafik işleyebilen ve yüksek işlem 

kapasitesine sahip olan özel olarak tasarlanmış bir elektronik devredir. Grafik işleme 

birimleri cep telefonlarında, gömülü sistemlerde, kişisel bilgisayarlarda, oyun konsollarında, 

iş istasyonlarında kullanılmaktadır. Günümüzde grafik işleme birimleri, bilgisayar 

grafiklerini ve görüntü işlemeyi uygulamada CPU’lara göre çok daha verimlidir [116]. 

Derin öğrenmenin ortaya çıkmasıyla birlikte grafik işlem birimlerinin önemi 

artmıştır. Yapılan araştırmalarda, derin öğrenme eğitimlerinde GPU'ların CPU'lardan 250 

kat daha hızlı olduğu bulunmuştur. Bu alanda, en belirgin olarak Google tarafından yapılan 

Tensör İşleme Birimi (TPU) ile bir miktar rekabet olmuştur. Ancak, TPU’lar mevcut kodda 

değişiklik gerektirir ve GPU'lar halen daha popülerliğini korumaktadır [117]. 

Yeni gelişen teknoloji sayesinde Nvidia Quadro gibi iş istasyonu kartları ve tensör 

ile derin öğrenme uygulamaları için ayrılmış işlem çekirdeklerine sahiptir. Nvidia'nın 

mevcut GPU serisinde bu çekirdeklere Tensör Çekirdekleri denir. Google Colab grafik işlem 

birimi olarak Nvidia markasının Tesla K80, T4 ve P100 modellerinin kullanımına izin 

vermektedir. 

 

2.3.Derin Öğrenme Modeli 

CNN, bilgisayarla görü için bir derin ileri beslemeli yapay sinir ağları sınıfı olarak 

tanımlanabilmektedir. Bu, basitçe ifade etmek gerekirse, “başlangıçta bir görüntü girişinin 

tüm katmanlar boyunca tek yönlü bir sırayla, istenen çıktının elde edildiği bir noktaya kadar 

dikkatlice rafine edilmesini sağlayacak şekilde yığılmış katmanlara sahip bir algoritmadır.” 

CNN mimarilerinin her biri aşağıda gösterilen katmanları farklı şekilde kullanır; 

• Evrişim katmanları; bir görüntüdeki özelliklerin uzamsal yönelimini korumak için 

kullanılır. 

• Havuzlama katmanları; bir görüntüyü aşağı örneklemek için kullanılır (küçültülür) 

• Tam bağlantılı katmanlar; evrişim/havuzlama katmanlarından gelen çıktıyı tek bir 

sütun matrisine yığmak ve daha küçük ancak makul bir çıktı elde etmek için sürekli 

olarak sıkıştırmak 

• Yumuşak maksimum çıkış; tam bağlı katmanlar tarafından üretilen çıktıyı sunmak. 

Derin evrişimli sinir ağları, görüntü sınıflandırması için bir dizi atılıma yol açmıştır. 

Derin ağlar doğal olarak düşük/orta/yüksek seviye özellikleri ve sınıflandırıcıları uçtan uca 
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çok katmanlı bir tarzda entegre eder ve özelliklerin “seviyeleri” yığınlanmış katmanların 

sayısı ile zenginleştirilebilir. Son çalışmalar ağ derinliğinin çok önemli olduğunu ve zorlu 

ImageNet veri kümesindeki önde gelen sonuçların tümünün "çok derin" modellerden 

yararlandığını ortaya koymaktadır. Derinliğin öneminden hareketle bir soru ortaya çıkıyor: 

Daha iyi ağ oluşturmak sadece katman sayısını artırmakla gerçekleştirilebilir mi? 

Daha derin ağlar yakınsamaya başlayabildiğinde, bir bozulma sorunu ortaya çıkar: 

ağ derinliği arttıkça doğruluk doygun hale gelir (ki bu şaşırtıcı olmayabilir) ve ardından hızla 

düşer. Beklenmedik bir şekilde, bu tür bozulmaya fazla uydurma neden olmaz ve uygun 

şekilde derin bir modele daha fazla katman eklemek daha yüksek eğitim hatasına yol açar.  

Şekil 2.10.’da katman sayısına karşılık hata oranları gösterilmiştir. 

 

 

Şekil 2.10. Katman Sayısına Karşılık Hata Oranları 

 

 Katman sayısının artması hem eğitim, hem test aşamalarında hata oranını 

artırmaktadır, teorik olarak derinlik arttığında ağda eğitim hatasının azalmasını beklenir 

fakat gerçekte doğruluk doyar ve ardından hızla düşerek eğitim hatası artar.  

 

2.3.1.VGG 

 VGG16 ve VGG19, Oxford Üniversitesi'nden Simonyan ve Zisserman tarafından 

geliştirilen evrişimli bir sinir ağı modelidir. Model, ImageNet'in yarışmasında 1000 sınıfa 

ait yaklaşık 15 milyon görüntüden oluşan veri setinde %92,7’lik test doğruluğuna ulaşmıştır. 

Büyük çekirdek boyutlu filtreleri birden fazla 3×3 çekirdek boyutunda filtreyle değiştirir.  

Günümüzde ImageNet, yaklaşık 22.000 kategoriye ait 20 milyona yakın etiketlenmiş 

yüksek çözünürlüklü görüntüden oluşan bir veri kümesidir. Görüntüler internetten üzerinden 

toplanmış ve Amazon'un Mechanical Turk kitle kaynak aracını kullanan insanlanlar 
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tarafından etiketlenmiştir. 2010'dan itibaren, Pascal Görsel Nesne Yarışmasının bir parçası 

olarak, ImageNet Büyük Ölçekli Görsel Tanıma Yarışması (ILSVRC) adlı yıllık bir yarışma 

düzenlenlemeye başlamıştır. ILSVRC, 1000 kategorinin her birinde yaklaşık 1000 görüntü 

içeren bir ImageNet alt kümesini kullanmaktadır [118].  

Aşağıdaki Şekil 2.11.’de VGG16’nın katmanları gösterilmiştir. 

 

 

Şekil 2.11. VGG16 Mimarisinin Katmanları 

2.3.2.ResNet 

ResNet, “Residual Network” yani artık ağ için kısa bir isimdir. Derin ağlar, düşük, 

orta ve yüksek seviyeli özellikleri ve sınıflandırıcıları uçtan uca çok katmanlı bir şekilde 

çıkarır ve yığılmış katmanların sayısı, özelliklerin "seviyelerini" zenginleştirebilir.  

Daha derindeki ağ yakınsamaya başladığında, bir bozulma sorunu ortaya çıkar, yani 

ağ derinliği arttıkça doğruluk doygun hale gelir ve hata oranının da artmasıyla beraber 

doğruluk hızla düşmektedir. Eğitim doğruluğunun bozulması, tüm sistemlerin optimize 

edilmesinin kolay olmadığını göstermektedir. Katman atlama işlemi aşağıdaki formül ile 

ifade edilebilir.  

𝑦 = 𝐹(𝑥) 

𝑦′ = 𝑦 + 𝑥 

𝑦′ = 𝐹(𝑥) + 𝑥 

 Burada 𝑥, girdi iken 𝑦 çıktıyı ifade etmektedir. Girdi ile çıktının toplanmasıyla 

birlikte yeni bir çıktı değeri oluşmaktadır. 
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Şekil 2.12. ResNet'in Kalıntı Toplama Yapısı 

Bu sorunun üstesinden gelmek için Microsoft, derin bir kalıcı öğrenme çerçevesi 

sunmuştur. Her birkaç yığılmış katmanın doğrudan istenen temel eşlemeye uymasını ummak 

yerine, bu katmanların artık bir eşlemeye uymasına açıkça izin verirler. Konvolüsyon 

çıktısının konvolüsyonun girdisi ile toplamının formülasyonu, kestirme bağlantılara sahip 

ileri beslemeli sinir ağları ile gerçekleştirilebilir. Kısayol bağlantıları, Şekil 2.12.'de 

gösterilen bir veya daha fazla katmanı atlayabilmektedir. Kısayol bağlantıları kimlik eşleme 

yapar ve çıktıları yığın katmanların çıktılarına eklenir.  

ResNet'leri optimize etmek kolaydır, ancak "düz" ağlar, derinlik arttığında daha 

yüksek eğitim hatası gösterir. ResNet'ler, önceki ağlardan daha iyi sonuçlar üreterek, büyük 

ölçüde artırılmış derinlikten kolayca doğruluk elde edebilir. 

Düz ağlar, esas olarak VGG ağlarının felsefesinden esinlenmiştir. Evrişim katmanları 

çoğunlukla 3×3 filtreye sahiptir ve iki basit kuralı takip eder: 

• Aynı çıktı özellik haritası için, katmanlar aynı sayıda filtreye  sahiptir; 

• Özellik haritasının boyutu yarıya indirilirse, her katmanın zaman karmaşıklığını 

korumak için filtre sayısı iki katına çıkar. 

ResNet modelinin VGG ağlarından daha az filtreye ve daha düşük karmaşıklığa sahiptir. 

Artık ağ, düz ağa dayalı olarak, ağı karşılık gelen artık sürümüne dönüştüren bir kısayol 

bağlantısı eklenir. Seçeneklerden herhangi biri için, kısayollar iki boyutlu özellik 

haritalarında geçiyorsa, 2 adımda gerçekleştirilir. 

Her ResNet bloğu ya iki katman derinliğindedir, ResNet 18, 34 gibi küçük ağlarda 

kullanılır ya da 3 katman derinliğindedir ResNet 50, 101, 152 bunlara örnek olarak 
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gösterilebilir. 50 katmanlı ResNet için, her 2 katmanlı blok, 34 katmanlı ağda bu 3 katmanlı 

darboğaz bloğuyla değiştirilir ve 50 katmanlı ResNet ile sonuçlanır. Boyutları artırmak için 

2. seçeneği kullanırlar [78].  

Şekil 2.13.’te 34 katmanlı ve 50 katmanlı ResNet için iki farklı artık toplama yöntemi 

gösterilmiştir. Şekil 2.14.’te ise ResNet50’nin katmanları gösterilmiştir. 

 

Şekil 2.13. 34 Katmanlı (solda) ve 50 Katmanlı (sağda) ResNet Modelinin Artık Toplama 

Yöntemi 

 

Şekil 2.14. ResNet50'nin Katmanları 

 

2.3.3.ResNetV2 

ResNetV2’nin tamamen ağırlık katmanlarının aktivasyon sonrası yerine ön 

aktivasyonunu kullanmakla ilgilidir. ResNetV1 ve ResNetV2 arasındaki büyük farklar 

aşağıdaki gibidir: 

• ResNetV1, konvolüsyon girişi ve konvolüsyon çıkışı arasında toplama işlemi 

gerçekleştirildikten sonra ikinci doğrusal olmayanlığı ekler. ResNet V2, son doğrusal 
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olmayanlığı ortadan kaldırmış, bu nedenle girişten çıkışa giden yolu kimlik 

bağlantısı biçiminde temizlemiştir. 

• ResNetV2, ağırlık matrisi ile çarpmadan yani konvolüsyon işleminden önce girdiye 

toplu normalleştirme ve ReLU aktivasyonu uygular. ResNet V1 ise, evrişim ardından 

toplu normalleştirme ve ReLU aktivasyonunu gerçekleştirir. 

ResNetV2 temel olarak ikinci doğrusal olmayanlığı bir kimlik eşlemesi olarak yapmaya 

odaklanır, yani kimlik eşleme ile artık eşleme arasındaki ekleme işleminin çıktısı, sonraki 

işlemler için bir sonraki bloğa olduğu gibi geçirilmelidir. Ancak ResNet V1'deki ekleme 

işleminin çıkışı ReLU aktivasyonundan geçer ve daha sonra giriş olarak bir sonraki bloğa 

aktarılır.  

Aşağıdaki Şekil 2.15.’te, ResNet sürümlerinin etkinleştirme sonrası (orijinal sürüm 1) ve 

ön etkinleştirme (sürüm 2) temel mimarisini göstermektedir [119]. 

 

Şekil 2.15. ResNet50 (üstte) ve ResNet50v2'nin (altta) Katman Sıralamaları 

 

2.3.4.Katman Eklenmiş ResNetV2 

ResNetV2, VGG ve ResNet yöntemlerinden sonra her ne kadar yeterli gibi görünse 

de konvolüsyon ve düzleştirme katmanları eklenerek daha iyi sistemler elde edilmeye 

çalışılmıştır. Ayrıca ResNet50V2’nin çıkış katmanından sonra iki adet konvolüsyon katmanı 

ile birlikte yoğunlaştırma katmanları da sisteme eklenerek sistemin oluşturduğu özellik 

çıkarımı geliştirilmek istenmiştir. 
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2.4.Katmanlar 

2.4.1.Conv2D 

Öğrenmenin asıl olarak gerçekleştiği ve öğrenme parametrelerinin oluştuğu 

katmandır. İki boyutlu veriye uygulanacak olan kernel veya filtrenin farklı eksenlerde 

simetrisi alınır ve verideki tüm değerler kernel ile hücre hücre çarpılır ve sonuçta elde edilen 

toplam değeri çıkış matrisinin ilgili elemanına olarak yazılır. Gri skala görüntüler tek bir 

katmandan oluşurken, renkli görüntüler, üç katmandan oluşmaktadır. Bu sebeple de 

konvolüsyon işlemi üç katman için ayrı ayrı yapılmaktadır. 

Aşağıdaki Şekil 2.16’da Conv2D katmanının için girdi filtre ve çıktı örnek olarak 

gösterilmiştir. 

 

Şekil 2.16. Girdi Matrisi (solda), Filtre veya Kernel Matrisi (ortada), Çıktı Matrisi (sağda) 

 

 Aşağıdaki Şekil 2.17’de filtrenin girdi matrisi üzerinde gezinimi ve çıktı matrisini 

oluşturan matris hücreleri gösterilmiştir. 

 

Şekil 2.17. Filtrenin Girdi Matrisi Üzerinde Gezinimi 

 

Conv2D katmanında eğer herhangi bir özellik eklenmez ise girdi matrisinin bazı 

özellikleri kaybolmaktadır. Bu konvolüsyon işleminde, giriş görüntüsü de, filtre de aslında 

sürekli ağırlık matrisleridir. Aşağıdaki örnekte bir girdi matrisi, bir filtre ve bir de çıktı 

matrisinin işlemleri gösterilmiştir. 
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[
1 −2 1
2 −1 0
1 0 3

] × [
1 −1
0 1

] = [
𝑛11 𝑛12

𝑛21 𝑛22
] 

𝑛11 = (1 × 1) + (−1 × −2) + (0 × 2) + (1 × −1) = 2 

𝑛12 = (1 × −2) + (−1 × 1) + (0 × −1) + (1 × 0) = −3 

𝑛21 = (1 × 2) + (−1 × −1) + (0 × 1) + (1 × 0) = 3 

𝑛22 = (1 × −1) + (−1 × 0) + (0 × 0) + (1 × 3) = 2 

 

2.4.2.MaxPooling 

 Bu katmanda en büyük alma yöntemi kullanılır. Ağın bu katmanında herhangi bir 

öğrenme parametresi yoktur. Giriş matrisinin kanal sayısını sabit tutarak görüntünün 

boyutunu azaltır. Hesaplama işlemlerini azaltmak için kullanılır, ancak verideki önemli bazı 

bilgilerin de kaybolmasına sebep olur ve bu da başarımı düşürmektedir. 

 

Şekil 2.18. MaxPooling İşlemi Gösterimi 

Lokasyon bilgisinin önemli olduğu problemlerde kullanımı veri kaybından dolayı 

önerilmemektedir. Seçilen boyuta göre girdi piksellerinin en büyüğünü çıkışa aktarır.  

 

2.4.3.ZeroPadding 

Konvolüsyon işleminden sonra girdi ile çıktı arasındaki boyut farkını engellemek 

amacıyla kullanılan bir yöntemdir. Bu işlem girdiye eklenen ek pikseller ile sağlanır. Bu 

eklenen pikseller 0 değerli oldukları için bu katmanın ismi ZeroPadding’tir. Giriş matrisi 

𝑎 × 𝑎, filtre matrisi 𝑏 × 𝑏 olduğu durumda çıkış matrisinde, girişe kıyasla kayıp olmaması 

isteniyorsa aşağıdaki formül uygulanır. 

(𝑎 + 2𝑝 − 𝑏 + 1) × (𝑎 + 2𝑝 − 𝑏 + 1)  

Buradaki ‘𝑝’ piksel değeridir ve çıkış matrisinin giriş ile aynı boyda olması için 

gereken sayıyı ifade eder. Bu ifadeyi belirlemek için 𝑝 = (𝑏 − 1)/2 denklemi kullanılır. 
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Aşağıdaki Şekil 2.29 ve Şekil 2.30’da 4 × 4 girdi görüntüsü ve 3 × 3 filtre için eklenen 

pikseller ve filtrenin ZeroPadding sonrası yeni oluşan matris üzerinde gezinimi 

gösterilmiştir. 

 

Şekil 2.19. Piksel Eklenmiş Girdi Matrisi (solda), Filtre Matrisi (ortada), Çıktı Matrisi 

(sağda) 

 

Şekil 2.20. Filtrenin Piksel Eklenmiş Girdi Matrisi Üzerinde Gezinimi 
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2.4.4.BatchNormalization 

BatchNormalization katmanı sayesinde ağdaki diğer katmanlar, kendinden önce 

gelen katmanın öğrenmesini beklemek zorunda kalmadan öğrenme işlemin eş zamanlı 

olarak başlamayabilir bu sayede eğitimin hızlanmasını sağlar. Ayrıca BatchNormalization, 

ağın daha kararlı ve düzenli hale gelmesini sağlar. 

 

2.4.5.Activation-ReLU 

Conv2D katmanından çıkarılan özellik haritaları, doğrusal olmayan aktivasyon 

katmanlarına beslenir. Bu şekilde, neredeyse tüm sinir ağı doğrusal olmayan bir fonksiyona 

yaklaşabilir. Aktivasyon işlevleri genellikle basit doğrultulmuş doğrusal birimler veya 

ReLU'lar olarak bilinir. Eğer çıktı pozitifse, ReLU girişi doğrudan üretecektir, negatif 

olduğu takdirde çıkış sıfır olacaktır.  

Girdiler 𝑥𝑖, filtreler 𝑓𝑗 ve çıktılar 𝑦𝑖𝑗 iken, eğer, 𝑐𝑜𝑛𝑣(𝑥𝑎, 𝑓𝑛) ≈ 𝑐𝑜𝑛𝑣(𝑥𝑏 , 𝑓𝑛 ) ise 

yani, 𝑦𝑖𝑗 ≈ 𝑦𝑖𝑗  ise çıktı bire yaklaştırılır veya doğrusallaştırılır. 

 

2.5.GradCAM Algoritması 

 GradCAM algoritması eğitilen yapay zekâ modellerinin, sınıf aktivasyonunun 

görselleştirilmesi amacıyla kullanılan bir yöntemdir. Bu yöntem sayesinde eğitilen görsel 

girdileri olan modellerin çıktıları, girdiler üzerinde gösterilebilmektedir. Girdi sistemde test 

edilen bir görüntü iken, çıktı görüntünün üzerine uygulanabilecek bir maskedir. Maske ısı 

haritası şeklinde olabileceği gibi çeşitli haritalama sistemleri ile de şekillendirilebilmektedir. 
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3.DENEYLER 

 

 Sistemde girdi için kullanılan toplam 12967 zatürre vakası görülen ve görülmeyen 

görüntü, “covid” ve “normal” adı altında iki sınıfa ayrılmıştır. Görüntüler %75 eğitim, %18 

test ve %7 geçerleme için ayrıştırılmıştır. Ayrıca bu görüntüler üzerindeki denemeler ham 

verilerin bulunduğu veri seti üzerinden yapılmıştır. Birinci veri seti ham görüntüleri 

içerirken, ikinci veri seti eşiklenmiş verileri içermektedir. Sistem ham veri seti için VGG16, 

ResNet50, ResNet50v2 ve ResNet50v2’ye katman eklenmiş ağ modelleri ile eğitilmiştir. 

Hassasiyet (𝐷𝑃/(𝐷𝑃 + 𝑌𝑁)), özgüllük (𝐷𝑁/(𝐷𝑁 + 𝑌𝑃)) ve kesinlik ((𝐷𝑃 + 𝐷𝑁)/(𝐷𝑃 +

𝐷𝑁 + 𝑌𝑃 + 𝑌𝑁)) değerleri, gerekli formüller ile hesaplanmıştır. 

 

3.1.VGG16 Mimarisi 

VGG16 mimarisi toplamda 16 katmandan ve eğitilebilir 15 milyon yapay nöral 

ağdan oluşmaktadır. Modelin eğitim girdileri, yatay ayna görüntüsü, dikey ayna görüntüsü, 

%5 yakınlaştırma ve uzaklaştırma aralığı, 360 derece dönme aralığı, ende ve boyda %5 

kayma aralığı ve %5 kırpma aralığı gibi ön işleme aşamalarına girerek tekrar tekrar 

denenmiştir. Model eğitilirken ham görüntülerin yanı sıra buradaki parametrelerle elde 

edilen görüntüler de eğitime dahil edilmiştir. 

 Zatürre lezyonlu görüntüler ve lezyonsuz görüntüler arasındaki benzerlik oranı 

yüksek olduğundan, eğitim grup boyutu (batch size) 14 olarak tercih edilmiştir. Geçerleme 

ve test için ise grup boyutu 10 olarak seçilmiştir. 

 Model toplam 10 devir (epoch), ve her devirde 692 basamak olacak şekilde 

eğitilmiştir.  

 VGG16 mimarisi ve ham görüntüler ile oluşturulan model için alınan doğruluk, kayıp 

değerlerinin ortalaması, hassasiyet, özgüllük, doğru pozitif, yanlış pozitif, doğru negatif, 

yanlış negatif değerleri aşağıda yer alan Tablo 4.1’de ve Tablo 4.2’de gösterilmiştir. Şekil 

3.1., Şekil 3.2., Şekil 3.3. ve Şekil 3.4.’te ise kesinlik ve kayıp grafikleri gösterilmiştir. 

 

Tablo 3.1. VGG16 İçin Ortalama Kesinlik ve Kayıp Değerleri 

VGG16 Kesinlik Kayıp 

Eğitim 0.91026 0.23542 

Geçerleme 0.84808 0.34441 
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Tablo 3.2. VGG16 İçin İstatiksel Veriler 

VGG16 Pozitif Negatif 

Doğru 420 1898 

Yanlış 18 41 

Hassasiyet 0,9111 

Özgüllük 0,9907 

Test Kesinliği 0,9627 

 

 

Şekil 3.1. VGG16 İçin Eğitim Kaybı 



40 

 

 

Şekil 3.2. VGG16 İçin Eğitim Kesinliği 

 

 

Şekil 3.3. VGG16 İçin Geçerleme Kaybı 
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Şekil 3.4. VGG16 İçin Geçerleme Kesinliği 

 

3.2.ResNet50 Mimarisi 

 ResNet50 mimarisi 50 katmandan oluşur ve artık toplamalı bir sistemdir. 24 milyon 

yapay nöral ağdan oluşmuştur. Modelin eğitim girdileri, yatay ayna görüntüsü, dikey ayna 

görüntüsü, %5 yakınlaştırma ve uzaklaştırma aralığı, 360 derece dönme aralığı, ende ve 

boyda %5 kayma aralığı ve %5 kırpma aralığı gibi ön işleme aşamalarına girerek tekrar 

tekrar denenmiştir. Model eğitilirken ham görüntülerin yanı sıra buradaki parametrelerle 

elde edilen görüntüler de eğitime dahil edilmiştir. 

 Zatürre lezyonlu görüntüler ve lezyonsuz görüntüler arasındaki benzerlik oranı 

yüksek olduğundan, eğitim grup boyutu (batch size) 14 olarak tercih edilmiştir. Geçerleme 

ve test için ise grup boyutu 10 olarak seçilmiştir. 

 Model toplam 10 devir (epoch), ve her devirde 692 basamak olacak şekilde 

eğitilmiştir. 

 ResNet50 mimarisi ve ham görüntüler ile oluşturulan model için alınan doğruluk, 

kayıp değerlerinin ortalaması, hassasiyet, özgüllük, doğru pozitif, yanlış pozitif, doğru 

negatif, yanlış negatif değerleri aşağıda yer alan Tablo 3.3’te ve Tablo 3.4’te gösterilmiştir. 

Şekil 3.5., Şekil 3.6., Şekil 3.7. ve Şekil 3.8.’de ise kesinlik ve kayıp grafikleri gösterilmiştir. 
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Tablo 3.3. ResNet50 İçin Ortalama Kesinlik ve Kayıp Değerleri 

ResNet50 Kesinlik Kayıp 

Eğitim 0.9524 0.23466 

Geçerleme 0.93303 0.28872 

 

Tablo 3.4. ResNet50 İçin İstatiksel Değerler 

ResNet50 Pozitif Negatif 

Doğru 439 1900 

Yanlış 16 22 

Hassasiyet 0.9523 

Özgüllük 0.9916 

Test Kesinliği 0.9840 

 

 

Şekil 3.5. ResNet50 İçin Eğitim Kaybı 
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Şekil 3.6. ResNet50 İçin Eğitim Kesinliği 

 

 

Şekil 3.7. ResNet50 İçin Geçerleme Kaybı 
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Şekil 3.8. ResNet50 İçin Geçerleme Kesinliği 

 

3.3.ResNet50v2 Mimarisi 

 ResNet50v2 mimarisi, ResNet50’den farklı olarak katmanlardaki, aktivasyon, ağırlık 

gibi katmanların yerleri değiştirilmiştir.  

 

3.3.1.ResNet50v2 Mimarisi 

Modelin eğitim girdileri, yatay ayna görüntüsü, dikey ayna görüntüsü, %5 

yakınlaştırma ve uzaklaştırma aralığı, 360 derece dönme aralığı, ende ve boyda %5 kayma 

aralığı ve %5 kırpma aralığı gibi ön işleme aşamalarına girerek tekrar tekrar denenmiştir. 

Model eğitilirken ham görüntülerin yanı sıra buradaki parametrelerle elde edilen görüntüler 

de eğitime dahil edilmiştir. 

 Zatürre lezyonlu görüntüler ve lezyonsuz görüntüler arasındaki benzerlik oranı 

yüksek olduğundan, eğitim grup boyutu (batch size) 14 olarak tercih edilmiştir. Geçerleme 

ve test için ise grup boyutu 10 olarak seçilmiştir. 

 Model toplam 10 devir (epoch), ve her devirde 692 basamak olacak şekilde 

eğitilmiştir. 

 ResNet50v2 mimarisi ve ham görüntüler ile oluşturulan model için alınan doğruluk, 

kayıp değerlerinin ortalaması, hassasiyet, özgüllük, doğru pozitif, yanlış pozitif, doğru 

negatif, yanlış negatif değerleri aşağıda yer alan Tablo 3.5’te ve Tablo 3.6’da gösterilmiştir.  
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Şekil 3.9., Şekil 3.10., Şekil 3.11. ve Şekil 3.12.’de ise kesinlik ve kayıp grafikleri 

gösterilmiştir. 

 

Tablo 3.5. ResNet50v2 İçin Ortalama Kesinlik ve Kayıp Değerleri 

ResNet50v2 Kesinlik Kayıp 

Eğitim 0.9631 0.11792 

Geçerleme 0.92679 0.26894 

 

Tablo 3.6. ResNet50v2 İçin İstatiksel Değerler 

ResNet50v2 Pozitif Negatif 

Doğru 447 1890 

Yanlış 26 14 

Hassasiyet 0.9696 

Özgüllük 0.9864 

Test Kesinliği 0.9832 

 

 

Şekil 3.9. ResNet50v2 İçin Eğitim Kaybı 
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Şekil 3.10. ResNet50v2 İçin Eğitim Kesinliği 

 

Şekil 3.11. ResNet50v2 İçin Geçerleme Kaybı 
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Şekil 3.12. ResNet50v2 İçin Geçerleme Kesinliği 

 

3.3.2.ResNet50v2 Mimarisine Katman Eklenmiş Mimari 

Modelin eğitim girdileri, yatay ayna görüntüsü, dikey ayna görüntüsü, %5 

yakınlaştırma ve uzaklaştırma aralığı, 360 derece dönme aralığı, ende ve boyda %5 kayma 

aralığı ve %5 kırpma aralığı gibi ön işleme aşamalarına girerek tekrar tekrar denenmiştir. 

Model eğitilirken ham görüntülerin yanı sıra buradaki parametrelerle elde edilen görüntüler 

de eğitime dahil edilmiştir. 

 Zatürre lezyonlu görüntüler ve lezyonsuz görüntüler arasındaki benzerlik oranı 

yüksek olduğundan, eğitim grup boyutu (batch size) 14 olarak tercih edilmiştir. Geçerleme 

ve test için ise grup boyutu 10 olarak seçilmiştir. 

 Model toplam 10 devir (epoch), ve her devirde 692 basamak olacak şekilde 

eğitilmiştir. Test ise 50 basamakta gerçekleştirilmiştir. 

 ResNet50v2 mimarisine katman eklenmiş mimari ve ham görüntüler ile oluşturulan 

model için alınan doğruluk, kayıp değerlerinin ortalaması, hassasiyet, özgüllük, doğru 

pozitif, yanlış pozitif, doğru negatif, yanlış negatif değerleri aşağıda yer alan Tablo 3.7’de 

ve Tablo 3.8’de gösterilmiştir. Şekil 3.13., Şekil 3.14., Şekil 3.15. ve Şekil 3.16.’de ise 

kesinlik ve kayıp grafikleri gösterilmiştir. 
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Tablo 3.7. Katman Eklenmiş ResNet50v2 İçin Kesinlik ve Kayıp Değerleri 

ResNet50v2 (Katman 

Eklenmiş) 

Kesinlik Kayıp 

Eğitim 0.97307 0.08315 

Geçerleme 0.95056 0.16159 

Test 0.98201 0.05123 

 

Tablo 3.8. Katman Eklenmiş ResNet50v2 İçin İstatiksel Değerler 

ResNet50v2 (Katman 

Eklenmiş) 

Pozitif Negatif 

Doğru 451 1907 

Yanlış 9 10 

Hassasiyet 0.9783 

Özgüllük 0.9947 

Test Kesinliği 0.9953 

 

 

Şekil 3.13. Katman Eklenmiş ResNet50v2 İçin Eğitim Kaybı 
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Şekil 3.14. Katman Eklenmiş ResNet50v2 İçin Eğitim Kesinliği 

 

 

Şekil 3.15. Katman Eklenmiş ResNet50v2 İçin Geçerleme Kaybı 
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Şekil 3.16. Katman Eklenmiş ResNet50v2 İçin Geçerleme Kesinliği 

 

 Şekil 3.17., Şekil 3.18., Şekil 3.19. ve Şekil 3.20.’de ise modellerin kesinlik ve kayıp 

verileri karşılaştırılmıştır. 

 

Şekil 3.17. Modellerin Eğitim Kaybı Karşılaştırması 
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Şekil 3.18. Modellerin Eğitim Kesinliği Karşılaştırması 

 

 

Şekil 3.19. Modellerin Geçerleme Kaybı Karşılaştırması 
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Şekil 3.20. Modellerin Geçerleme Kesinliği Karşılaştırması 

 

 Bu sonuçlara göre katman eklenmiş ResNet50v2 diğer modellere göre daha üstün bir 

başarı göstermiştir. Model en yüksek geçerleme sonucu veren döngüden kaydedilmiştir ve 

sistemin görselleştirilmesi için bu seçilen model kullanılmıştır. 

 

3.4.Modelin Görüntü Üzerine Uygulanması ve Görselleştirilmesi 

 Modelin görüntüye uygulanması, sınıf aktivasyonun hangi bölgede olduğunun 

görselleştirilmesini sağlayan, GradCAM isimli algoritma ile oluşturulmuştur. GradCAM 

eğitilen modelin ham görüntüleri girdi olarak kullanıldığı ve çıktı olarak bir maske üretilen 

algoritmadır. Aşağıdaki Şekil 4.21. ve Şekil 4.22.’de girdi görüntüsü, oluşturulan maske, 

maske ile üst üste bindirilmiş orijinal görüntü gösterilmiştir.  
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Şekil 3.21. Orijinal Görüntü ve Modelin Çıktı Görüntü 

 

Şekil 3.22. Modelin Orijinal Görüntü Üzerine Eklenmiş Görüntüsü ve Isı Haritası 

 

 Aşağıdaki Şekil 4.23’te ise, farklı katmanlardan alınmış girdilerin ve çıktıların 

alındığı görseller gösterilmiştir. 
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Şekil 3.23. Farklı Katmanlardaki Lezyonların Görüntüleri 
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 Zatürre görülmeyen vakalarda ise görüntülerin maskeli hali aşağıdaki Şekil 4.24.’teki 

gibi görülmektedir. 

 

Şekil 3.24. Zatürre Lezyonu Görülmeyen Görüntü Çıktısı 

 

3.5.Lezyonların Hacim Hesaplaması 

 Lezyonların GradCAM algoritması ile görselleştirilmesinin ardından elde edilen gri 

skala görüntüler uygun bir eşik değer ile siyah beyaz görüntülere dönüştürülmüştür. 

Dönüştürülen görüntüler arasından zatürre lezyonu içeren görüntüler el ile seçilerek seçilen 

görüntülerin yaklaşık voksel değerleri elde edilebilmektedir. Seçilen görüntüler arka arkaya 

gelen sekansların birleşiminden oluşmalıdır. Örneğin, her bir sekans 𝑎𝑖 iken, 𝑏𝑖 ilgili 

sekanstaki lezyonun piksel sayısı, 𝑏𝑖−2, 𝑏𝑖−1, 𝑏𝑖 , 𝑏𝑖+1, 𝑏𝑖+2 seçilen sekanslardaki 0’dan büyük 

piksel sayıları, sekanslar arasında boşluk milimetre cinsinden 𝑦, her pikselin milimetre kare 

cinsinden ifade ettiği alan da 𝐴 ve lezyon hacmi de 𝑉 olsun. Bu değerlere göre, 

𝑉 = ∑ 𝐴 ×
𝑏𝑛 + 𝑏𝑛+1

2

𝑖+1

𝑛=𝑖−2

× 𝑦 

formülasyonu ile ortalama hacim bulunabilir. Aşağıdaki Şekil 3.25, 3.26, 3.27, 3.28 ve 3.29 

da farklı sekanslardaki lezyonların eşiklenmiş görüntüleri gösterilmiştir. 
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Şekil 3.25. 47 Numaralı Sekans ve Lezyonun Eşiklenmiş Görüntüsü 

 

 

Şekil 3.26. 48 Numaralı Sekans ve Lezyonun Eşiklenmiş Görüntüsü 
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Şekil 3.27. 49 Numaralı Sekans ve Lezyonun Eşiklenmiş Görüntüsü 

 

 

Şekil 3.28. 50 Numaralı Sekans ve Lezyonun Eşiklenmiş Görüntüsü 

 

 

Şekil 3.29. 51 Numaralı Sekans ve Lezyonun Eşiklenmiş Görüntüsü 
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Aşağıda yer alan Şekil 3.30’da ise eşiklenmiş lezyon görüntülerin üst üste dizilimi 

ile birlikte orijinal görüntüler gösterilmiştir.  

 

 

Şekil 3.30. Orijinal Görüntüler ve Eşiklenmiş Lezyon Görüntüleri 

 

 Veri setinde yer alan görüntülerden 192 sekans içeren hastanın görüntüleri 

kullanılmıştır. Bu görüntülerde sekanslar arası boşluk 2.4 𝑚𝑚’dir. Tüm sekanslardaki piksel 

sayıları sırasıyla 3738, 3761, 6058, 4648 ve 4985’tir. Ancak şekillerden görüldüğü üzere 

görüntülerde iki farklı lezyon bulunmaktadır.  Bu lezyonlardan bir tanesi 47, 48, ve 

49.sekanslarda iken, diğeri, 49, 50 ve 51.sekanslarda yer almaktadır. Ortak olan 49.sekans 

sebebiyle görüntü tam ortadan ikiye bölünerek hesaplama işlemleri tekrar yapıldığında, 

49.sekansın sol akciğer lobunda 3228 ve sağ akciğer lobunda 2830 piksel bulunmuştur. 

Siemens SOMATOM Scope modeli için bu sekanslarda piksel başına düşen alan değeri 

0.95 𝑚𝑚2 ‘dir. Bu değerlere göre, 

 

𝑉 = ∑ 0.95𝑚𝑚2 ×
𝑏𝑛 + 𝑏𝑛+1

2
× 2.4𝑚𝑚

48

𝑛=47

+ ∑ 0.95𝑚𝑚2 ×

50

𝑛=49

𝑏𝑛 + 𝑏𝑛+1

2
× 2.4𝑚𝑚 

𝑉 = 0.95𝑚𝑚2 × 2.4𝑚𝑚

× [(
3738 + 3761 + 3761 + 2830

2
) + (

3228 + 4648 + 4648 + 4985

2
)] 

𝑉 = 36022.86𝑚𝑚3 = 36,02286𝑐𝑚3 

 

olarak bulunur.  
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4.SONUÇ VE TARTIŞMA 

 

 Çalışmada dört farklı derin öğrenme modeli, açık kaynak olarak sunulan bir veri 

setindeki COVID-19 enfeksiyonu sonucu oluşan zatürre lezyonları görülen ve görülmeyen 

görüntüler ile eğitilmiştir. Eğitim süreleri, Tesla P100 GPU ve her basamak (epoch) için 

VGG16’da 326 ile 3880 saniye, ResNet50’de 371 ile 4875 saniye, ResNet50v2’de 319 ile 

2715 saniye ve katman eklenmiş ResNet50v2’de 302 ile 1720 saniye arasındadır. 

Oluşturulan modelleri boyutları, VGG16’da 171.5 megabyte, ResNet50’de 282.4 megabyte 

ResNet50v2’de 282.2 megabyte ve katman eklenmiş ResNet50v2’de 672.3 megabyte’tır. 

Oluşturulan modeller denendiğinde COVID-19 pozitif ya da negatif sonuç veren programın 

çalışma süresi tek bir görüntü için VGG16’da 1.1s, ResNet50’de 1.6s, ResNet50v2’de 1.5s 

ve katman eklenmiş ResNet50v2’de 2.3s’de sonuç vermektedir. GradCAM algoritması 

yalnızca katman eklenmiş ResNet50v2 ile denenmiştir. Algoritma ile görüntülerdeki 

lezyonların görselleştirilmesi için kullanılan programın çalışma süresi tek bir görüntü için 

katman eklenmiş ResNet50v2’de 2.6s’de sonuç vermektedir. 

Çalışma neticesinde dört farklı model detaylı olarak karşılaştırılmış, hassasiyet 

özgüllük ve test kesinliğine göre en iyi sonuç veren model olan katman eklenmiş 

ResNet50v2 ile sınıf aktivasyonu GradCAM algoritması ile görselleştirilmiştir. Çıktıda 

oluşan maske görüntü üzerine eklenerek, ham görüntüdeki lezyonların oluştuğu kısımlar 

görülebilmiştir. Ayrıca elde edilen maske eşiklenerek lezyonların hacim hesaplaması 

ortalama olarak gerçekleştirilmiştir. Elde edilen model farklı veri setleri ile geliştirilerek 

klinik düzeyde kullanılabilir bir karar destek sistemine dönüştürülebilir. Oluşturulan 

modeller özet olarak karşılaştırılması aşağıda yer alan Şekil 4.1. ve Şekil 4.2.’de 

gösterilmiştir. 
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Şekil 4.1. Modellerin Hassasiyet, Özgüllük ve Test Kesinliğine Göre Karşılaştırma Grafiği 

 

 

Şekil 4.2. Modellerin Eğitim Süresi, Boyut ve Çalışma Süresinde Göre Karşılaştırma 

Grafiği 

 

 

 Kurulan sistem her ne kadar COVID19 zatürresi görüntüleri için eğitilmiş olsa da, 

diğer viral zatürre ile bakteriyel zatürre arasında spesifik farklar bulunmadığı için, yalnız 

COVID19 zatürresi değil herhangi bir zatürre türü tespit edilmektedir. Bu nedenle daha 
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spesifik bir çalışma için sınıf sayısı artırılarak diğer viral zatürre görüntüleri ile birlikte, 

bakteriyel zatürre türleri de yeni sınıf olarak eklenebilir. Yapılan çalışmada yalnızca bir 

klinik merkezden alınan görüntüler kullanılmıştır. Bu sebeple diğer kliniklerden alınan 

görüntülere nasıl tepkiler vereceği ölçülmemiştir. GradCAM algoritması, görselleştirilme ve 

sınıf aktivasyonu için her ne kadar sık kullanılan bir yöntem olsa da lezyonların tamamı her 

zaman ayırt edilememektedir. Buna bağlı olarak hacimsel veri lezyon içeren bölgeyi 

GradCAM algoritmasının geniş bir biçimde almasından dolayı, olduğundan daha yüksek 

çıkmaktadır. 

 Eğitilen modeller arasında en doğru sonucu veren model olarak katman eklenmiş 

ResNet50v2 gösterilebilir. Ancak buna karşın bu modelin çeşitli dezavantajları da 

mevcuttur. Bu dezavantajlardan başlıca olanı modelin boyutunun büyüklüğüdür. Diğer 

modellere göre katman eklenmiş ResNet50v2 neredeyse 4 kat daha büyüktür. Bu büyüklüğe 

bağlı olarak modelin sonuç verme süresi de uzamaktadır. Tek bir görüntü için önemli 

sayılmayacak kadar küçük olan bu süre farkı veri sayısının artmasıyla birlikte yüksek süre 

farklarına dönüşebilmektedir. Eğitim süreleri, eğitim gerçekleştiği ortamdaki çalışan RAM, 

CPU, GPU çalışma kapasitesi ve ağ yoğunluğu gibi değişkenlere bağlı olduğundan, ayrıca 

eğitimler uzak sunucu üzerinde gerçekleştirildiğinden, bu konuda objektif bir kıyaslama 

mümkün değildir. 

 Çalışma esnasında, zatürre lezyonlarının genellikle akciğer çeperine yakın 

bölgelerde oluştuğu gözlemlenmiş ve test edilmiştir. Bu konuda lezyon lokasyonu takibi 

amaçlı bir çalışma yapılmış olup, farklı hastaların farklı vücut ve akciğer boyutlarından 

kaynaklanan zorluk nedeniyle başarısız olmuştur. Bahsi geçen zorluk akciğer boyutunun 

sabitlenmesi yani her hastada yaklaşık olarak aynı sayıda piksel boyutuna sahip olmasını 

amaçlamak ve bunun sonrasında her biri birbirinden farklı çözünürlükteki görüntüler 

üzerinden lokasyon takibi yapmaktır.  

 Çalışma sonrasında, eğitilebilecek model sayısı artırılarak daha farklı mimariler ile 

daha iyi sonuçlar elde etmeye çalışılabilir. Veri seti başka kliniklerden başka cihazlarla 

alınan görüntüler eklenerek zenginleştirilebilir ve modeller geliştirilebilir. Görselleştirme 

konusunda GradCAM algoritmasına ek algoritmalar eklenerek algoritma başarısı artırılıp bu 

algoritmanın çıktıları ile de hacim takibi, lokasyon takibi gibi klinik amacı olan çalışmalar 

yapılabilir. 
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