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OZET

DERIN OGRENME VE MAKINE OGRENMES]
YONTEMLERIYLE TURKIYE EMLAK
PIYASASINDA FIYAT TAHMINI

Recep Furkan KOCYIGIT

Bilgisayar Miihendisligi Anabilim Dali
Yiiksek Lisans Tezi

Danisman: Prof. Dr. Banu DIRI
Es-Danisman: Ogr. Gor. Dr. Ahmet ELBIR

Tirkiye’deki emlak piyasasi, ekonomik biiyiimenin ve bireylerin yasam kalitesinin
onemli bir belirleyicisidir ve hem yatirimcilar hem de alicilar i¢in kritik bir
rol oynamaktadir. Bu calisma, Ocak 2025’te Tirkiye’deki konut miilkleri
icin yaymlanan 128.670 emlak ilanindan elde edilen verileri kullanarak emlak
degerleme ve tavsiye sistemleri gelistirmektedir. Veri 6n isleme asamasinda, yanlig
kategorideki ilanlar, Kuzey Kibris’tan ilanlar, eksik demografik ve fiyat bilgileri,
ingaat halindeki miilkler icin ilanlar ve koordinat verileri eksik olanlar gibi hatali
girisler kaldirilmigtir. Ek olarak, metinsel veriler sayisal degerlere doniistiiriilmiis
ve veri seti fiyat, briit m? ve oda sayist sinirlamalart uygulanarak 93.350 ilana
indirgenmis ve 207 farkli 6zellik elde edilmistir. Ozellikler arasinda korelasyon
analizi yapilarak fiyatla korelasyonu diisiik olanlar ¢ikarilmistir. Kategorik veriler
Ki-Kare testi ve One-Hot Encoding kullanilarak iglenmistir. RFE, 6zellik se¢ciminde
en etkili yontem olup, 50 ilgili 6zelligin belirlenmesini saglamistir. Cesitli makine
ogrenimi modelleri arasinda en 1yi sonuglar, 384 farkli parametre kombinasyonu
tizerinden optimizasyon ile XGBRegressor kullanilarak elde edilmistir. Modelin
performansi yaklasik %11°lik bir ortalama mutlak yiizde hata vermektedir ki
bu da Tiirkiye’nin emlak piyasasindaki ortalama pazarlik oranmmin %9 oldugu
diistiniildiigiinde oldukca basarili sayilmaktadir. ANN, CNN, CNN-LSTM, LSTM
ve KAN dahil olmak iizere derin 6grenme modelleri de test edilmistir, ancak hicbiri

XGBRegressor’dan daha iyi performans gostermemistir. Ozellikle, ANN modeli



tanh aktivasyon fonksiyonu ve diisiik birakma oranlar1 uygulandiginda daha iyi
sonuglar gostermektedir. Genel olarak, XGBRegressor en diisiik hata oranlarini
vermektedir. Bu ¢alisma, modern veri isleme tekniklerinden yararlanarak emlak
piyasasinin analizine yonelik saglam bir zemin olugturmakta ve emlak fiyatlarinin

tahmini i¢in etkili bir model ortaya koymaktadir.

Anahtar Kelimeler: Emlak Piyasasi Tahmini, Makine Ogrenimi, Derin Ogrenme,

Fiyat Tahminleri

YILDIZ TEKNIK UNIVERSITESI
FEN BILIMLERI ENSTITUSU
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ABSTRACT

PRICE PREDICTION IN THE TURKISH REAL
ESTATE MARKET USING DEEP LEARNING AND
MACHINE LEARNING METHODS

Recep Furkan KOCYIGIT

Department of Computer Engineering

Master of Science Thesis

Supervisor: Prof. Dr. Banu DIRI
Co-supervisor: Lect. PhD Ahmet ELBIR

The real estate market in Turkey is a key determinant of economic growth and
individuals’ quality of life, playing a critical role for both investors and buyers.
This study develops property valuation and recommendation systems using data
from 128,670 property listings published in January 2025 for residential properties
in Turkey. During the data preprocessing phase, erroneous entries, such as listings
in the wrong category, those from Northern Cyprus, missing demographic and price
information, listings for properties under construction, and those lacking coordinate
data, are removed. Additionally, textual data is converted into numerical values,
and the dataset is reduced to 93,350 listings by applying limitations on price,
gross m?, and number of rooms, resulting in 207 distinct features. Correlation
analysis is performed among the features, leading to the removal of those with low
correlation to the price. Categorical data are processed using the Chi-Square test
and One-Hot Encoding. RFE proves most effective in feature selection, leading to
the identification of 50 relevant features. Among various machine learning models,
the best results are achieved using XGBRegressor, with optimization through 384
different parameter combinations. The model’s performance yields a mean absolute
percentage error of approximately 11%, which is considered highly successful,
given that the average bargaining rate in Turkey’s real estate market is 9%. Deep
learning models, including ANN, CNN, CNN-LSTM, LSTM, and KAN, are also
tested, but none outperform XGBRegressor. Notably, the ANN model shows better

Xii



results when the tanh activation function and low dropout rates are applied. Overall,
XGBRegressor delivers the lowest error rates. This study provides a solid basis for
the analysis of the real estate market by utilizing modern data processing techniques

and presents an effective model for the prediction of real estate prices.

Keywords: Real Estate Market Prediction, Machine Learning, Deep Learning,
Price Predictions
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1

GIRIS

Pandeminin ardindan Tiirkiye’deki emlak piyasasi, yalmizca ekonomik biiylimeyi
degil, ayn1 zamanda bireysel refah1 da dogrudan etkileyerek iilkenin ekonomik
cercevesinin ayrilmaz bir pargasi haline gelmistir. Bu siirecte, emlak sektoriiniin
biiylimesi, bircok sektordeki yeniden yapilanma ve degisimle paralel ilerlemis,
piyasada meydana gelen dalgalanmalar, hem yerel hem de ulusal diizeyde
onemli ekonomik sonuglar dogurmustur. Konum, ekonomik kosullar, arz-talep
dengesizligi, bolgesel gelisim ve piyasa dinamikleri gibi faktorler, gayrimenkul
degerlerini belirlerken daha da karmagik hale gelen bir etkilesim yaratmaktadir.
Ozellikle biiyiik sehirlerdeki yiiksek talep, kirsal bolgelere yonelik artan ilgi
ve yerel kalkinma projeleri gibi unsurlar, fiyat tahminlerinin dogrulugunu

zorlagtirmaktadir.

Bu karmagik ortamda, giivenilir gayrimenkul degerleme sistemleri, yalnizca
yatirrmcilar ve alicilar i¢cin degil, aym1 zamanda politika yapicilar ve sehir
planlamacilari icin de kritik 6neme sahiptir. Bu sistemler, tiim paydaslarin bilingli
ve dogru kararlar almalarina olanak tanirken, etkin ve siirdiiriilebilir uzun vadeli
stratejilerin gelistirilmesine de katki saglamaktadir. Ancak, Tiirkiye gayrimenkul
piyasasinda bu degerleme siireclerinin dogrulugunu etkileyen cesitli zorluklar
mevcuttur. Geleneksel degerleme yontemleri, 0zellikle dalgali piyasa kosullari,
bolgesel farkliliklar ve veri kalitesindeki tutarsizliklar nedeniyle biiyiik Olgiide
yetersiz kalmaktadir. Bunun yaninda, hizli teknolojik gelismeler ve dijitallesme
siireci, piyasada daha seffaf ve erisilebilir veri kaynaklarinin ortaya ¢ikmasini
saglasa da, bu yeniliklerin etkin bir sekilde entegre edilmesi ve giivenilir degerleme

modellerine doniistiiriilmesi biiyiik bir zorluk teskil etmektedir.

Bu calismada, Tiirkiye emlak piyasasinda karsilasilan zorluklar detayl bir sekilde
incelenerek, giincel emlak verilerinin toplanmasi ve islenmesi, ardindan 6znitelik
cikarimi ve oOzellik secimi siirecleri gerceklestirilmistir.  Bu dogrultuda Sekil
[[.T]deki akis tizerinden ilerlenmis, makine 6grenmesi ve derin 6grenme modelleri

gelistirilip egitilerek, bir gayrimenkuliin fiyatinin yiiksek dogrulukla tahmin



edilmesi amac¢lanmigtir.
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Sekil 1.1 Proje Akisi

1.1 LITERATUR OZETI
Wang ve digerleri tarafindan gelistirilen Esnek Zamansal-Mekansal Model (FSTM),

Shunde gibi orta-kiigiik sehirlerdeki ev fiyatlarinin zamansal ve mekénsal
dinamiklerini anlamak amaciyla 1498 oOrnek kullanmilarak olusturulmustur [1].
Bu model, uzun vadeli egilimleri ampirik ortogonal temel fonksiyonlar ile
mekansal olarak iligkili rastgele katsayr alanlarini birlestirerek analiz etmis
ve performanst RMSPE=0,568, MAPE=0,410 ve R?=0,275 gibi metriklerle
degerlendirilmistir. Modelin orta diizeyde basar1 gosterdigi belirtilmis, hiikiimet
politikalar1 ile ¢evresel faktorlerin ev fiyatlarina etkisini kapsamli bir sekilde
acikladigr vurgulanmigtir.  Ancak, tahmin hatalarinin yillik 6rnek degerlerinin
yiikksek varyasyon katsayilarindan kaynaklandigi ifade edilmis ve gelecekte

cografi agirlikli regresyonla entegrasyonunun tahmin dogrulugunu artirabilecegi



Onerilmistir.

Hjort ve digerleri, AVM’lerin gercek performans oOl¢iitiine uygun 6zel bir kayip
fonksiyonu tasarlayarak XGBoost modelinin performansini artirmay1 hedeflemistir
[2]]. Norveg¢ konut piyasasindan 126.719 islem verisiyle model, SE ve SPE kayip
fonksiyonlart altinda egitilmistir. SPE kayip fonksiyonu ile +%20 araliginda
dogruluk %89,4’ten %90,0’a, hibrit modelle %90,4’e yiikselmis, ozellikle diisiik
fiyat segmentlerinde belirgin iyilesme saglanirken yiiksek fiyat segmentlerinde
performans diisiisii gozlenmistir. Calisma, finansal kurumlar ve konut piyasasi
icin daha giivenilir tahminler sunmus, gelecekte hibrit modelde veri odakl
bireysel agirliklar ile farkli kayip fonksiyonu ailelerinin test edilmesiyle dogrulugun

artirllabilecegi Onerilmistir.

Adetunji ve digerleri, ev fiyatlarin1 spesifik bir deger yerine fiyat varyansi olarak
tahmin etmenin daha gercekci oldugunu savunarak bu problemi bir siniflandirma
meselesi olarak ele almistir [3]. UCI Boston konut veri seti (506 giris, 14
ozellik) tizerinde Rassal Orman makine 0grenimi teknigi uygulanarak 6zgiin bir
yaklagim gelistirilmistir [4]. Model, gercek fiyatlarla kargilastirildiginda R?=0,9
hata pay1 ile kabul edilebilir bir tahmin bagaris1 gostermis, ev sahipleri, emlak
degerleme uzmanlar1 ve politikacilar icin satig ile satin alma kararlarini destekleyen
pratik bir ara¢ sunmustur. Ancak, HPI gibi genel gostergelerin bireysel fiyat
tahmininde yetersiz kaldig1 ve modelin yalnizca Boston veri setine dayandigi icin
genellenebilirliginin kisitlandigr belirtilmis, gelecekte farkli bolgelerdeki spesifik
degiskenleri dikkate alan kapsamli modeller ile derin 68renme tekniklerinin

kesfedilmesi Onerilmistir.

Kopczewska ve Cwiakowski, emlak alt pazarlarinin mekénsal-zamansal istikrarin
test ederek literatiirdeki boslugu doldurmustur [5]. Standart Cografi Agirlikh
Regresyon (GWR) modeli kullanilarak hedonik tahminler yapilmis, katsayilar
kiimeleyerek alt pazarlar belirlenmis ve Rand Index ile Jaccard Benzerligi
ile stabilitesi incelenmistir. 2006-2015 yillar1 arasinda Varsova’daki apartman
islemleri iizerine yapilan vaka ¢aligmasi, gorece yiiksek mekansal-zamansal istikrar
gostermis, GWR ve OLS modelleri %28-38 R? araliginda benzer uyum basarisi elde
etmistir. Yontem, fiyat belirleyicilerinin stabilitesini kantitatif olarak degerlendirme
imkanm1 sunmus, ancak 2006’daki diisiik uyum ve stabilite gozlemlenemeyen dis
faktorlerin etkisini isaret etmis, bu anomalilerin arastirilmasi ve modelin farkli

pazarlarda test edilmesi Onerilmistir.

Ozogur Akyiiz ve digerleri, hizla degisen emlak sektoriinde dogru fiyatlandirma

ithtiyacim karsilamak i¢in ev 6zelliklerini kullanan dinamik bir tahmin prosediirii



sunmustur [[6].  Dogrusal regresyon, kiimeleme analizi, en yakin komsu
smiflandirmas1 ve Destek Vektor Regresyonu’nu (SVR) birlestiren hibrit bir
algoritma gelistirilmis, Istanbul Kadikoy ve Kaggle veri setlerinde test edilmistir.
Hibrit model, Kadikdy’de 0,791 ve Kaggle’da 0,937 maksimum R? ile RMSE
ve MAPE dlciitlerinde nu-SVR, Ridge ve Lasso gibi standart tekniklere iistiinlitk
saglamis, heteroskedastik veri yapisini ele alarak paydaslar icin giivenilir bir karar
destek araci sunmustur. Ancak, Kaggle veri setindeki eksik veriler ve yiiksek ozellik
say1s1 RMSE gibi ol¢timlerde performans: sinirlamisg, eksik veriler i¢in imputation
tekniklerinin gelistirilmesi ve farkli bolgelerden cesitli veri setleriyle modelin test

edilmesi Onerilmigtir.

Ahlfeldt ve digerleri, tekrarlanan kesit verilerden herhangi bir mekénsal birim
icin dengeli bir panel ev fiyat1 endeksi tahmin eden bir programlama algoritmasi
geligtirmistir [7].  Mikro verilerin bol oldugu alanlarda hassas uyum ve
seyrek oldugu yerlerde giivenilir tahminler sunan bu algoritma, Almanya’daki
emlak fiyatlar1 ve kiralart icin 2007°den beri parametrik ve parametrik olmayan
tekniklerle uygulanmigtir. Algoritma, Almanya’nin 8255 posta kodu bolgesinde
satin alma fiyatlarinin yillik -%1,1 ile %11,0, kira fiyatlarinin ise -%?2,6 ile
9%7,6 arasinda degistigini goOstermis, fiyat-kira oranlarmin yogunlukla pozitif
korelasyonunu ortaya koyarak kentsel ekonomi teorisine dayali saglam bir temel
sunmustur. Basari, mikro verilerin kalitesine ve yogunluguna bagl bulunmus,
veri eksikligi olan bolgelerde ekstrapolasyonlarin sinirli kalabilecegi belirtilmis,
fiyat-kira oranlarindaki farkliliklarin nedenlerinin arastirilmasi ve algoritmanin

diger iilkelerde test edilmesi Onerilmistir.

Gupta ve digerleri, ABD eyaletlerindeki konut fiyati senkronizasyonunu analiz
ederek makroekonomik belirsizligin bu hareketleri tahmin etmedeki roliinii
arastirmistir [8]. Bayesian dinamik faktor modeli ile fiyat hareketleri ulusal,
bolgesel ve eyalete 0zgii faktorlere ayrilmig, Rassal Ormanlar makine 6grenimiyle
belirsizligin tahmin giicii test edilmistir. Ulusal faktor, eyaletlerin reel konut fiyati
biiylime oranlarinin %35’ini agiklamig, makroekonomik belirsizlik ulusal faktor ve
toplam ABD konut fiyat1 volatilitesini anlaml bir sekilde tahmin ederek yatirimcilar
ve politika yapicilar icin portfoy optimizasyonu ile balon Ongoriisii imkam
sunmustur. Analiz yalnizca ABD verilerine dayandigindan genellenebilirligi sinirlt
bulunmus, bolgesel veri erisimine baglh olarak diger gelismis ve gelismekte olan

ilkelere genigletilmesi Onerilmistir.

Xu ve Zhang, Cin’de son on yilda hizla biiyliyen konut piyasasinda fiyat
tahmini i¢in 100 biiyiikk sehirden aylik verilerle tek degiskenli bir sinir agi
modeli gelistirmistir [9]. Levenberg-Marquardt, dl¢ceklendirilmis eslenik gradyan



ve Bayesian diizenlilestirme algoritmalar1 test edilmis, dort gecikme ve ii¢
gizli noronlu bir yapr ile ilk genis kapsamli calisma sunulmustur. Model,
99 sehirde egitim, dogrulama ve test asamalarinda ortalama %1 RMSE ile
istikrarli bir performans sergileyerek trend analizi ve politika yapimi icin basit ve
uygulanabilir bir ara¢ saglamigtir. Tek parametre setine odaklanmasi sehirler arasi
farkliliklar1 yansitamazken, tek de8iskenli yaklasim ekonomik faktorleri disarda
birakmis, gelecekte hibrit modeller, farkli parametre setleri ve belirsizlik analizleri

Onerilmistir.

Rico-Juan ve de La Paz, Alicante, Ispanya’daki 1996-2012 donemi mikro konut
verileriyle makine 6grenimi (rassal orman) ve hedonik regresyon yontemlerini
karsilagtirmigtir [10]]. Rassal ormanin dogrusal olmayan iligkileri ii¢ boyutta tespit
etme kapasitesi ilk kez incelenerek tahmin dogrulugu degerlendirilmistir. Rassal
orman %2’den az hata ile iistiin performans gosterirken konum ve zaman gibi
ozellikleri gorsellestirmede basarili olmusg, hedonik regresyon ise fiyat seviyesine
gore dogrusal olmayan etkileri kantil bazinda robust bir sekilde tespit etmistir.
Rassal orman dogrusal olmayan iligkileri nicel olarak a¢iklamakta yetersiz kalmus,
kantil regresyon ise ii¢ boyutlu gizli nedensel baglantilar1 yakalayamamis, derin
yapay sinir aglari gibi gelismis tekniklerin aciklanabilirlik zorluklar1 asilarak

denenmesi Onerilmistir.

Nouriani ve Lemke, mevcut emlak fiyat tahmin yontemlerinin i¢, dis ve mahalle
gorsel bilgilerini ithmal ettigini fark ederek, bu gorsel ozellikleri derin evrisimli
sinir aglartyla (CNN) analiz eden ve ev attributes ile birlestiren yenilik¢i bir
yontem gelistirmistir [11]. I¢, dis ve uydu goriintiilerinden liiks seviyesini
siniflandirarak fiyat tahmini yapilmig, CNN tabanli model %4,98 medyan hata oran1
ile Zestimate (%7,3), Poursaeed (%5,6) ve LSTM (%10,94) gibi yontemlerden
iisttin performans gostermistir.  Bessinger veri setinde RMSE’yi 28.281$’dan
24.137%’a diisiirerek daha dogru tahminler sunmus, ancak model yalnizca Midwest
(Minnesota) verileriyle egitildiginden genellenebilirligi simirli kalmig ve gorsel
veri eksikliginde performansin diigebilecegi belirtilmis, daha biiyilk ve farkli

pazarlardan veri setleriyle gelistirilmesi Onerilmistir.

Cilgin ve Gokgen, Ankara’daki Haziran-Temmuz 2021 emlak satis verileriyle
(16.578 kayit) makine 68renimi yontemlerini kullanarak konut fiyatlarin1 tahmin
etmigstir [12]. Dogrusal, Lasso, Ridge Regresyon, XGBoost ve Yapay Sinir Aglar
kargilastirllmis, XGBoost MAPE olarak 0,0198 ile en iyi performansi gostermis
ve ANN ile benzer sonuglar verirken Dogrusal, Lasso ve Ridge regresyonlardan
belirgin sekilde iistiin oldugu gozlemlenmistir. Biiyiik veri seti ve ¢ok sayida

degiskenle Tiirkiye emlak piyasasina kapsamli bir analiz sunulmusg, ancak sehirlerin



Ozgiin dokusu nedeniyle genellenebilirlik siirli kalmig, farkli yaklasimlarin,

hiper-parametrelerin ve kolektif modellerin test edilmesi Onerilmistir.

Kuru Erdem ve digerleri, Izmir’in Bayrakl ilcesindeki 138 emlagin Nisan-Haziran
2019 verileriyle satig fiyatlarin1 etkileyen 17 parametreyi istatistiksel olarak
analiz etmistir [13]]. 13 etkili parametreyle ayirt edici analiz uygulanarak
fiyat araliklarin1 tahmin eden yenilik¢i fonksiyonlar gelistirilmis, bu fonksiyonlar
emlaklarin %78,3’iinii (50-100, 100-150, 150-200 bin dolar araliklarinda) dogru
siniflandirmistir.  Emlak alani, yasi, mobilya durumu gibi parametrelerin fiyat
izerindeki etkisi ortaya koyularak emlak degerleme uzmanlarina pratik bir arag
sunulmug, ancak balkon ve banyo sayisi gibi parametrelerin etkisi anlamli
bulunmamis ve analiz yalnizca Bayrakli ile smnirli kalarak genellenebilirligi
kisitlanmis, farkli emlak tiirleri ve daha genis bolgeler icin modeller gelistirilmesi

Onerilmistir.

Tekin ve Sari, Tiirkiye konut piyasasindaki fiyat artislarini dikkate alarak Istanbul
emlak piyasasi i¢in 36.000 satirlik veriyi web kazima ile toplayip CRISP-DM
cercevesinde islemistir [[14]. Dogrusal regresyon, polinomal regresyon, karar
agaclari, rassal ormanlar ve XGBoost algoritmalar: test edilmis, rassal ormanlar
ve XGBoost yaklasik %20 MAPE ile diger algoritmalardan (dogrusal regresyon
934,42, polinomal %30,15, karar agaclar1 %25,42) iistiin performans gostermistir.
Parametre optimizasyonuyla %4-6 iyilesme saglanarak anahtar degiskenlerle
dogruluk artirnllmig, ancak veriler yalmzca Aralik 2020°den toplandigindan
giincellik sinirli kalmis ve eksik ozellikler model dogrulugunu etkilemis, aylik

giincellenen dinamik bir model ve daha fazla 6zellik eklenmesi 6nerilmigtir.

1.2 TEZIN AMACI

Tiirkiye’deki emlak piyasasi, ekonomik biiyiime ve bireysel refah icin kritik bir
rol oynamaktadir. Emlak degerlemeleri, yatirnmcilar, alicilar ve politika yapicilar
icin onemli kararlar alirken, dogru tahminlerin yapilabilmesi i¢in giivenilir verilere
ihtiya¢c duyulmaktadir. Bu c¢alismanin amaci, Tiirkiye’deki konut piyasasina
ait emlak verilerini kullanarak, dogru fiyat tahminleri yapilabilmesi icin makine

0grenmesi ve derin 0grenme modelleri gelistirmektir.

Bu calismada, Tiirkiye’deki 128.670 emlak ilan verisi iizerinden, konut fiyatlarinin
dogru bir sekilde tahmin edilebilmesi icin veri 6n isleme, 6zellik ¢ikarimi, 6zellik
secimi ve model egitimi gibi adimlar uygulanmigtir. Emlak verilerinin kalitesiz
girigslerden arindirilmasi, metinsel verilerin sayisal verilere doniistiiriilmesi ve

gereksiz ozelliklerin elimine edilmesi saglanmgtir. Ozelliklerin korelasyon analizi



yapilmis ve daha sonrasinda Ozyinelemeli Oznitelik secimi yontemiyle fiyatla
iliskilendirilebilecek en anlamli 50 6zellik belirlenmis ve bu 6zellikler {izerinden

tahminleme modelleri egitilmistir.

Makine 68renmesi ve derin 6grenme modelleri de test edilerek, modellerin basarisi
kargilastirllmistir. Calismanin nihai hedefi, emlak verileriyle gelistirilen gii¢clii bir
fiyat tahmin modeli olusturarak, Tiirkiye’deki emlak piyasasinin analizine katki

saglamaktir.

1.3 HIPOTEZ

1. Emlak fiyat tahmininde kullanilan veri setlerinde, makine 6grenmesi ve derin
ogrenme modellerinin kiiciik, daha az etiketli veriyle egitilen modellerin,
biiyiik veri setlerine dayali modellerden daha bagarili sonuglar verebilecegi

hipotezi test edilecektir.

2. Tirkce dilindeki emlak verileriyle egitilmis makine O6grenmesi ve derin
o0grenme modellerinin, ¢ok dilli versiyonlarina kiyasla Tiirkce verilerle daha

iyi performans sergileyebilecegi ongoriilmektedir.

3. Emlak fiyat tahmini yapilirken, fiyatlar1 etkileyen o6zelliklerin metindeki
onemli faktorleri yakalayabilen 6zellik ¢ikarim modelleri kullanarak daha
anlamli tahminlerin elde edilebilecegi ve bu yontemle elde edilen 6zelliklerin

model basarisini artiracagi hipotezi ortaya konacaktir.
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VERI KUMESI

Bu ¢alismada kullanilan veriler, Ocak 2025 tarihinde Tiirkiye genelinde yayimlanan
satilik dairelere iligkin emlak ilanlarindan olugsmaktadir. Veriler, internet iizerindeki
cesitli kaynaklardan gelistirilen bir yazilim aracilifiyla toplanmis olup, belirtilen
donemde toplamda 128.670 ilan verisi elde edilmistir. Ham verilerde, her bir ilana
ait 17 farkli 6zellik yer almaktadir. Elde edilen veriler, on isleme asamasina tabi
tutulmus ve bu siirecte 6znitelik ¢ikarimi yontemleriyle yeni 6zellikler eklenmistir.
Sonug¢ olarak, verilerdeki ilan sayis1 93.350 adete diiserken, her ilana ait 207
ozellik ortaya cikmistir. Ardindan, fiyat tahminine iligkin en énemli 6zelliklerin

belirlenmesi amaciyla 6zellik se¢imi yapilmigtir.

2.1 ONISLEME

Ham veri internet lizerinden toplandiktan sonra veriyi islemek icin asagidaki

adimlar uygulanmigtir:
e Satilik daire verisi olmasma ragmen kiralik ya da diikkan gibi yanlis
kategoriye eklenen ilan verileri silinmistir.
» KKTC’deki ilanlar silinmisgtir.
* Demografik ve fiyat bilgisi olmayan ilanlar silinmistir.

e Ilan aciklamalarindaki HTML formatli iceriklerden metin verisi ¢ikarilmus,

ardindan bu metinlerden emoji ve etiketler (hashtag’ler) temizlenmistir.
* Yapim agamasindaki ev ilanlar1 silinmistir.
» Koordinat bilgileri girilmeyen ev ilanlar1 silinmistir.
* Net ve briit m? fiyatlar1 metin formatindan sayisal veriye ¢evrilmistir.

* Dairenin y1l bilgisi hem kategorik hem niimerik olarak tutulmustur.



* Hangi katta oldugu bilgisi metin formatindan sayisal veriye ¢evrilmistir.

* Banyo sayis1 metin formatindan sayisal veriye ¢evrilmistir..

* Fiyat1 500.000°den diisiik ve 10.000.000’dan yiiksek ev ilanlar1 silinmistir.
* Net m? degeri 30 m?’den kii¢iik ve 200’den biiyiik ev ilanlar1 silinmistir.

* Oda sayis1 7°den biiyiik olan ev ilanlar1 silinmistir.

» Kat sayis1 20’den fazla olan ev ilanlar1 silinmigtir.

* Banyo ve tuvalet sayilar1 0 olan ve 4’ten biiyiik olan ev ilanlar1 silinmistir.
* Balkon sayis1 metin formatindan sayisal veriye ¢cevrilmistir.

e Eger veride o ozellik icin %80 oraminda eksik veri varsa o oOzellikler

silinmistir.
* Dairenin i¢, dis ve konum 6zellik bilgileri ham veriden elde edilmistir.

e Toplam popiilasyon yogunlugu, medeni durum, egitim durumu,
sosyo-ekonomik durum, ortalama yas ve ortalama gelir ham veriden

elde edilmistir.

* Amortisman siiresi, briit m? fiyat1 ve net m? fiyat1 icin IQR analizi yapilip

aykir degerler silinmistir.

2.2 OZNITELIK CIKARIMI

On isleme asamasinin ardindan, verileri zenginlestirmek amaciyla asagidaki

islemlerle mevcut verilerden yeni 6znitelikler olusturulmustur:

* Toplam oda sayis1 hesaplanmis ve ortalama oda m?’si hesaplanmustir.
* Ortalama kiralik iicreti ve amortisman siiresi hesaplanmaisgtir.

* Hangi katta oldugu ve kac katli oldugu bilgisi kullanilarak ara kat olup
olmadig1 bilgisi hesaplanmisgtir.

» Ilanm eklenme ve son giincelleme tarihinden itibaren kag giin gectigi bilgisi

hesaplanmugtir.

* Briit m? fiyat1 icin dairenin bulundugu il, ilce ve mahalle bolgesindeki

ortalama fiyatlar bulunmustur.



icin fiyatlar bulunmustur.

2.3 VERI ANALIZI

Veri 6n isleme ve Oznitelik ¢ikarimi adimlarinin ardindan, en etkili ilk 10 6znitelik
Tablo de verilmistir. Ozniteliklerin tamami Tablo de verilmistir.

Briit m? fiyati i¢in dairenin bulundugu 1il, ilce ve mahalle bolgesindeki daire

yil bilgisindeki ortalama fiyatlar bulunmustur.

Briit m? fiyat i¢in dairenin bulundugu il, ilge ve mahalle bolgesindeki daire

oda sayisindaki ortalama fiyatlar bulunmustur.

Briit m? fiyat1 icin dairenin bulundugu il, ilce ve mahalle bolgesindeki daire

1s1itma tipindeki ortalama fiyatlar bulunmustur.

Briit m? fiyat1 i¢in dairenin bulundugu il, ilce ve mahalle bolgesindeki

dairenin ara kat bilgisine gore ortalama fiyatlar bulunmustur.

Bulunan bu ortalama briit m? fiyatlari ile briit m? carpilarak ortalama o daire

Tablo 2.1 En Onemli 10 Oznitelik

No Ozellik Aciklama

1 avg_town_id_build_ag Hgili mahalledeki tiim emlaklarin, bina yasina
e_categorical_gross_pr | gore gruplandirilmis briit fiyatlarinin ortalamasi
ice

2 avg_town_id_heating_t Ilgili mahalledeki tiim emlaklarin, 1sitma tipine
ype_gross_price gore gruplandirilmug briit fiyatlarinin ortalamasi

3 avg_town_id_room_co Ilgili mahalledeki tiim emlaklarin oda sayisina
unt_gross_price gore gruplandirilmag briit fiyatlarinin ortalamasi

4 bath_count Emlakta bulunan banyo sayisi

5 bosphorus_view Bogaz manzarasi var mi1 bilgisi

6 avg_town_id_build_ag Ilgili mahalledeki tiim emlaklarin, bina yasina
e_categorical_gross_m | gore gruplandirilmig briit m2 fiyatlarinin
2_price ortalamasi

7 avg_town_id_room_co Ilgili mahalledeki tiim emlaklarin oda sayisina
unt_gross_m?2_price gore gruplandirilmis briit m? fiyatlarinin

ortalamasi

8 is_mezzanine_floor Emlak ara kat m1 bilgisi

9 room_count Emlak i¢indeki toplam oda sayis1

10 heating_type Emlakta kullanilan 1sinma tipi

Veri kiimesindeki sayisal 6zelliklerin dagilimlarini gosteren histogram, Sekil 2.1 de

yer almaktadir.

Veri kiimesindeki sayisal ozelliklerin dagilimina baktigimizda,

farkli Ozelliklerin dagilimlarinin belirgin farkliliklar gosterdigi goriilmektedir.
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Sekil 2.1 Sayisal Ozelliklerin Dagilimi

Histogramlar, normal, saga carpik ve ¢cok modlu dagilimlar sergilemektedir. Bazi
ozellikler, asir1 yiiksek degerler gostererek saga carpik bir dagilim sergilerken,
digerleri daha diiz veya seyrek dagilimlar gostermektedir. Ayrica, aykir1 ve ekstrem
degerler dikkat cekmektedir. Veri kiimesinin genis bir 6zellik cesitliligine sahip
oldugu ve bu durumun, model gelistirilirken 6zellik secimi ve boyut indirgeme
gereksinimlerini giindeme getirebilecegi anlagilmaktadir. Bu gézlemler, konut fiyat

tahmini icin veri hazirli§1 ve model se¢iminin dnemini vurgulamaktadir.

Fiyat verisine bakildiginda, fiyatlarin saga carpik bir dagilim sergiledigi
goriilmektedir. Veride bazi asin1 yiiksek fiyat degerleri bulunmaktadir. Dubleks
olmayan emlaklarin sayisinin dubleks olanlardan fazla oldugu gozlemlenmistir.
Briit ve net metrekarelerin dagilimi normal bir dagilim sergilemektedir. Bina yasina
ait dagilimda, verinin biiyiik bir kisminin 10 yasindan kiiciik binalara ait oldugu
anlagilmaktadir. Emlaklarin bulundugu katin dagilimina bakildiginda, ¢cogunlugun

ilk 5 kat icerisinde yer aldig1 cikarilabilir. Toplam kat sayisina bakildiginda ise
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emlaklarin cogunlugunun 5 kat civarinda oldugu goriilmektedir. Site igerisinde
olmayan ve esyasiz satilan emlaklarin, site icerisinde ve egyali satilanlardan daha
fazla oldugu tespit edilmistir. Ayrica, ¢cogu emlagin bir banyo ve tuvalete sahip
oldugu gozlemlenmistir. Balkonsuz emlaklarin, balkonlu emlaklardan daha fazla
oldugu da dikkat cekicidir. Net ve briit metrekare fiyatlarinin dagilimi normal
bir dagilim gostermektedir. Ara kat olan emlak sayisi, ara kat olmayanlardan
daha fazladir. Toplam oda sayisinin dagilimina baktigimizda ise genellikle 4 odali
emlaklarin 6n planda oldugu goriilmektedir. Ortalama oda metrekare fiyatlari,
aykirt de8erler olsa da normal bir dagilima yakin bir seyir izlemektedir. Semtlerdeki
toplam niifus dagilimi, genellikle diisiik yogunluklu bir yapiyr gostermektedir.
Semtlerdeki ortalama yas dagilimi ise genellikle 35 yas civarindadir. Ortalama
hane halki gelirinin dagilimi saga carpik bir goriiniim arz etmektedir. Ortalama
satilik ve ortalama kiralik fiyatlarinda aykir1 degerler bulundugu gozlemlenmistir.
Amortisman siiresi dagilimina bakildiginda ise ¢ogu emlak i¢in bu siirenin 14 yil
oldugu cikarilabilir. Ortalama illerdeki briit metrekare fiyatlarinin dagiliminda, bazi
illerdeki metrekare fiyatlarinin diger illerden daha yiiksek oldugu anlasilmaktadir.
Illerdeki bina yasina gore ortalama emlak fiyatlari sola carpik bir dagilim
gostermektedir. Illerdeki ara kat bilgisi ve 1sitma tipine gore ortalama emlak
fiyatlar1 incelendiginde ise u¢ degerlerin var oldugu gézlemlenmistir. Ilce bazindaki
ortalama fiyatlar incelendiginde ise u¢ degerlerin azaldig1 goriilmektedir. Semt bazl
dagilimlar ise daha diizgiin bir dagilim sergilemektedir. Semtlere, semtlerdeki bina
yasina, oda sayisina, 1sitma tipine ve ara kat bilgisine gore ortalama briit metrekare
fiyatlar1 normal dagilim gosterirken, ayni 6zelliklere gore ortalama fiyatlar saga

carpik bir dagilim sergilemektedir.

2.4 OZELLIK SECIiMI

Ozellik se¢imi, modelin daha sade, yorumlanabilir ve hizl1 bir hale gelmesini saglar.
Asirt sayida degiskenin varligi, modelin yorumlanmasimi karmagiklagtirabilir.
Gereksiz degiskenlerin c¢ikarilmasi, overfitting (asir1 6grenme) riskini azaltarak
modelin genelleme yetenegini ve gercek dogrulugunu artirabilir. Ayrica,
degiskenler arasinda yiiksek korelasyon (multicollinearity) mevcutsa, bir
degiskenin elenmesi model performansini iyilestirebilir. ~ Bunun yani sira,
egitim siiresini kisaltarak 6zellikle biiyiik veri setlerinde 6nemli bir zaman tasarrufu

saglayabilir.
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2.4.1 KORELASYON

Pearson Korelasyon Katsayis1 yontemi, ozellik seciminde kullanilan yontemlerden
biridir. Bu yOntem, iki siirekli degisken arasindaki dogrusal iligkiyi dlgen bir
istatistiksel yaklagimdir ve katsay1 degeri -1 ile +1 arasinda degisir. +1, degiskenler
arasinda milkemmel pozitif dogrusal iligkiyi temsil ederken, -1 miikemmel negatif
dogrusal iligkiyi ifade eder; O ise degiskenler arasinda herhangi bir dogrusal
iligkinin bulunmadigini gosterir. Ev fiyat tahmini gibi uygulamalarda, ozellikler
arasindaki yiiksek korelasyonlar modelin tahmin giiclinii artirabilir; ancak bu
durum, ayni1 zamanda asir1 6grenme (overfitting) riskini de beraberinde getirebilir.
Bu nedenle, birbirleriyle yiiksek korelasyon gosteren dzelliklerden yalnizca birinin
secilmesi, modelin performansini iyilestirebilir ve gereksiz hesaplama yiikiinii
azaltabilir. Pearson Korelasyon Katsayisi, veri setindeki lineer bagimliliklar: tespit
etmek i¢in etkili bir aractir ve bu sayede modelin dogrulugu artirilabilir. Fiyatla olan
korelasyonu en yiiksek 40 6zniteligin birbiriyle olan iligkilerini gosteren korelasyon
matrisi Sekil 2.2]de verilmistir.
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price 360.350,350.280.260.250.230.220.210.200,190.190.190.180.170.160.16

avg_town_id_build_age_categorical_gross_price

.360.370.340.270.260.330.240.310.200.200.190.200,150.190.170.160.14

avg_town_id_room_count_gross_price 360.300.390.290.300.300.250.320.170.220.220.050.160.200.190.150.1

avg_town_id_heating_type_gross_price - 0.460.430.470510.420.430.390.290.330.280.290.310.240.340.170.210.180.050.170.190.170.150.11

avo_town_id_is_mezzanine_floor_gross_price 350280.340.310.290.290.250.340.160.210.170.010.150.200.180.140.11

avg_town_id_gross_price

350270.340.280.300.330.250.350.150.210.170,000.160.200.180.140.10

averagePriceForsale

380300.390.330.350.310.290.310. 130.240.240.130.09
averagepriceForRent

gross_m2_price

net m2_price

avg_town_id_gross_m2_price
gross_square
net_square

total_room_count

avg_town_id_foom_count_gross_m2_price 270,190 [1740.130.078110.300.010.06
avg_district_id_build_age_categorical_gross_m2_price : .11 ERERTERI T ARERREL |5 (1 0.180.200.230.150.1601 210,110 0.320.010.09 o2

bath_count 380110110.130.

1 120.260.170.050.090.270.190.070.020.200.14.
avg_district_id_heating_type_gross_m2_price
avg_district_id_is_mezzanine_floor_gross_m2_price -
avq_district_id_gross_m2_price
avg_city_id_heating_type_gross_m2_price -0.360.360.360.390.350.350.380.340/570.55 .+ LIA L 111710.190.180.10.1 | .7/0.04 I/ 172 BRULIEI ) EEINT/0.140.130.190.120.09 840,070,051
avg_city_id_build_age_categorical_gross_mz2_price
‘avg_district_id_room_count_gross_m2_price
avg_city_id_is_mezzanine_floor_gross_m2_price
avg_city_id_gross_m2_price

is_duplex

amortization
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Sekil 2.2 Korelasyon Matrisi
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Korelasyon matrisinin incelenmesi sonucunda, emlaklarin net ve briit metrekare
biiytikliikkleri ile fiyatlar1 arasinda giicli bir pozitif korelasyon oldugu
gozlemlenmistir. Bu durum, daha biiyiik metrekareye sahip emlaklarin genellikle
daha yiiksek fiyatlarla iligkilendirildigi seklinde yorumlanabilir. Benzer sekilde,
banyo sayist ile fiyat arasinda da belirgin bir pozitif korelasyon tespit edilmistir;
bu, banyo sayisinin artmasinin emlak degerini yiikseltebilecegi yOniinde bir
cikarimi desteklemektedir. Toplam oda sayisi ile fiyat arasindaki yiiksek pozitif
korelasyon ise, oda sayisinin artmasiyla emlak fiyatlarmin da artma egiliminde
oldugunu gostermektedir. Bununla birlikte, emlak yasi ile fiyat arasinda negatif
bir korelasyon bulunmustur. Bu, bir emlagin yasi ilerledik¢e degerinin diisme
egiliminde oldugu seklinde yorumlanabilir. Ayrica, bir bolgedeki ortalama emlak
fiyatlar1 ile bireysel emlak fiyatlar1 arasinda giiclii bir pozitif korelasyon ortaya
cikmugtir; bu, bir emlagin degerinin biiyiik ol¢iide bulundugu bolgenin ortalama
fiyat diizeyine baglh oldugunu diisiindiirmektedir. Son olarak, bolgedeki egitim
diizeyi ile emlak degeri arasinda pozitif bir korelasyon gozlemlenmistir. Bu bulgu,
egitim seviyesinin yiikseldigi bolgelerde emlak degerlerinin de artis gosterdigi

yoniinde bir ¢ikarimi miimkiin kilmaktadir.

Tablo 2.2 Fiyat ile En Yiiksek Korelasyona Sahip 20 Oznitelik

Satir Oznitelik Korelasyon
1 avg_town_id_build_age_categorical_gross_price 0,90
2 avg_town_id_room_count_gross_price 0,86
3 avg_town_id_heating_type_gross_price 0,86
4 avg_town_id_is_mezzanine_floor_gross_price 0,84
5 avg_town_id_gross_price 0,82
6 averagePriceForSale 0,78
7 averagePriceForRent 0,73
8 avg_town_id_build_age_categorical_gross_m?2_price 0,60
9 avg_town_id_heating_type_gross_m?2_price 0,57
10 avg_town_id_is_mezzanine_floor_gross_m?2_price 0,54
11 avg_town_id_gross_m2_price 0,53
12 gross_square 0,51
13 net_square 0,50
14 total_room_count 0,50
15 avg_town_id_room_count_gross_m?2_price 0,50
16 avg_district_id_build_age_categorical_gross_m?2_price 0,50
17 bath_count 0,48
18 avg_district_id_heating_type_gross_m2_price 0,47
19 avg_district_id_is_mezzanine_floor_gross_m2_price 0,41
20 avg_district_id_gross_m2_price 0,40

Tablo [2.2]de sunulan veriler incelendiginde, fiyat ile en giiclii korelasyona sahip

Ozniteligin, ilgili mahalledeki tiim emlaklarin bina yasina gore gruplandirilmis
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briit metrekare fiyatlarinin ortalamasi oldugu ortaya cikmaktadir. Bu bulgu,
ayni mahallede ve aym yas grubuna ait evlerin degerlerinin genellikle birbirine
yakin fiyatlarla iliskilendirilebilecegi seklinde yorumlanabilir. Ilk bes oznitelik
degerlendirildiginde, bunlarin tamaminin mahalle diizeyindeki 6znitelikler oldugu
dikkati cekmektedir. Buna karsilik, son bes Oznitelik ise ilce diizeyindeki
Ozniteliklerden olusmaktadir. Bu durum, bir emlagin fiyatinin Oncelikle
bulundugu mahalledeki fiyatlarla giiclii bir iligki icinde oldugu, ardindan ise ilce
genelindeki fiyatlarla baglantili oldugu ¢ikarimimi desteklemektedir. Bu calisma
kapsaminda, fiyat ile korelasyon katsayis1 0,015°ten diisiik olan oznitelikler,
modelin dogrulugunu ve yorumlanabilirligini artirmak hedefiyle, 6zellik secimi
stirecinde analizden kaldirilmigtir. Bu 0Ozniteliklerin fiyatla olan iligkisinin son

derece zayif ve ihmal edilebilir diizeyde oldugu saptanmistir.

2.4.2 OZYINELEMELI OZELLIK SECIMI (RECURSIVE FEATURE
ELIMINATION - RFE)

Bu calisma kapsaminda, RFE yontemi kullanilarak veri setindeki ozniteliklerin
fiyat ile iligkisi degerlendirilmistir. RFE, bir makine 6grenimi modelini temel
alarak oznitelikleri 6zyinelemeli bir sekilde eleyen ve en onemli Oznitelikleri secen
bir 6zellik secimi yontemidir. Bu yontem, modelin performansini artirmak ve
gereksiz veya diisiik katkili Oznitelikleri ortadan kaldirmak i¢in yaygin olarak
kullanilmaktadir. Bu ¢alismada, RFE, XGBRegressor algoritmasi ile uygulanmis
ve 50 oznitelik segilecek sekilde yapilandirilmigtir. RFE yontemi ile yapilan secim

sonucunda, en 6nemli 50 6znitelik Tablo [2.3]te verilmistir.
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Tablo 2.3 En Onemli 50 Oznitelik

No | Oznitelik No | Oznitelik

1 | is_duplex 26 | camera_system

2 floor_number 27 | cloakroom

3 floor_count 28 | turkish_bath

4 in_site 29 | avg_city_id_gross_m2_price

5 bath_count 30 | avg_city_id_build_age_categorical_gross_m2_price
6 wc_count 31 | avg_city_id_is_mezzanine_floor_gross_m2_price

7 | total_room_count | 32 | avg_district_id_gross_m?2_price

8 | is_mezzanine_floor | 33 | avg_district_id_is_mezzanine_floor_gross_m?2_price
9 room_per_m?2 34 | avg_town_id_gross_m?2_price

10 | city_popularity 35 | avg_town_id_build_age_categorical_gross_m?2_price
11 | town_popularity 36 | avg_town_id_room_count_gross_m?2_price

12 | air_conditioner 37 | avg_town_id_is_mezzanine_floor_gross_m?2_price
13 | built_in_kitchen 38 | avg_town_id_heating_type_gross_m?2_price

14 | video_intercom 39 | avg_town_id_gross_price

15 | elevator 40 | avg_town_id_build_age_categorical_gross_price

16 | dressing_room 41 | avg_town_id_room_count_gross_price

17 | wooden_frame 42 | avg_town_id_is_mezzanine_floor_gross_price

18 | jacuzzi 43 | avg_town_id_heating_type_gross_price

19 | fireplace 44 | not_suitable_for_ credit

20 | siding 45 | room_count_3+1

21 | lake_view 46 | heating_type_air_condioner

22 | sea_view 47 | heating_type_floor_heating

23 | outdoor_pool 48 | usability_tenant_occupies

24 | seafront 49 | usability_owner_occupies

25 | bosphorus_view 50 | deed_status_land_title_deed
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3

YONTEMLER

Bu boéliimde, ev fiyat tahmini i¢in kullanilan makine 6grenmesi ve derin 6grenme

modelleri ve performans metrikleri aciklanacaktir.

3.1 MAKINE OGRENMESI MODELLERI

3.1.1 XGBOOST
XGBoost, Chen ve Guestrin tarafindan 2016 yilinda gelistirilmis bir makine

ogrenimi algoritmasidir [15]. Bu algoritma, karar agaclarinin olusturulmasi icin
tasarlanmus giiclii ve 6lgeklenebilir bir yaklagimdir. XGBoost, agac tabanli modeller
arasinda One cikar. Cliinkii onceki agacglardan elde edilen bilgileri kullanir ve
yaprak skorlarini bir araya getirerek hatalar1 en aza indirmeye calisir, bdylece
tahmin dogrulugunu artirir. Algoritma, her bir agacin onceki agac¢larin hatalarim
diizeltecek sekilde sirali bir bicimde insa edilmesi prensibine dayanir. Ayrica,
paralel ve dagitik hesaplama destegine sahip olmasi, 6grenme siirecini hizlandirir
ve tahmin performansini iyilestirir. Bu 6zellikler, XGBoost’u biiyiik veri setleriyle
calisirken ve yiiksek dogruluk gerektiren problemlerde ozellikle etkili bir arag
haline getirir. Bu calismada, veri kiimesiyle ev fiyatlarin1 tahmin etmek icin
XGBoost’un secilmesi, algoritmanin yiiksek dogruluk sunma kapasitesi ve biiyiik

veri hacimlerini etkin bir sekilde isleyebilme yeteneginden kaynaklanmaktadir.

3.2 DERIN OGRENME MODELLERI
3.2.1 YAPAY SINiR AGLARI (ARTIFICAL NEURAL NETWORK - ANN)

Yapay Sinir Aglari, makine O6greniminin temel kavramlarindan biri olarak,
20. yiizyihn ortalarinda insan beyninden esinlenerek gelistirilmis bir modeldir.
ANN’ler, birbirine bagli ndéron katmanlarindan olusur ve genellikle bir girig
katmani, bir veya daha fazla gizli katman ve bir ¢ikis katmanini icerir. Bu aglar, son

derece ¢ok yonlii yapilar sayesinde siniflandirma, regresyon ve oriintii tanima gibi
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genis bir yelpazede gorevlere uygulanabilir. Ogrenme siireci, noéronlar arasindaki
baglantilarin agirliklarini ayarlamayi icerir ve bu islem, agin tahminleri ile gercek
sonuglar arasindaki hatayi en aza indirmek i¢in geri yayilim adi verilen bir yontemle
gerceklestirilir.  Geri yayilim, hatalar ters yonde yayarak agirliklar iteratif bir
sekilde giinceller ve boylece modelin dogrulugunu artirir. Sekil [3.1fde ANN’ lerin

calisma prensibi goriilmektedir.

weights

activation
function

Q|

activation

net input
netj

transfer
: : function

X, ‘)

threshold
Sekil 3.1 ANN Calisma Prensibi [|16]]

Yapay Sinir Aglarn, verilerdeki karmasik ve dogrusal olmayan iligkileri
modelleyebilme yetenegine sahiptir. Bu da onlar1 finans, saglik hizmetleri ve dogal
dil igleme gibi alanlarda kargilagilan problemleri ¢c6zmek i¢in giiclii bir ara¢ haline
getirir [17]. Bu esneklik ve kapasite, ANN’lerin biiyiik veri setlerinden anlamli
desenler ¢ikarmasini ve yiiksek derecede genellestirilebilir tahminler yapmasini
saglar. Bu calismada, ev fiyat tahmini gibi karmagik bir regresyon problemi
icin ANN’lerin kullanimi, bu modellerin non-lineer iligkileri etkili bir sekilde

yakalayabilmesi ve veri kiimesinde basarili sonuglar iiretebilmesi nedeniyle tercih

edilmistir.

N(e)
f(x) = Z a;o(W; - X + b;) (3.1
i=1
Formiil bir yapay sinir agindaki bir ndronun ¢ikisini modellemektedir. Burada:

* x girdi vektoriinii temsil eder.
* w; her bir ndronun agirlik vektoriinii ifade eder.

* b; her bir néronun bias (6nyarg1) terimini temsil eder.
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* ¢ aktivasyon fonksiyonunu ifade eder.
* a; genellikle her bir ndronun ¢ikt1 katsayis1 veya agirhigidir.

* N(e) toplam néron sayisini temsil eder.

3.2.2 EVRISIMLI SINiR AGLARI (CONVOLUTIONAL NEURAL NET-
WORK - CNN)

Evrisimli Sinir Aglari, LeCun ve digerleri tarafindan 1989 yilinda tanitilmis olup,
goriintiiler gibi yapilandirilmis verileri iglemek i¢in tasarlanmig derin 0grenme
algoritmalaridir  [18]. CNN’ler, evrisim katmanlar1 ve filtreler kullanarak
ozelliklerin otomatik olarak algilanmasim saglar. Bu o6zellikler, diisiik seviyeli
kenarlardan yiiksek seviyeli nesnelere kadar uzanir. Ayrica, havuzlama teknikleri
uygulanarak verinin boyutlar1 kiigiiltiilirken O6nemli bilgiler korunur, boylece
hesaplama verimliligi artirilir. Bu yapilar, goriintii ve video tanima gibi biiyiik
Olcekli gorevler icin oldukca uygundur ve hesaplama agisindan etkin bir ¢oziim
sunar. CNN’lerin temel avantaji, elle 6zellik ¢ikarimi gerektirmeden veriden
hiyerarsik desenleri 6grenebilmesidir. Bu, onlar1 geleneksel yontemlerden ayiran
onemli bir Ozelliktir. Emlak fiyat tahmini gibi uygulamalarda, o6zellikle 1D
CNN’ler, sirali verilerin analizinde etkili bir rol oynar. 1D CNN’ lerin ¢alisma
presibi Sekil 3.2/ de goriilmektedir.

Input signal

D
Convolution

1D
Convolution

—>

ﬂ” 1
/

Output

[ [ [ x|

[

Sekil 3.2 CNN Calisma Prensibi [|19]]

Bu modeller, ge¢mis fiyat trendlerinden Oriintiileri yakalayarak gelecekteki
degerleri tahmin etme yetenegine sahiptir. Bu calismada, veri kiimesinde ev
fiyatlarin1 6ngdérmek i¢in 1D CNN’lerin tercih edilmesi, algoritmanin zamansal
bagimliliklar1 modellemedeki basaris1 ve biiyiik veri setlerinde saglam tahminler

tiretebilme kapasitesinden kaynaklanmaktadir. Bu ozellikler, CNN’leri emlak
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piyasasindaki dinamik fiyat degisimlerini analiz etmek i¢in gii¢lii bir ara¢ haline

getirmistir.

3.2.3 UZUN KISA VADELI BELLEK (LONG-SHORT TERM MEMORY
-LSTM)

Uzun Kisa Vadeli Bellek aglari, Hochreiter tarafindan 1997 yilinda tanitilmis olup,
siralt verileri islemek ve uzun vadeli bagimliliklar1 yakalamak icin tasarlanmig
bir Tiir Yinelemeli Sinir Ag1 (RNN) modelidir [20]. LSTM’ler, bellek hiicreleri
ve kapilar kullanarak bilgi akisim1 diizenler. Bu yapi, onemli detaylar1 uzun
diziler boyunca saklama yetenegi saglar ve geleneksel RNN’lerde sik¢a karsilagilan
kaybolan gradyan problemini onler. Bellek hiicreleri, hangi bilgilerin tutulacagin
veya unutulacagim belirleyen giris, ¢ikis ve unutma kapilariyla ¢alisir, boylece
model hem kisa vadeli hem de uzun vadeli baglamlar: etkili bir sekilde 6grenebilir.
Sekil [3.3]te LSTM" lerin galigma prensibi goriilmektedir.

Memory cell

Fnterncal state @ C,
-1
|
iy ‘ e | = I Dgu;f;t
e IaI I'anhl “Ivl
Hidden state
H_ J‘ H,

Input X
FC layer with Elementwise
o h Cay T" Concatenate
II' activation function operator _L. 4

Sekil 3.3 LSTM Calisma Prensibi [21]

Bu ozellik, LSTM’leri zaman serisi analizleri i¢in 6zellikle uygun hale getirir.
Ornegin, hisse senedi fiyatlar1 veya emlak trendleri gibi ge¢mis degerlerin
gelecekteki tahminleri etkiledigi durumlarda iistiin performans gosterir. LSTM’ler,
zamansal Oriintiilerin anlagilmasini gerektiren gorevlerde basarilidir ve bu nedenle
gecmis trendlere dayali olarak gelecekteki emlak fiyatlarim1 tahmin etmek igin
son derece elveriglidir. Bu calismada, veri kiimesiyle ev fiyatlarint 6ngérmek
icin LSTM’lerin se¢ilmesi, modelin uzun vadeli zamansal bagimliliklar1 yakalama
yetkinligi ve biiylik veri setlerinde karmasik iligkileri modelleyerek giivenilir
tahminler iretme kapasitesinden ileri gelmektedir. ~ Bu, LSTM’leri emlak
piyasasindaki fiyat dalgalanmalarim1 analiz etmek ve gelecege yonelik dogru

projeksiyonlar yapmak i¢in giiclii bir arac haline getirmistir.
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3.2.4 EVRISIMLI SiNiR AGLARI-UZUN KISA VADELI BELLEK (CNN-
LSTM)

CNN-LSTM aglari, hem mekansal hem de zamansal verileri islemek igin
tasarlanmig hibrit bir mimaridir. CNN’ler, goriintiiler veya zaman serisi girdileri
gibi yapilandirilmis verilerden mekansal ozellikleri otomatik olarak ¢ikarmada
etkilidir. Bu CNN katmanlari, yerel desenleri ve yapisal iligkileri algilayarak
veriden anlamli ozetler iretirr LSTM aglariyla birlestirildiginde ise, siral
verilerdeki uzun vadeli bagimliliklar1 yakalama yetenegi devreye girer. Bu hibrit
yap1, once CNN katmanlariyla ilgili mekansal 6zellikleri ¢ikarmasina ve ardindan
LSTM katmanlariyla zamansal oriintiileri 6grenmesine olanak tanir. Boylelikle
model, verinin hem yerel hem de uzun vadeli dinamiklerini bir arada ele alabilir.
Bu o6zellik, CNN-LSTM modellerini, emlak fiyat tahmini gibi hem mekansal hem
de zamansal faktorlerin 6nemli oldugu gorevler i¢cin son derece uygun hale getirir.
Ornegin, piyasa kosullar1 gibi mekansal dzellikler ve gecmis trendler gibi zamansal
veriler, gelecekteki fiyatlarin ongoriilmesinde kritik bir rol oynar. CNN bileseni,
verideki yerel oOriintiileri verimli bir sekilde islerken, LSTM bileseni uzun vadeli
bagimliliklar1 yakalayarak modelin karmasik zaman serisi desenlerini tahmin etme
dogrulugunu artirir. Bu caligmada, veri kiimesiyle ev fiyatlarim 6ngormek icin
CNN-LSTM modelinin tercih edilmesi, bu mimarinin hem emlak piyasasindaki
yerel ozellikleri hem de uzun vadeli trendleri etkili bir sekilde modelleyebilme
kapasitesinden kaynaklanmaktadir. Bu kombinasyon, modelin biiyiik ve karmagik

veri setlerinde saglam ve giivenilir tahminler iiretmesini saglamistir.

3.2.5 KOLMOGOROV-ARNOLD AGLARI (KOLMOGOROV-ARNOLD
Network - KAN)

Kolmogorov-Arnold Aglari, Kolmogorov-Arnold temsil teoreminden esinlenerek
gelistirilmis olup, Cok Katmanli Algilayicilar’a (MLP) umut vadeden bir alternatif
olarak onerilmistir. Geleneksel MLP’ler, diigiimlerde sabit aktivasyon fonksiyonlari
kullanirken, KAN bu yaklagimi degistirerek kenarlarda 6grenilebilir aktivasyon
fonksiyonlarina yer verir. Dogrusal agirliklarin yerini, egri parametreleriyle
tanimlanmig tek degiskenli fonksiyonlar alir. Bu yenilik, KAN’1n hem dogruluk
hem de yorumlanabilirlik ag¢isindan MLP’lerden iistiin performans sergilemesini

saglar. Sekil [3.4/te KAN’ larin genel mimarisi goriilmektedir.

KAN, daha kii¢iik boyutlartyla bile veri uydurma ve kismi diferansiyel denklem
coziimii gibi gorevlerde MLP’lere kiyasla benzer veya daha iyi sonuclar elde
edebilir.  Ayrica, bu aglar daha hizli sinirsel Olgeklendirme yasalar1 sergiler.

Yani, model boyutu arttikca performans artis1 daha verimli bir sekilde gerceklesir.
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Sekil 3.4 KAN Mimarisi [22]]

Bunun yam sira, KAN’1n yorumlanabilirligi yiiksektir ve kullanicilarla kolayca
etkilesime girebilir, bu da onlar1 pratik uygulamalarda avantajli kilar. Ozetle, KAN,
MLP’lere kiyasla daha giiclii ve esnek bir alternatif sunar [22]. Bu ¢alismada,
veri kiimesinde KAN’1n kullanimi, modelin yiiksek dogrulukla karmagik iligkileri
O0grenme kapasitesi ve yorumlanabilir sonuglar iiretme yetene8i nedeniyle tercih
edilmigtir. Bu 6zellikler, KAN’1 biiyiik veri setlerinde etkili bir sekilde calisabilen
ve emlak piyasasindaki fiyat dinamiklerini anlamli bir sekilde modelleyen bir arag

haline getirmistir.

2n+1 n
X) = Z @, (Z ¢q,p(xp)> (3.2)
q=1 p=1

Formiil [3.2] Kolmogorov-Arnold Network (KAN) modelinin matematiksel tanimini
ifade eder. Burada:

* x girdi vektoriinii temsil eder.

* &, genel aktivasyon fonksiyonlarin ifade eder.

* ¢,p(z,) her bir aktivasyon fonksiyonunun girdi 6geleri ile ilgili kismini
belirtir.

* n toplam giris sayisini ifade eder.

2n + 1 toplam aktivasyon fonksiyonu sayisini ifade eder.

3.3 PERFORMANS METRIKLERI

Bu calismada, modellerinin performansini degerlendirmek i¢in birka¢ standart

degerlendirme ol¢iitii kullanilmagtr.
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3.3.1 ORTALAMA MUTLAK HATA (MEAN ABSOLUTE ERROR - MAE)

MAE, tahmin edilen ve gercek fiyatlar arasindaki ortalama mutlak farki hesaplar ve
modelin dogrulugunu ham birimler cinsinden yansitir. Daha diisiik bir MAE, daha

iyi bir performansi gosterir. Formiil 3.3 MAE’nin hesaplanisini gostermektedir.

n

1
MAE = — i 3.3
Sy o

=1

3.3.2 ORTALAMA KARE HATASI (MEAN SQUARED ERROR - MSE)

MSE, tahmin edilen ve gercek degerler arasindaki ortalama kare farkini nicelendirir
ve modelin dogrulugunu genel bir ol¢iide saglar. Daha diisik MSE degerleri,
daha iyi bir tahmin performansim gosterir. Formiil [3.4, MSE’nin hesaplanigini

gostermektedir.
1
MSE = — > e (3.4)
i=1

3.3.3 KOK ORTALAMA KARE HATASI (ROOT MEAN SQUARED ER-
ROR - RMSE)

RMSE, MSE’nin karekokiidiir ve miilk fiyatlartyla ayni birimlerde yorumlanabilir

bir hata Ol¢iiti saglar, bdylece tahmin hatalarinin biiytikliigiinii anlamay:

kolaylagtirir. Formiil [3.5] RMSE’nin hesaplanisini gostermektedir.

(3.5)

3.34 ORTALAMA MUTLAK YUZDE HATA (MEAN ABSOLUTE PER-
CENTAGE ERROR - MAPE)

MAPE, tahmin edilen ve gercek degerler arasindaki yiizde farkini Olger ve
modelin dogrulugunu goreli bir sekilde anlamamiza olanak tanir. Daha diisiik
bir MAPE, daha dogru bir modeli gosterir. Formiil 3.6, MAPE nin hesaplanigini

gostermektedir.

Li — Yi
Z;

MAPE = 1 z”:

n
i=1

(3.6)
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4

DENEYSEL SONUCLAR

Bu boliimde, emlak fiyat tahmini problemine yonelik gerceklestirilen deneysel
analizlerin sonuglar1 sunulmaktadir. Bu kapsamda, Tablo [2.3te listelenen segilmis
ozellikler, cesitli makine 6grenmesi ve derin 6grenme modellerinin egitimi i¢in
kullanilmigtir. Deneyler, Apple M3 Pro islemcili, 18 GB LPDDR5 RAM’li ve
macOS igletim sistemli bir cihazda gergeklestirilmigtir.

41 MAKINE OGRENMESI MODELLERI

Bu calismada, emlak fiyat tahmini i¢in cesitli makine 6grenmesi algoritmalari,
varsayilan hiperparametre ayarlariyla egitilmis ve performanslari test edilmistir.
Elde edilen sonuglar, RMSE ve egitim siiresi metrikleri iizerinden degerlendirilmis
olup, detayl karsilastirma Tablo {.T]de sunulmustur.
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Tablo 4.1 Makine Ogrenmesi Modellerinin Performans Karsilastirmasi

Model RMSE | Egitim Siiresi (s)
XGBRegressor 0,05 0,81
LGBMRegressor 0,05 1,35
HistGradientBoostingRegressor | 0,05 2,50
RandomForestRegressor 0,05 145,59
ExtraTreesRegressor 0,05 61,73
MLPRegressor 0,05 16,68
LinearRegression 0,05 0,23
TransformedTargetRegressor 0,05 0,22
RidgeCV 0,05 0,44
Ridge 0,05 0,09
BayesianRidge 0,05 0,12
LassoLarsIC 0,05 0,36
LassoLarsCV 0,05 0,39
LassoCV 0,05 14,83
ElasticNetCV 0,05 12,90
HuberRegressor 0,05 3,77
GradientBoostingRegressor 0,05 32,28
SGDRegressor 0,05 0,18
LarsCV 0,05 0,79
BaggingRegressor 0,05 12,12
SVR 0,06 133,18
LinearSVR 0,06 33,67
OrthogonalMatchingPursuit 0,06 0,12
OrthogonalMatchingPursuitCV | 0,06 0,25
Lars 0,06 0,13
KNeighborsRegressor 0,06 1,22
TheilSenRegressor 0,06 0,21
PassiveAggressiveRegressor 0,07 0,23
PoissonRegressor 0,07 0,30
DecisionTreeRegressor 0,07 2,15
AdaBoostRegressor 0,07 9,09
ExtraTreeRegressor 0,08 0,72
RANSACRegressor 0,09 0,74
ElasticNet 0,14 0,19
LassoLars 0,14 0,09
DummyRegressor 0,14 0,05
Lasso 0,14 0,09
QuantileRegressor 0,14 108,51

En disik RMSE degerine sahip modeller arasinda XGBRegressor,
LGBMRegressor ve HistGradientBoostingRegressor yer almaktadir. Bu modeller,
emlak fiyat tahmini icin secilen Ozelliklerle yiiksek derecede uyum saglamis ve

tahmin hatalarini en aza indirmistir. Egitim siireleri acisindan degerlendirildiginde,
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XGBRegressor 0,81 saniye ile en hizli model olarak one ¢ikarken, LGBMRegressor
1,35 saniye ve HistGradientBoostingRegressor 2,50 saniye ile biraz daha fazla
hesaplama siiresi gerektirmistir. Bu sonuclar, gradient boosting tabanli modellerin

emlak fiyat tahmini probleminde gii¢lii performans sergiledigini gostermektedir.

Kolektif 6grenme yontemlerinden RandomForestRegressor ve ExtraTreesRegressor
da 0,05’lik RMSE ile diisiik hata oranlar1 sunmus, ancak sirasiyla 145,59 ve
61,73 saniyelik egitim siireleriyle hesaplama maliyeti acisindan dezavantajli bir
konumdadir. Bu durum, 6zellikle biiyiik veri setlerinde bu modellerin pratikligini
sinirlayabilir. Benzer sekilde, destek vektor makinelerine dayali SVR (RMSE: 0,06,
133,18 saniye) ve LinearSVR (RMSE: 0,06, 33,67 saniye) modelleri, daha yiiksek

RMSE ve uzun egitim siireleriyle performans-hiz dengesinde geride kalmaktadir.

Dogrusal regresyon tabanli modeller (LinearRegression, Ridge, BayesianRidge
vb.), 0,05’lik RMSE ile diisiik hata oranlar1 elde etmis ve 0,09-0,44 saniye arasinda
degisen egitim siireleriyle hizl bir ¢oziim sunmustur. Ozellikle Ridge (0,09 saniye)
ve LinearRegression (0,23 saniye), hesaplama verimliligi agisindan dikkat cekicidir

ve pratik uygulamalar i¢in uygun bir alternatif olusturmaktadir.

Buna kargilik, ElasticNet, Lasso, LassoLars ve QuantileRegressor gibi modeller,
0,14’lik RMSE ile diger modellere kiyasla belirgin sekilde daha yiiksek hata
oranlar1 sergilemistir. Bu modeller, emlak fiyat tahmini i¢in secilen ozelliklerle
uyum saglayamamis ve diisiik performans gostermisti. DummyRegressor’in da
0,14’lik RMSE degeri, bu modelin veri setine herhangi bir 6grenme katkisi
sunmadigin1 dogrulamaktadir.

Sonug olarak, emlak fiyat tahmini i¢in diisiik hata orani ve hesaplama verimliligi
arasinda bir denge arandiginda, XGBRegressor 0,05°’lik RMSE ve 0,81 saniyelik
egitim siiresi ile One ¢cikmaktadir. Daha hizli bir ¢6ziim tercih edildiginde ise Ridge
veya LinearRegression gibi dogrusal modeller onerilebilir. Biiyiik veri setlerinde
hesaplama siiresi Onemli bir kisit ise, RandomForestRegressor gibi yiiksek
egitim siiresi gerektiren modellerden kaginilmasi uygun olacaktir. Bu bulgular,
model seciminin veri setinin biiyiikliigiine, ©zelliklerin yapisina ve uygulama

gereksinimlerine baglh olarak degiskenlik gosterdigini ortaya koymaktadir.

4.1.1 XGBOOST DENEYLERI

XGBoost algoritmasi, coklu hiperparametreleri ile esnek bir makine dgrenmesi
modeli olup, bu parametrelerin farklt kombinasyonlar1 model performansim
onemli Ol¢iide etkilemektedir. Bu calismada, emlak fiyat tahmini icin XGBoost

modelinin optimal hiperparametre yapilandirmasini belirlemek amaciyla 5 katmanli
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capraz dogrulama yontemi uygulanmigtir.  Analiz siirecinde, Ogrenme orani
(learning rate), agac sayist (n_estimators), maksimum derinlik (max_depth),
alt ornekleme orani (subsample) ve siitun Ornekleme orani (colsample_bytree)
hiperparametreleri sistematik bir sekilde incelenmigstir.  Toplamda 384 farkh
hiperparametre kombinasyonu test edilmis ve her bir kombinasyon 5 katmanl
capraz dogrulama ile degerlendirildiginden, 1920 ayr egitim gerceklestirilmisgtir.
En yiiksek performansi saglayan hiperparametre seti belirlenmis ve su sekilde
bulunmustur: 6grenme oram 0,01, agac¢ sayist 1000, maksimum derinlik 9, alt
ornekleme orani 0,8 ve siitun 0rnekleme orani 0,8. Test edilen hiperparametrelerin
detaylar1 Tablo 4.2]de sunulmustur.

Tablo 4.2 Test Edilen XGBoost Hiperparametreleri

Hiperparametre Test Edilen Degerler
Ogrenme Orani (learning rate) 0,001 -0,01-0,1-0,2
Agac Sayis1 (n_estimators) 100 - 200 - 500 - 1000
Maksimum Derinlik (max_depth) 3-6-9-12
Alt Ornekleme Orani (subsample) 0,8-0,9-1,0
Siitun Ornekleme Orani (colsample_bytree) 0,8-1,0

4.2 DERIN OGRENME MODELLERI
4.2.1 ANN SONUCLARI

ANN modeli, birim sayisi, aktivasyon fonksiyonlar1 ve birakma oranlar1 gibi
cesitli hiperparametrelere sahiptir ve bu parametreler modelin performansini farkl
sekillerde etkiler. En uygun yapilandirmayi belirlemek amaciyla toplam 243
kombinasyon test edilmistir. Test edilen hiperparametreler sunlardir: birim sayilari
olarak 32, 64 ve 128; aktivasyon fonksiyonlar1 olarak relu, sigmoid ve tanh;
birakma oranlar1 olarak ise 0,1, 0,2 ve 0,5. Model, iki gizli katman, diizenleme icin
bir birakma katmani ve regresyon problemi icin tek bir ¢ikti ndronu icermektedir.
Egitim siirecinde Adam optimize edici ve MSE kayip fonksiyonu kullanilmistir.

Test edilen hiperparametreler Tablo [4.3[te 6zetlenmistir:

Tablo 4.3 Test Edilen ANN Hiperparametreleri

Hiperparametre Test Edilen Degerler
1,Gizli Katman Birim Sayis1 (Units) 32-64-128
2,Gizli Katman Birim Sayis1 (Units) 32-64-128
1,Gizli Katman Aktivasyonu relu - sigmoid - tanh
2,Gizli Katman Aktivasyonu relu - sigmoid - tanh
Birakma Orani (Dropout) 0,1-0,2-0,5

Yapilan testler sonucunda en iyi sonuglari elde eden parametreler Tablo [A.2[de
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goriilebilecegi gibi, ilk gizli katman icin 128 birim ve ikinci gizli katman icin
yine 128 birim olarak belirlenmigtir. Her iki gizli katman icin de tanh aktivasyon

fonksiyonu kullanilmistir. Ayrica, dropout orani 0,1 olarak belirlenmistir.

Egitim ve Dogrulama Kaybi Egilimleri

—— Egitim Kaybi (Train Loss)
0.0065 A Dodrulama Kaybi (Validation Loss)

0.0060 +

0.0055 1

0.0050 +

Loss

0.0045 +

0.0040 +

0.0035 - \

0.0030 +

0.0025 +

Epoch

Sekil 4.1 ANN Modelinin Egitim ve Dogrulama Kayiplarinin Epoch’lar Boyunca
Degisimi

Sekil 4.1, modelin egitim ve dogrulama kayiplarmin epoch’lar boyunca degisimini
gostermektedir. Egitim kaybi, ilk 50 epoch icinde hizli bir diisiis sergileyerek
yaklagik 0,065 seviyesinden 0,030 seviyesine inmistir. Bu hizli diisiis, modelin
egitim verisine hizli bir sekilde uyum sagladigin1 ve 6grenme siirecinin baglangigta
etkin oldugunu gostermektedir. 50. epoch’tan sonra egitim kaybi, 0,025 civarinda
stabilize olmus ve 500 epoch boyunca belirgin bir iyilesme gostermemistir. Bu
durum, modelin egitim verisi lizerinde 6grenme kapasitesinin sinirina ulastigini ve
daha fazla epoch ile egitimin egitim kaybini anlamli bir sekilde azaltmayacagini
diisiindiirmektedir. Dogrulama kaybi ise egitim kaybina benzer bir baslangi¢ trendi
izlemis, ancak daha fazla dalgalanma gostermistir. ilk 50 epoch i¢inde dogrulama
kayb1 0,050 seviyesinden 0,030 civarina diismiistiir. Ancak, 50. epoch’tan sonra
dogrulama kaybi, 0,025 ile 0,035 arasinda degisken bir seyir izlemis ve bazi
epoch’larda ani sigramalar gozlenmigstir. Bu dalgalanmalar, modelin dogrulama
verisi lizerinde tutarsiz bir performans sergiledigini ve genelleme yeteneginde bazi
sinirlamalar oldugunu gostermektedir. Egitim kaybinin dogrulama kaybindan genel
olarak daha diisiik olmasi, modelin egitim verisine hafif bir sekilde asir1 uyum
sagladigini isaret etmektedir. Ancak, bu farkin sinirli olmasi, asir1 6grenmenin
ciddi bir sorun olmadigini gostermektedir. Elde edilen sonuglar, modelin daha fazla

epoch ile egitilmesinin performans tizerinde anlamli bir iyilesme saglamayacagini
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gostermektedir. Dogrulama kaybi, 50. epoch civarinda stabilize olmus ve 500 epoch
boyunca belirgin bir diisiis trendi gostermemistir. Bu nedenle, erken durdurma
gibi bir strateji uygulanarak, dogrulama kaybi iyilesmeyi durdurdugunda egitim
stirecinin sonlandirilmas: daha verimli bir yaklagim olabilir. Ayrica, modelin
genelleme yetenegini artirmak icin bazi iyilestirmeler onerilebilir. Ornegin, L2
diizenlilestirme gibi ek diizenlilestirme teknikleri uygulanarak asir1 6§renme riski
daha etkin bir sekilde azaltilabilir. Orenme oraninin diisiiriilmesi veya bir 6grenme
orani zamanlayicisi kullanilmasi, dogrulama kaybindaki dalgalanmalar: azaltabilir.
Son olarak, veri setinin kalitesi ve egitim/dogrulama verilerinin dagilimi gézden

gecirilerek, modelin genelleme performansi daha da iyilestirilebilir.

4.2.2 CNN SONUCLARI
CNN modeli, filtre sayisi, ¢ekirdek boyutu, aktivasyon fonksiyonlar1 ve dropout

orani gibi hiperparametrelerle tasarlanmigtir. Optimal yapilandirmay1 belirlemek
amaciyla cesitli kombinasyonlar test edilmistir.  Ozellikle, 32, 64 ve 128
filtre sayilari; 3 ve 5 olan cekirdek boyutlar;; relu, sigmoid ve tanh
aktivasyon fonksiyonlari; ve 0,1, 0,2 ve 0,5 dropout oranlar1 incelenmistir. Model,
regresyon gorevlerini yerine getirmek i¢in 1D konvoliisyonel katmanlar, maksimum
havuzlama, dropout ve tam bagli katmanlar kullanmaktadir. Toplamda, ©zel
bir egitim dongiisii kullanilarak 486 parametre kombinasyonu degerlendirilmistir.
Modeller, Adam optimizasyon algoritmast ve MSE kayip fonksiyonu ile

egitilmistir. Test edilen hiperparametreler Tablo .4]te dzetlenmistir:

Tablo 4.4 Test Edilen CNN Hiperparametreleri

Hiperparametre Test Edilen Degerler
Filtre Sayis1 (Filters) 32-64-128
Gizli Katman Birim Sayis1 (Units) 32-64-128
Cekirdek Boyutu (Kernel Size) 3-5
Birakma Oran1 (Dropout) 0,1-0,2-0,5
Konvoliisyon Aktivasyonu relu - sigmoid - tanh
Gizli Katman Aktivasyonu relu - sigmoid - tanh

En iyi yapilandirma, Tablo [A3te goriilebilecegi gibi, 64 filtreye sahip, 1D
konvoliisyonel katman i¢in t anh aktivasyon fonksiyonu ve 128 birime sahip, relu

aktivasyon fonksiyonu ile ve 0,2 dropout orani ile belirlenmistir.
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Egitim ve Dogrulama Kaybi Egilimleri

—— Egitim Kaybi (Train Loss)
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Sekil 4.2 CNN Modelinin Egitim ve Dogrulama Kayiplarinin Epoch’lar Boyunca
Degisimi

Sekil[@.2] 1D CNN modelinin egitim ve dogrulama kayiplarinin epoch’lar boyunca
degisimini gostermektedir. Egitim kaybi, ilk 100 epoch i¢inde hizli bir diisiis
sergileyerek yaklasik 0,038 seviyesinden 0,026 seviyesine inmistir. Bu hizli
diisiis, modelin egitim verisine hizli bir sekilde uyum sagladi§in1 ve evrisim
katmanlarinin sirali verilerden anlamli 6zellikler ¢ikarabildigini gostermektedir.
100. epoch’tan sonra egitim kaybi, 0,024 civarinda stabilize olmus ve 500 epoch
boyunca kii¢iik dalgalanmalarla bu seviyede devam etmistir. Bu durum, modelin
egitim verisi lizerinde 6grenme kapasitesinin sinirina ulastigini ve daha fazla epoch
ile egitimin egitim kaybin1 anlaml bir sekilde azaltmayacagini diistindiirmektedir.
Dogrulama kaybi ise egitim kaybina benzer bir baglangi¢ trendi izlemis, ancak
daha fazla dalgalanma gostermistir. Ilk 20 epoch icinde dogrulama kayb: 0,034
seviyesinden 0,026 civarina diigmiistiir. Ancak, 20. epoch’tan sonra dogrulama
kaybi, 0,026 ile 0,034 arasinda degisken bir seyir izlemis ve bazi epoch’larda ani
sicramalar gozlenmigtir. Bu dalgalanmalar, modelin dogrulama verisi {izerinde
tutarsiz bir performans sergiledigini ve genelleme yeteneginde bazi sinirlamalar
oldugunu gostermektedir. Egitim kaybinin dogrulama kaybindan genel olarak
daha diisiik olmasi ve dogrulama kaybindaki 20. epoch’ tan sonraki artis,
modelin egitim verisine hafif bir sekilde asirt uyum sagladigini isaret etmektedir.
Elde edilen sonuglar, modelin daha fazla epoch ile egitilmesinin performans
izerinde anlaml bir iyilesme saglamayacagin1 gostermektedir. Dogrulama kayba,
20. epoch itibariyle artis gostermistir. Bu nedenle, erken durdurma gibi bir

strateji uygulanarak, dogrulama kayb iyilesmeyi durdurdugunda egitim siirecinin
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sonlandirilmast daha verimli bir yaklagim olabilir.

4.2.3 LSTM SONUCLARI
LSTM modeli, her biri bir dropout katmani ile takip edilen iki LSTM katmam

ve regresyon gorevleri icin bir final dense katmanindan olusmaktadir. Modelin
hiperparametreleri, birim sayis1 ve dropout oranimi icermekte olup, Adam
optimizasyon algoritmast ve MSE kayip fonksiyonu kullanilmaktadir. Optimal
yapilandirmanin belirlenebilmesi amaciyla toplamda 27 farkli kombinasyon test
edilmistir. Test edilen hiperparametreler Tablo 4.5 te 6zetlenmistir:

Tablo 4.5 Test Edilen LSTM Hiperparametreleri

Hiperparametre Test Edilen Degerler
Ik Katman LSTM Birim Sayis1 (Units) 32-64-128
Ikinci Katman LSTM Birim Sayis1 (Units) 32-64-128
Birakma Oran1 (Dropout) 0,1-0,2-0,5

En iyi performans: sergileyen yapilandirma, Tablo [A.4[te goriilebilecegi gibi, 128
ve 32 birimden olusan iki LSTM katmani ile 0,2 dropout oranini icermektedir.

Egitim ve Dogrulama Kaybi Egilimleri

—— Efitim Kaybi (Train Loss)

Dogrulama Kaybi (Validation Loss)
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Sekil 4.3 LSTM Modelinin Egitim ve Dogrulama Kayiplarinin Epoch’lar Boyunca
Degisimi

Sekil 4.3 LSTM modelinin egitim ve dogrulama kayiplarinin epoch’lar boyunca
degisimini gostermektedir. Modelin hem egitim hem de dogrulama kaybi egrileri
genel olarak azalan bir egilim sergilemektedir; bu da modelin 6grenme siirecinde

istikrarli bir sekilde hata oranini diisiirdiigiinii gostermektedir.  Ozellikle ilk
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10 epoch boyunca her iki kayipta da hizli bir azalma gozlemlenmis, bu da
modelin erken donemde veri setindeki temel Oriintiileri basariyla Ogrenmeye
bagladigim1 gostermektedir. Egitim kaybi egrisi, genel olarak dogrulama kaybi
egrisinden daha diisiik seyretmektedir. Ancak, bu fark minimal diizeydedir ve
dogrulama kaybinin belirli noktalarda egitime kiyasla daha diisiik seviyelere inmesi,
modelin genellenebilirliginin yiiksek olduguna isaret etmektedir. 20. epoch
sonrast dogrulama kayb1 egrisi daha yatay bir seyir izlemekte olup, bu durum
modelin daha fazla 6grenme kapasitesine sahip olmadigini ve erken durdurma
kriterlerinin degerlendirilebilecegini diisiindiirmektedir. Sonug olarak, elde edilen
sonuglar onerilen LSTM modelinin 6grenme performansinin basarili oldugunu,
asir1 6grenme egilimlerinin gdzlenmedigini ve modelin dogrulama verisi iizerinde

tatmin edici bir genelleme performansi sergiledigini ortaya koymaktadir.

4.2.4 CNN-LSTM SONUCLARI

CNN-LSTM modeli, bir 1D konvoliisyonel katman, maksimum havuzlama,
dropout, bir LSTM katmani ve regresyon gorevleri i¢in bir final dense katmanindan
olusan hibrit bir agdir. Modelin hiperparametreleri, birim sayisi, filtre sayisi,
cekirdek boyutu, aktivasyon fonksiyonu ve dropout oranini icermektedir ve Adam
optimizasyon algoritmasi ile MSE kayip fonksiyonu kullanilmaktadir. Optimal
yapilandirmanin belirlenebilmesi amaciyla toplamda 162 farkli kombinasyon test

edilmistir. Test edilen hiperparametreler Tablo 4.6[da 6zetlenmistir:

Tablo 4.6 Test Edilen CNN-LSTM Hiperparametreleri

Hiperparametre Test Edilen Degerler
Filtre Sayis1 (Filters) 32-64-128
LSTM Birim Sayis1 (Units) 32-64-128
Cekirdek Boyutu (Kernel Size) 3-5
Birakma Orani (Dropout) 0,1-0,2-0,5
Konvoliisyon Aktivasyonu relu - sigmoid - tanh

En iyi yapilandirma, Tablo[A.5[ te goriilebilecegi gibi, 128 filtreli, 3 ¢ekirdek boyutu
ve tanh aktivasyon fonksiyonu ile 128 birimden olusan bir LSTM katmani ve 0,1

dropout oranindan olugsmaktadir.
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Egitim ve Dogrulama Kaybi Egilimleri
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Sekil 4.4 CNN-LSTM Modelinin Egitim ve Dogrulama Kayiplarinin Epoch’lar
Boyunca Degisimi

Sekil 4.4, CNN-LSTM modelinin egitim ve dogrulama kayiplarinin epoch’lar

boyunca degisimini gostermektedir.

Elde edilen egitim kaybi egrisi, modelin artan epoch sayisiyla birlikte giderek daha
diisiik hata oranlarina ulastigini acikca ortaya koymaktadir. Ancak, dogrulama
kayb1 egrisi 20. epoch civarindan itibaren yatay bir seyir izlemeye baglamis ve
ilerleyen donemlerde belirgin bir azalma gostermemistir. Bu durum, modelin
egitim verisine uyum saglarken, dogrulama verisi iizerinde genelleme yeteneginin
smirli kaldigim diisiindiirmektedir. Ozellikle 50. epoch sonrasinda dogrulama
kaybindaki hafif dalgalanmalar ve artis egilimleri, modelin asir1 6grenmeye
bagladigina isaret etmektedir. Modelin konvoliisyonel bileseni, verideki kisa
siireli lokal oriintiileri basarili bir sekilde yakalayabilmekte, ancak zamanla
LSTM katmaninin dogrulama verisinde daha karmasik ve de8isken desenleri
genellemede zorlandig1 goriilmektedir. Bu baglamda, erken durdurma stratejisinin
uygulanmasi veya modelin genel kapasitesinin yeniden yapilandirilmasi, dogrulama
performansinin artirtlmasi agisindan faydali olabilir. Sonug olarak, CNN-LSTM
mimarisi egitim verisi iizerinde giiclii bir 6grenme kapasitesi sergilemis olsa da,
dogrulama performansindaki sinirli iyilesme ve dalgalanmalar, modelin genelleme
kabiliyetinin artirllmast gerektigini gostermektedir. Bu durum, daha dengeli ve
kararli bir model elde etmek adina hiperparametre optimizasyonunun Onemini

ortaya koymaktadir.
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4.2.5 KAN SONUCLARI

KAN modeli, gizli katman sayisi, genel ceza katsayisi, entropi ceza katsayist ve
optimizasyon algoritmasi gibi hiperparametrelerle tasarlanmigtir. Model, MSE
kayip fonksiyonunu kullanmaktadir. Ozellikle, katman sayis1 parametresi 2, 3,
4 ve 5 degerleri ile test edilmistir; lamb parametresi 0,0001, 0,001 ve 0,01
degerleri ile test edilmistir; 1amb_ent ropy parametresi 0,5, 1,0 ve 2,0 degerleri
ile test edilmistir; opt imizer parametresi ise Adam ve LBFGS degerleri ile test
edilmistir. En iyi yapilandirmay1 belirlemek amaciyla toplamda 72 kombinasyon
test edilmistir. Tablo[4.7]de 6zetlenmistir:

Tablo 4.7 Test Edilen KAN Modeli Hiperparametreleri

Hiperparametre Test Edilen Degerler
Gizli Katman Sayis1 (Hidden Layers) 2-3-4-5
Genel Ceza Katsayisi (1amb) 0,0001 - 0,001 - 0,01
Entropi Ceza Katsayist (1amb_entropy) 0,5-1,0-2,0
Optimizasyon Algoritmas1 (optimizer) Adam - LBFGS

Optimal yapilandirma, Tablo [A.6[da goriilebilecegi gibi, LBFGS optimizasyon
algoritmasi, 0,0001 lambda degeri ve 0,5 lamb_entropy degeri ile 2 gizli

katmandan olugmaktadir.

Egitim ve Dogrulama Kaybi Egilimleri

—— Egitim Kaybi (Train Loss)
Dogrulama Kaybi (Validation Loss)

0.055 4

0.054 4

Loss

0.053 4

IS SN L

Epoch

Sekil 4.5 KAN Modelinin Egitim ve Dogrulama Kayiplarinin Epoch’lar Boyunca
Degisimi

Sekil {.5] KAN modelinin egitim ve dogrulama kayiplarinin epoch’lar boyunca
degisimini gostermektedir. Grafik incelendiginde, egitim kaybi ile dogrulama kayb1
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egrilerinin genel olarak birbiriyle paralel bir seyir izledigi ve egitim siirecinin
baglangicinda her iki kaybin da hizli bir sekilde azaldig1 goriilmektedir. Bu durum,
modelin erken evrelerde veri setindeki temel oriintiileri basariyla 6grenebildigini
gostermektedir. Ancak, yaklasik 35. epoch civarinda dogrulama kaybinda ani bir
sigrama yasanmig, ardindan tekrar diisiise gecerek stabil bir hale ulagsmistir. Bu
sicrama, LBFGS algoritmasinin ikinci tiirevlere dayali giincellemeleri nedeniyle
olusan lokal optimizasyon etkisiyle agiklanabilir. Egitim siirecinin ilerleyen
asamalarinda dogrulama kaybinin belirli bir seviyede plato ¢izdigi ve egitim
kaybinin ise daha diisiik bir egilimle azalmaya devam ettigi gozlemlenmektedir.
Bu durum, modelin egitim verisine asir1 uyum saglamaya egilimli oldugunu
Ancak,
dogrulama kaybindaki artis ¢ok yiiksek seviyelerde gerceklesmemistir; dolayisiyla
Sonug¢ olarak, KAN

mimarisi, diisiik boyutlu veri temsilinde etkili bir yap1 ortaya koymakta olup,

ve genelleme performansinin smirli kalabilecegini diisiindiirmektedir.
modelin genel performansi kabul edilebilir diizeydedir.

egitim siirecinde stabilite ve 0grenme basaris1 bakimindan tatmin edici sonuglar

vermektedir. Bununla birlikte, dogrulama kaybindaki sicramalar ve son
donemlerdeki yatay seyir, bu tiir modellerde erken durdurma stratejisi, alternatif
optimizasyon teknikleri veya hiperparametre ayarlarinin yeniden degerlendirilmesi

gerektigini ortaya koymaktadir.

4.3 MODELLERIN KARSILASTIRILMASI

Bu calismada, emlak fiyat tahmini problemine yonelik olarak hem makine
ogrenmesi hem de derin 6grenme modelleri detayli bir sekilde analiz edilmis
ve performanslar1 cesitli metrikler {izerinden degerlendirilmistir.  Modellerin
karsilagtirmali sonuglari, Tablo 4.8[de MAE, MSE, RMSE ve MAPE metrikleri
kullanilarak sunulmustur. Bu metrikler, modellerin tahmin dogrulugunu ve hata

dagilimlarini farkli agilardan degerlendirmek icin secilmistir.

Tablo 4.8 Model Performans Sonuglar1

Model Adx MAE MSE RMSE MAPE
XGBoost | 322.401,501 | 219.171.594,868 | 468.157,660 | 0,110
ANN 344.397,264 | 236.606.390,340 | 486.422,029 | 0,120
CNN 343.078,208 | 240.662.898,127 | 490.574,050 | 0,117
LSTM 340.625,180 | 238.109.317,538 | 487.964,463 | 0,116
CNN-LSTM | 344.585,272 | 237.339.686,480 | 487.175,211 | 0,120
KAN 345.663,792 | 240.267.581,177 | 490.170,971 | 0,119

Tablo [4.8/de sunulan sonuglar incelendiginde, XGBoost modelinin 468.157,660
RMSE ve 0,110 MAPE degerleriyle tiim modeller arasinda en iyi performansi
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sergiledigi goriilmektedir. Bu durum, XGBoost’un gradient boosting tabanl
yapisinin, emlak fiyat tahmini probleminde secilen ozelliklerle yiiksek derecede
uyum sagladigini ve tahmin hatalarini en aza indirdigini gostermektedir. Ayrica,
MAE degerinin 322.401,501 ile en diisiikk olmasi, XGBoost’un mutlak hata
acisindan da diger modellere istiinliik sagladigin1 dogrulamaktadir. Bu sonuglar,
XGBoost’un hem dogruluk hem de genelleme kapasitesi acisindan bu veri setinde

giiclii bir secenek oldugunu ortaya koymaktadir.

Derin 6grenme modelleri arasinda ise LSTM, 487.964,463 RMSE ve 0,116 MAPE
ile en iyi performansi sergilemistir. LSTM’nin sirali veri isleme yetenegi, emlak
fiyat tahmini gibi zamanla degisebilen Oriintiilerin bulundugu problemlerde avantaj
sagladigin1 gostermektedir. CNN-LSTM hibrit modeli, 487.175,211 RMSE ile
LSTM’ye oldukca yakin bir performans sunmus, ancak 0,120 MAPE ile biraz
daha yiiksek bir yiizde hata oranina sahip olmustur. Bu durum, CNN-LSTM’nin
konvoliisyonel katmanlariin lokal oriintiileri yakalamada etkili oldugunu, ancak
LSTM bileseniyle birlestiginde genelleme performansinda sinirli bir iyilesme

sagladigini diisiindiirmektedir.

ANN, CNN ve KAN modelleri ise sirasiyla 486.422,029, 490.574,050 ve
490.170,971 RMSE degerleriyle XGBoost ve LSTM’ye kiyasla daha yiiksek
hata oranlar1 sergilemistir. ~ ANN’nin 344.397,264 MAE ve 0,120 MAPE
degerleri, modelin temel yapisinin bu problemde tatmin edici bir performans
sundugunu, ancak karmasik Oriintiileri yakalamada XGBoost kadar etkili
olmadigim gostermektedir. CNN, 490.574,050 RMSE ile derin 6grenme modelleri
arasinda en yiiksek hata oranina sahip olmus, bu da 1D konvoliisyonel katmanlarin
bu veri setindeki Oriintiileri tam olarak modellemede yetersiz kalabilecegini isaret
etmektedir. KAN modeli ise 345.663,792 MAE ve 0,119 MAPE ile nispeten
rekabet¢i bir performans sunmus, ancak RMSE degeri (490.170,971) bakimindan

diger derin 6grenme modellerine gore belirgin bir iistiinliik saglayamamaistir.

Modellerin MSE degerleri de hata dagilimlarin1 degerlendirmede ©nemli bir
gosterge sunmaktadir.  XGBoost’un 219.171.594,868 ile en diisik MSE’ye
sahip olmasi, tahmin hatalarmin karelerinin toplaminin diger modellere kiyasla
daha az oldugunu ve dolayisiyla daha tutarli tahminler iirettigini gostermektedir.
Buna karsilik, CNN (240.662.898,127) ve KAN (240.267.581,177) modelleri en
yiiksek MSE degerlerine sahip olmus, bu da bu modellerin daha biiyiik hatalar

tiretebilecegini ve genelleme kapasitelerinin sinirli olabilecegini diisiindiirmektedir.

Genel olarak, XGBoost’un diisiik hata oranlar1 ve tutarli performansi, bu ¢alismada

emlak fiyat tahmini i¢in en uygun model oldugunu ortaya koymaktadir. Derin
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ogrenme modelleri arasinda LSTM ve CNN-LSTM, sirali ve karmagsik veri
yapilarinda avantaj saglasa da, hesaplama maliyeti ve genelleme performansi
acisindan XGBoost’un gerisinde kalmistir. ANN, CNN ve KAN modelleri ise
daha basit yapilarla rekabet¢i sonuclar sunmus, ancak karmasik veri Oriintiilerini
modellemede yetersiz kalmisti.  Bu bulgular, model seciminde veri setinin
yapisi, hesaplama kaynaklar1 ve hedeflenen dogruluk seviyesinin dikkate alinmasi
gerektigini gostermektedir. Ozellikle biiyiik veri setlerinde ve gercek zamanli
uygulamalarda, XGBoost’un hem dogruluk hem de verimlilik a¢isindan 6ne ¢ikti81

sOylenebilir.
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Bu calismada, Tiirkiye emlak piyasasinda konut fiyat tahmini i¢in makine
ogrenmesi ve derin 0grenme tekniklerini inceleyerek giiclii bir fiyatlandirma sistemi
gelistirilmigtir. XGBRegressor, 468.157,660 RMSE ve %11 MAPE ile en yiiksek
performans1 sergileyerek Tiirkiye’nin tipik pazarlik oranlariyla uyumlu, yiiksek
tahmin dogrulugu sunmus ve ekonomik kosullar, konum, miilk 6zellikleri gibi
karmasik piyasa dinamiklerini yansitarak yatirimcilar ile alicilar i¢in de8erli bir arag
oldugunu kanitlamistir. Modelin basarisi, 384 hiperparametre kombinasyonuyla
optimize edilmesiyle ve 0,81 saniyelik hizli egitim siiresiyle desteklenirken,
derin Ogrenme modelleri daha yiiksek hata oranlariyyla XGBRegressor’in
gerisinde kalmig, bu da emlak fiyatlariin dogrusal veya az sirali Oriintiiler
izledigini ve derin 6grenme modellerinin bu verilerde avantaj saglayamadigim
diisiindiirmektedir. Diger makine 6grenmesi modellerinden LGBMRegressor ve
HistGradientBoostingRegressor 0,05 RMSE ile iyi sonuglar vermis ancak 1,35
ve 2,50 saniyelik egitim siireleriyle XGBRegressor kadar verimli olamamus,
RandomForestRegressor (145,59 saniye) ve ExtraTreesRegressor (61,73 saniye) ise
hesaplama maliyetiyle dezavantajli bulunmus, dogrusal modeller ise hizli ancak
genelleme kapasitesi sinirli kalmistir; veri on igleme, 128.670’ten 93.350 ilana
indirgenen veri setinde kaliteyi koruyarak model dogrulugunu artirmada kritik rol

oynamis ve nicelikten ¢ok niteligin 6nemini vurgulamistir.

En yiiksek hatanin bulundugu ornekte, fiyati 599.000 TL olarak belirtilen bir
emlagin model tarafindan 2.312.211 TL olarak tahmin edildigi goriilmektedir.
Bu hatanin nedeni, emlak ilaninin agiklama kismindan anlagilabilmektedir. ilgili
ilanda, belirtilen fiyatin yalnizca pesin 6deme tutar1 oldugu, kalan kismin ise taksitli
olarak ddenecegi ifade edilmistir. Bu durum, modelin yalnizca goriinen fiyat1 baz

alarak yaptig1 tahmini yaniltmstir.

Sonu¢ olarak, XGBRegressor’in diisiik hata oranlar1 ve pratikligi, bu modeli
Tiirkiye emlak piyasast icin en uygun secenek haline getirmekte, gelecekte NLP ile

metin analizi ve kullanic1 dostu bir arayiiz eklenmesiyle daha da gelistirilebilecegi
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onerilmektedir. Boylece bu arastirma, emlak sektoriinde makine Ogrenmesinin
kullanimini tegvik ederek diger piyasalara da uygulanabilir saglam bir temel

sunmaktadir.
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A

OZNITELIK ACIKLAMALARI VE MODEL

SONUCLARI

Tablo A.1 ilan Oznitelikleri

No Ozellik Aciklama

1 id [lanin ait benzersiz kimlik numarasi

2 created_at [lanin olusturulma tarihi ve saati

3 updated_at [lanin son giincellenme tarihi ve saati

4 is_sale Ilandaki emlagin satilik m1 bilgisi

5 title [lanin bashg:

6 description Ilan hakkinda detayli agiklama

7 url Ilana ait baglant1

8 from_owner Ilandaki emlak sahibinden mi bilgisi

9 whatsapp_number Ilan ile ilgili iletisime gecilebilecek WhatsApp
numarasi

10 price Emlak satis fiyati

11 opportunity Emlak firsat bir ilan m1 bilgisi

12 coordinate_lat Emlak konumunun enlem koordinati

13 coordinate_lon Emlak konumunun boylam koordinati

14 city_id Emlak konumunun bagh oldugu sehir ID’si

15 city_name Emlak konumunun bagh oldugu sehir ad1

16 town_id Emlak konumunun bagl oldugu ilce ID’si

17 town_name Emlak konumunun bagh oldugu ilce ad1

18 district_id Emlak konumunun bagh oldugu semt ID’si

19 district_name Emlak konumunun bagh oldugu semt adi

20 valuation_min_price Emlak minimum degerleme fiyati

21 valuation_max_price Emlak maksimum degerleme fiyati

22 i1s_duplex Emlak dubleks mi bilgisi

23 estate_type Emlak tiirti

24 net_square Emlak net kullanim alani

25 gross_square Emlak briit alanm

26 room_count Emlak i¢indeki toplam oda sayis1

27 build_age Emlak binasinin yasi

28 floor_number Emlak kat numarasi

29 floor_count Emlak toplam kat sayis1

30 heating_type Emlakta kullanilan 1sinma tipi
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No Ozellik Aciklama
31 usability Emlak kullanim durumu
32 suitability_for_credit Emlak kredibilitesi
33 suitability_for_investor | Yatirnmcilar i¢in uygunluk bilgisi
34 is_second_hand Ikinci el mi bilgisi
35 deed_status Emlak tapu durumu
36 in_site Emlak bir site i¢inde mi bilgisi
37 has_furniture Emlak esyali m1 bilgisi
38 bath_count Emlakta bulunan banyo sayis1
39 has_balcony Emlakta balkon var m1 bilgisi
40 wc_count Emlakta bulunan WC sayis1
41 build_age_categorical | Emlak bina yag1 kategorisi
42 net_m?2_price Emlak net alan basina m? fiyati
43 gross_m?2_price Emlak briit alan basina m? fiyati
44 created_at_diff [lanin olusturulma tarihine gore gecen siire
45 updated_at_diff Ilanin giincellenme tarihine gore gegen siire
46 total_room_count Emlak icindeki toplam oda say1s1
47 is_mezzanine_floor Emlak ara kat m1 bilgisi
48 room_per_m?2 m? bagina diisen oda sayis1
49 total_population Emlak cevresindeki toplam niifus
50 total_population_densit | Emlak ¢evresindeki niifus yogunlugu
y
51 educational_level_dens | Cevredeki egitim seviyesi yogunlugu
ity
52 marital_status_density | Cevredeki evlilik durumu yogunlugu
53 socioeconomic_status_ | Cevredeki sosyoekonomik durum yogunlugu
density
54 average_age Emlak c¢evresindeki ortalama yas
55 house_income_total Emlak cevresindeki toplam hane geliri
56 average_price_for_sale | Satilik emlaklarin ortalama fiyati
57 average_price_for_rent | Kiralik emlaklarin ortalama fiyati
58 amortization Emlak satig fiyatimin kira cinsinden y1l olarak
geri 6deme siiresi
59 educational_level Emlak cevresindeki e8itim seviyesi
60 marital_status Emlak ¢evresindeki evlilik durumu
61 city_popularity Emlagin bulundugu sehrin toplam veri
kiimesindeki sehirlere orani
62 district_popularity Emlagin bulundugu ilcenin toplam veri
kiimesindeki ilcelere oran
63 town_popularity Emlagin bulundugu semtin toplam veri
kiimesindeki semtlere orani
64 adsl ADSL internet baglantis1 mevcut mu bilgisi
65 cable_tv_satellite Kablo TV veya uydu yayin1 mevcut mu bilgisi
66 bathtub Kiivet mevcut mu bilgisi
67 shower_cabin Dusakabin mevcut mu bilgisi
68 hot_water Sicak su mevcut mu bilgisi
69 built_in_wardrobe GOmme dolap mevcut mu bilgisi
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No Ozellik Aciklama

70 ceramic_floor Seramik zemin mevcut mu bilgisi

71 satin_paint Saten boya kullanimi mevcut mu bilgisi
72 steel_door Celik kap1 mevcut mu bilgisi

73 panel_door Panel kap1 mevcut mu bilgisi

74 laminate Laminat zemin mevcut mu bilgisi

75 cornice Kartonpiyer mevcut mu bilgisi

76 spot_light Spot 1s1k mevcut mu bilgisi

77 parquet Parke zemin mevcut mu bilgisi

78 air_conditioner Klima mevcut mu bilgisi

79 built_in_kitchen Ankastre mutfak mevcut mu bilgisi

80 cabinet_kitchen Dolapl mutfak mevcut mu bilgisi

81 american_kitchen Amerikan mutfak mevcut mu bilgisi

82 pantry Kiler mevcut mu bilgisi

83 gas_stove Dogalgazli ocak mevcut mu bilgisi

84 kitchen_furniture Mutfak mobilyas1 mevcut mu bilgisi

85 heat_insulation Is1 yalitim1 mevcut mu bilgisi

86 apartment_attendant Apartman gorevlisi hizmeti mevcut mu bilgisi
87 shared_garden Ortak kullanim bahgesi mevcut mu bilgisi
88 video_intercom Goriintiili diafon mevcut mu bilgisi

89 detached_garden Miistakil bah¢e mevcut mu bilgisi

90 water_pump Hidrofor mevcut mu bilgisi

91 fire_escape Yangin merdiveni mevcut mu bilgisi

92 elevator AsansOr mevcut mu bilgisi

93 water_tank Su deposu mevcut mu bilgisi

94 pvc_frame PVC dograma pencere mevcut mu bilgisi
95 generator Jenerator mevcut mu bilgisi

96 insulated_glass Isicam pencere mevcut mu bilgisi

97 sound_insulation Ses yalittmi mevcut mu bilgisi

98 childrens_park Cocuk parki mevcut mu bilgisi

99 open_parking Acik otopark mevcut mu bilgisi

100 basketball_court Basketbol sahas1 mevcut mu bilgisi

101 closed_parking Kapali otopark mevcut mu bilgisi

102 shopping_center Aligveris merkezi var mu bilgisi

103 walking_track Yiiriiylis parkuru var mi bilgisi

104 green_view Yesil alan manzarasi var mu bilgisi

105 highway Otobana yakin mu1 bilgisi

106 near_street Caddeye yakin mu bilgisi

107 near_hospital Hastaneye yakin mu1 bilgisi

108 near_school Okula yakin mu bilgisi

109 fiber Fiber internet baglantis1 mevcut mu bilgisi
110 intercom Goriintiilii interkom sistemi mevcut mu bilgisi
111 sauna Sauna mevcut mu bilgisi

112 washing_machine Camagir makinesi mevcut mu bilgisi

113 high_ceiling Yiiksek tavan mevcut mu bilgisi

114 lacquer_kitchen Lake mutfak var mi bilgisi

115 wooden_frame Ahgap dograma pencere var mi bilgisi

44




No Ozellik Aciklama
116 bus Otobiis duragina yakin mu bilgisi
117 hilton_bathroom Hilton tipi banyo var m1 bilgisi
118 laminate_kitchen Laminat mutfak mevcut mu bilgisi
119 north_facing Emlak kuzey cepheli mi bilgisi
120 west_facing Emlak bati cepheli mi bilgisi
121 near_local_market Semt pazarina yakin mi bilgisi
122 main_road Anayola yakin mi bilgisi
123 metro Metro istasyonuna yakin mi bilgisi
124 near_mosque Camiye yakin m bilgisi
125 e 5 E-5 Karayolu’na yakin mu bilgisi
126 metrobus Metrobiis duragina yakin mu bilgisi
127 minibus Dolmusg duragina yakin mi bilgisi
128 oven Firin var m bilgisi
129 electric_stove Setiistii ocak var mi bilgisi
130 east_facing Emlak dogu cepheli mi bilgisi
131 garden Bahce mevcut mu bilgisi
132 city_view Sehir manzarasi var mi bilgisi
133 jacuzzi Jakuzi mevcut mu bilgisi
134 burglar_alarm Hirsiz alarmi mevcut mu bilgisi
135 south_facing Emlak giiney cepheli mi bilgisi
136 water_heater Sofben mevcut mu bilgisi
137 en_suite_bathroom Ebeveyn banyosu mevcut mu bilgisi
138 shutters Panjur mevcut mu bilgisi
139 dressing_room Giyinme odas1 mevcut mu bilgisi
140 cloakroom Vestiyer mevcut mu bilgisi
141 laundry_room Camasir odast mevcut mu bilgisi
142 ready_kitchen Hazir mutfak var m1 bilgisi
143 camera_system Kamera giivenlik sistemi mevcut mu bilgisi
144 security 24 saat giivenlik mevcut mu bilgisi
145 accessible_for_disable | Engellilere uygun mu bilgisi

d
146 tennis_court Tenis kortu mevcut mu bilgisi
147 outdoor_pool Acik havuz mevcut mu bilgisi
148 pool_view Havuz manzaras1 var mu bilgisi
149 airport Havaalanina yakin m bilgisi
150 near_sea Denize yakin mu bilgisi
151 wi_fi Wi-Fi baglantis1t mevcut mu bilgisi
152 fireplace SOomine mevcut mu bilgisi
153 siding Siding dis cephe var mu bilgisi
154 lake_view GOl manzarasi var mi1 bilgisi
155 sea_view Deniz manzarasi var mi1 bilgisi
156 white_goods Beyaz esya mevcut mu bilgisi
157 volleyball_court Voleybol sahas1 mevcut mu bilgisi
158 football_field Futbol sahas1 mevcut mu bilgisi
159 fitness Fitness salonu var m1 bilgisi
160 ferry_pier Vapur iskelesine yakin mi bilgisi
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No Ozellik Aciklama

161 sea_bus Deniz otobiisii iskelesine yakin m1 bilgisi

162 fire_alarm Yangin alarmi mevcut mu bilgisi

163 wallpaper Duvar kagidi var mu bilgisi

164 aluminum_frame Aliiminyum dograma pencere var mi bilgisi

165 train_station Tren istasyonuna yakin mi bilgisi

166 italian_bathroom Italyan tarzi banyo var mi1 bilgisi

167 dishwasher Bulasik makinesi mevcut mu bilgisi

168 marley Marley zemin var mi bilgisi

169 italian_kitchen Italyan tarzi mutfak var m1 bilgisi

170 marmaray Marmaray’a yakin m bilgisi

171 eurasia_tunnel Avrasya Tiineli’ne yakin mi bilgisi

172 indoor_pool Kapali havuz mevcut mu bilgisi

173 bosphorus_bridges Bogaz kopriilerine yakin mi bilgisi

174 tram Tramvay hattina yakin m1 bilgisi

175 tem TEM otoyoluna yakin mu1 bilgisi

176 squat_toilet Alaturka tuvalet var mi bilgisi

177 seafront Denize sifir mi bilgisi

178 bosphorus_view Bogaz manzaras1 var mui bilgisi

179 trolleybus Troleybiis duragina yakin mi bilgisi

180 cable_car Teleferik hattina yakin mi bilgisi

181 refrigerator Buzdolab1 mevcut mu bilgisi

182 smart_home Emlak akilli ev sistemiyle mi donatilmig bilgisi

183 face_and_fingerprint_r | Yiiz tamima ve parmak izi giivenlik sistemi var
ecognition mu bilgisi

184 fingerprint Parmak izi giivenlik sistemi var mu1 bilgisi

185 turkish_bath Hamam mevcut mu bilgisi

186 dryer Camagir kurutma makinesi mevcut mu bilgisi

187 private_pool Miistakil havuz mevcut mu bilgisi

188 avg_city_id_gross_m?2 | Ilgili sehirdeki tiim emlaklarin briit m?
_price fiyatlarinin ortalamasi

189 avg_city_id_build_age | Ilgili sehirdeki tiim emlaklarin, bina yasina gore
_categorical_gross_m?2 | gruplandirilmig briit m? fiyatlarinin ortalamasi
_price

190 avg_city_id_room_cou | Ilgili sehirdeki tiim emlaklarin oda sayisina
nt_gross_m?2_price gore gruplandirilmig  briit m? fiyatlarinin

ortalamasi

191 avg_city_id_is_mezzan | Ilgili sehirdeki tlim emlaklarin, ara kat olup
ine_floor_gross_m2_pr | olmadigina gore briit m? fiyatlarinin ortalamasi
ice

192 avg_city_id_heating_ty | Ilgili sehirdeki tiim emlaklarin, 1sitma tipine
pe_gross_m?2_price gore gruplandirilmis  briit m? fiyatlarinin

ortalamasi
193 avg_district_id_gross_ | Ilgili ilcede yer alan tiim emlaklarin briit m?

m2_price

fiyatlarinin ortalamasi
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No Ozellik Aciklama
194 avg_district_id_build_ | Ilgili il¢edeki tiim emlaklarin, bina yasina gore
age_categorical_gross_ | gruplandirilmis briit m? fiyatlarinin ortalamasi
m2_price
195 avg_district_id_room_ | Ilgili ilgedeki tiim emlaklarin oda sayisina gore
count_gross_m?2_price | gruplandirilmig briit m? fiyatlarinin ortalamasi
196 avg_district_id_is_mez | Ilgili ilcedeki tiim emlaklarin, ara kat olup
zanine_floor_gross_m2 | olmadigina gore briit m? fiyatlarinin ortalamasi
_price
197 avg_district_id_heating | Ilgili ilcedeki tiim emlaklarin, 1sitma tipine gore
_type_gross_m2_price | gruplandirilmig briit m? fiyatlarinin ortalamasi
198 avg_town_id_gross_m | Ilgili mahalledeki tiim emlaklarin briit m?
2_price fiyatlarinin ortalamasi
199 avg_town_id_build_ag | Ilgili mahalledeki tiim emlaklarin, bina yasina
e_categorical_gross_m | gore gruplandirilmig briit m2 fiyatlarinin
2_price ortalamasi
200 avg_town_id_room_co | Ilgili mahalledeki tiim emlaklarin oda sayisina
unt_gross_m?2_price gore gruplandirilmis briit m? fiyatlarinin
ortalamasi
201 avg_town_id_is_mezza | Ilgili mahalledeki tiim emlaklarin, ara kat olup
nine_floor_gross_m?2_ | olmadigina gore briit m? fiyatlarinin ortalamasi
price
202 avg_town_id_heating_t | [lgili mahalledeki tiim emlaklarin, 1sitma
ype_gross_m2_price tipine gore gruplandirilmig briit m? fiyatlarinin
ortalamasi
203 avg_town_id_gross_pri | [lgili mahalledeki tiim emlaklarin  briit
ce fiyatlarinin ortalamasi
204 avg_town_id_build_ag | Ilgili mahalledeki tiim emlaklarin, bina yasina
e_categorical_gross_pr | gore gruplandirilmis briit fiyatlarinin ortalamasi
ice
205 avg_town_id_room_co | Ilgili mahalledeki tiim emlaklarin oda sayisina
unt_gross_price gore gruplandirilmig briit fiyatlarinin ortalamasi
206 avg_town_id_is_mezza | Ilgili mahalledeki tiim emlaklarin, ara kat
nine_floor_gross_price | olup olmadigina gore gruplandirilmig briit
fiyatlarinin ortalamasi
207 avg_town_id_heating_t | Ilgili mahalledeki tiim emlaklarin, 1sitma tipine
ype_gross_price gore gruplandirilmug briit fiyatlarinin ortalamasi
Tablo A.2 ANN Hipermatre Sonuglari
No 1.Gizli | 2.Gizli 1.Gizli Katman | 2.Gizli Katman | Dropout | RMSE
Katman | Katman | Aktivasyonu Aktivasyonu Oram
Birim Birim
Sayisi Sayisi
1 128 128 tanh tanh 0,1 0,053
2 128 64 tanh sigmoid 0,1 0,053
3 64 64 sigmoid relu 0,1 0,053
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No 1.Gizli 2.Gizli 1.Gizli Katman | 2.Gizli Katman | Dropout | RMSE

Katman | Katman | Aktivasyon Aktivasyon

Birim Birim Fonksiyonu Fonksiyonu

Sayisi Sayisi
4 64 128 sigmoid sigmoid 0,1 0,053
5 32 128 tanh sigmoid 0,1 0,053
6 128 64 relu tanh 0,1 0,053
7 128 128 sigmoid tanh 0,1 0,053
8 128 32 tanh relu 0,1 0,053
9 64 128 tanh relu 0,1 0,053
10 128 64 relu relu 0,1 0,053
11 64 64 sigmoid sigmoid 0,1 0,053
12 128 64 sigmoid tanh 0,1 0,053
13 32 128 sigmoid tanh 0,2 0,053
14 128 32 relu relu 0,1 0,053
15 64 64 tanh tanh 0,1 0,053
16 64 128 tanh relu 0,5 0,053
17 64 128 sigmoid sigmoid 0,5 0,053
18 128 64 sigmoid tanh 0,5 0,053
19 32 128 tanh relu 0,2 0,053
20 128 128 relu tanh 0,1 0,053
21 32 64 tanh tanh 0,1 0,053
22 64 128 tanh sigmoid 0,2 0,053
23 128 32 sigmoid sigmoid 0,2 0,053
24 32 128 sigmoid sigmoid 0,2 0,053
25 128 64 sigmoid tanh 0,2 0,053
26 128 64 relu sigmoid 0,1 0,053
27 64 32 relu relu 0,2 0,053
28 32 64 relu tanh 0,2 0,053
29 128 128 sigmoid relu 0,2 0,053
30 32 64 relu relu 0,1 0,053
31 64 64 tanh sigmoid 0,1 0,053
32 64 128 sigmoid relu 0,2 0,053
33 128 128 tanh relu 0,1 0,053
34 128 128 sigmoid sigmoid 0,5 0,053
35 128 32 sigmoid relu 0,2 0,053
36 128 64 relu sigmoid 0,5 0,053
37 128 128 sigmoid relu 0,1 0,053
38 128 32 sigmoid sigmoid 0,1 0,053
39 64 128 tanh tanh 0,2 0,053
40 64 32 sigmoid sigmoid 0,2 0,053
41 64 128 tanh sigmoid 0,1 0,053
42 64 128 sigmoid sigmoid 0,2 0,053
43 64 32 tanh sigmoid 0,2 0,053
44 64 64 sigmoid tanh 0,1 0,053
45 64 32 tanh tanh 0,2 0,053
46 32 128 tanh relu 0,1 0,053
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No 1.Gizli 2.Gizli 1.Gizli Katman | 2.Gizli Katman | Dropout | RMSE

Katman | Katman | Aktivasyon Aktivasyon

Birim Birim Fonksiyonu Fonksiyonu

Sayisi Sayisi
47 32 64 tanh sigmoid 0,1 0,053
48 32 32 relu relu 0,2 0,053
49 64 64 tanh relu 0,1 0,053
50 64 32 relu tanh 0,2 0,053
51 128 128 relu relu 0,1 0,053
52 64 128 sigmoid relu 0,5 0,053
53 128 64 tanh tanh 0,1 0,053
54 32 32 relu tanh 0,1 0,053
55 32 32 sigmoid sigmoid 0,2 0,053
56 32 64 sigmoid sigmoid 0,1 0,053
57 128 64 tanh relu 0,1 0,053
58 64 32 relu sigmoid 0,1 0,053
59 64 64 tanh sigmoid 0,2 0,053
60 32 128 relu sigmoid 0,2 0,053
61 64 128 relu relu 0,1 0,053
62 64 128 relu tanh 0,2 0,053
63 32 128 relu tanh 0,5 0,053
64 128 128 tanh sigmoid 0,1 0,053
65 128 128 tanh sigmoid 0,2 0,053
66 32 64 relu relu 0,2 0,053
67 64 32 tanh tanh 0,1 0,053
68 64 64 tanh relu 0,2 0,053
69 128 32 sigmoid tanh 0,1 0,053
70 32 128 relu sigmoid 0,5 0,053
71 64 64 sigmoid sigmoid 0,2 0,053
72 64 128 sigmoid tanh 0,5 0,053
73 64 128 relu tanh 0,5 0,053
74 128 32 tanh tanh 0,1 0,053
75 64 32 tanh relu 0,2 0,053
76 32 64 sigmoid sigmoid 0,5 0,053
77 128 128 tanh tanh 0,2 0,053
78 128 128 relu tanh 0,2 0,053
79 32 64 sigmoid relu 0,2 0,053
80 128 128 sigmoid sigmoid 0,2 0,053
81 64 64 relu sigmoid 0,1 0,053
82 64 128 relu relu 0,5 0,053
83 32 128 tanh sigmoid 0,5 0,053
84 64 64 tanh tanh 0,5 0,053
85 64 128 tanh sigmoid 0,5 0,053
86 64 128 sigmoid tanh 0,2 0,053
87 128 128 relu relu 0,5 0,053
88 64 32 sigmoid tanh 0,2 0,053
89 128 128 tanh relu 0,2 0,053
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No 1.Gizli 2.Gizli 1.Gizli Katman | 2.Gizli Katman | Dropout | RMSE

Katman | Katman | Aktivasyon Aktivasyon

Birim Birim Fonksiyonu Fonksiyonu

Sayisi Sayisi
90 64 64 relu tanh 0,2 0,053
91 32 128 relu relu 0,5 0,054
92 64 128 relu tanh 0,1 0,054
93 32 128 tanh tanh 0,1 0,054
94 32 64 tanh relu 0,2 0,054
95 128 64 sigmoid sigmoid 0,2 0,054
96 128 32 relu relu 0,2 0,054
97 32 32 relu sigmoid 0,1 0,054
98 32 128 relu sigmoid 0,1 0,054
99 32 64 sigmoid relu 0,1 0,054
100 64 32 sigmoid relu 0,2 0,054
101 64 64 sigmoid tanh 0,2 0,054
102 32 128 sigmoid relu 0,5 0,054
103 32 32 sigmoid sigmoid 0,1 0,054
104 64 64 relu tanh 0,1 0,054
105 64 64 relu tanh 0,5 0,054
106 128 128 sigmoid relu 0,5 0,054
107 32 64 tanh sigmoid 0,2 0,054
108 32 128 relu relu 0,2 0,054
109 128 128 relu tanh 0,5 0,054
110 32 128 relu tanh 0,2 0,054
111 32 64 relu tanh 0,1 0,054
112 64 64 sigmoid relu 0,5 0,054
113 64 64 relu sigmoid 0,5 0,054
114 64 128 relu sigmoid 0,5 0,054
115 32 128 sigmoid relu 0,1 0,054
116 32 128 sigmoid tanh 0,5 0,054
117 32 128 relu relu 0,1 0,054
118 64 32 relu relu 0,1 0,054
119 128 128 tanh sigmoid 0,5 0,054
120 128 32 sigmoid tanh 0,2 0,054
121 32 32 sigmoid tanh 0,1 0,054
122 64 64 relu sigmoid 0,2 0,054
123 32 32 sigmoid sigmoid 0,5 0,054
124 64 128 tanh relu 0,2 0,054
125 32 32 sigmoid tanh 0,2 0,054
126 128 128 tanh tanh 0,5 0,054
127 32 64 tanh tanh 0,2 0,054
128 64 128 relu sigmoid 0,1 0,054
129 128 64 relu sigmoid 0,2 0,054
130 128 64 sigmoid sigmoid 0,5 0,054
131 128 128 sigmoid tanh 0,5 0,054
132 64 32 relu tanh 0,5 0,054
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No 1.Gizli 2.Gizli 1.Gizli Katman | 2.Gizli Katman | Dropout | RMSE

Katman | Katman | Aktivasyon Aktivasyon

Birim Birim Fonksiyonu Fonksiyonu

Sayisi Sayisi
133 128 64 tanh tanh 0,5 0,054
134 32 64 sigmoid relu 0,5 0,054
135 64 32 relu tanh 0,1 0,054
136 32 32 tanh sigmoid 0,2 0,054
137 128 64 tanh relu 0,5 0,054
138 128 128 relu relu 0,2 0,054
139 32 64 sigmoid tanh 0,1 0,054
140 32 64 relu sigmoid 0,5 0,054
141 64 64 sigmoid sigmoid 0,5 0,054
142 128 64 relu tanh 0,2 0,054
143 64 32 sigmoid sigmoid 0,1 0,054
144 128 128 sigmoid sigmoid 0,1 0,054
145 128 32 tanh relu 0,5 0,054
146 128 32 relu sigmoid 0,1 0,054
147 128 64 sigmoid relu 0,2 0,054
148 32 32 relu sigmoid 0,5 0,054
149 32 64 relu sigmoid 0,2 0,054
150 32 128 tanh tanh 0,2 0,054
151 64 128 sigmoid relu 0,1 0,054
152 32 128 sigmoid relu 0,2 0,054
153 128 128 sigmoid tanh 0,2 0,054
154 32 32 relu tanh 0,5 0,054
155 32 32 tanh sigmoid 0,1 0,054
156 32 64 tanh tanh 0,5 0,054
157 64 64 sigmoid relu 0,2 0,054
158 32 64 tanh relu 0,5 0,054
159 64 64 relu relu 0,1 0,054
160 32 64 sigmoid sigmoid 0,2 0,054
161 128 32 tanh relu 0,2 0,054
162 32 128 sigmoid tanh 0,1 0,054
163 128 32 relu tanh 0,2 0,054
164 32 128 tanh relu 0,5 0,054
165 128 128 relu sigmoid 0,5 0,054
166 64 64 relu relu 0,2 0,054
167 64 32 tanh relu 0,1 0,054
168 32 32 relu relu 0,1 0,054
169 32 64 relu sigmoid 0,1 0,054
170 32 64 tanh sigmoid 0,5 0,054
171 32 32 tanh relu 0,1 0,054
172 32 32 relu sigmoid 0,2 0,055
173 128 32 relu sigmoid 0,2 0,055
174 128 32 relu tanh 0,1 0,055
175 64 32 tanh tanh 0,5 0,055
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No 1.Gizli 2.Gizli 1.Gizli Katman | 2.Gizli Katman | Dropout | RMSE

Katman | Katman | Aktivasyon Aktivasyon

Birim Birim Fonksiyonu Fonksiyonu

Sayisi Sayisi
176 32 32 tanh tanh 0,2 0,055
177 64 32 sigmoid tanh 0,1 0,055
178 64 32 relu sigmoid 0,5 0,055
179 64 32 tanh sigmoid 0,1 0,055
180 64 128 relu sigmoid 0,2 0,055
181 128 32 tanh tanh 0,5 0,055
182 64 128 sigmoid tanh 0,1 0,055
183 128 32 relu relu 0,5 0,055
184 64 64 tanh relu 0,5 0,055
185 64 64 tanh tanh 0,2 0,055
186 32 128 relu tanh 0,1 0,055
187 128 128 relu sigmoid 0,1 0,055
188 64 32 sigmoid sigmoid 0,5 0,055
189 32 32 sigmoid relu 0,1 0,055
190 64 32 sigmoid relu 0,1 0,055
191 128 32 sigmoid relu 0,1 0,055
192 128 64 relu relu 0,5 0,055
193 64 32 tanh sigmoid 0,5 0,055
194 64 32 relu relu 0,5 0,055
195 128 64 sigmoid relu 0,5 0,055
196 32 128 sigmoid sigmoid 0,1 0,055
197 32 32 tanh tanh 0,5 0,055
198 32 32 tanh tanh 0,1 0,055
199 32 32 relu relu 0,5 0,055
200 128 64 tanh sigmoid 0,5 0,055
201 32 32 tanh relu 0,5 0,055
202 128 64 tanh sigmoid 0,2 0,055
203 32 64 relu relu 0,5 0,055
204 32 64 relu tanh 0,5 0,055
205 128 32 relu sigmoid 0,5 0,055
206 64 128 tanh tanh 0,5 0,055
207 128 128 relu sigmoid 0,2 0,055
208 128 32 sigmoid tanh 0,5 0,055
209 32 32 relu tanh 0,2 0,055
210 32 32 sigmoid relu 0,2 0,055
211 32 32 tanh sigmoid 0,5 0,055
212 32 128 tanh tanh 0,5 0,055
213 64 64 tanh sigmoid 0,5 0,056
214 64 64 relu relu 0,5 0,056
215 128 32 tanh sigmoid 0,1 0,056
216 128 32 tanh sigmoid 0,2 0,056
217 128 64 tanh relu 0,2 0,056
218 64 32 sigmoid tanh 0,5 0,056
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No 1.Gizli 2.Gizli 1.Gizli Katman | 2.Gizli Katman | Dropout | RMSE

Katman | Katman | Aktivasyon Aktivasyon

Birim Birim Fonksiyonu Fonksiyonu

Sayisi Sayisi
219 128 128 tanh relu 0,5 0,056
220 128 64 sigmoid relu 0,1 0,056
221 32 32 sigmoid relu 0,5 0,056
222 128 32 tanh sigmoid 0,5 0,056
223 128 64 relu relu 0,2 0,056
224 32 64 sigmoid tanh 0,2 0,056
225 64 128 tanh tanh 0,1 0,056
226 128 64 sigmoid sigmoid 0,1 0,056
227 64 32 tanh relu 0,5 0,057
228 32 64 sigmoid tanh 0,5 0,057
229 32 128 tanh sigmoid 0,2 0,057
230 32 64 tanh relu 0,1 0,057
231 128 32 sigmoid relu 0,5 0,057
232 32 128 sigmoid sigmoid 0,5 0,057
233 128 32 sigmoid sigmoid 0,5 0,058
234 128 32 tanh tanh 0,2 0,058
235 128 32 relu tanh 0,5 0,058
236 32 32 tanh relu 0,2 0,058
237 64 32 sigmoid relu 0,5 0,058
238 64 64 sigmoid tanh 0,5 0,058
239 64 32 relu sigmoid 0,2 0,059
240 128 64 relu tanh 0,5 0,059
241 32 32 sigmoid tanh 0,5 0,06
242 128 64 tanh tanh 0,2 0,063
243 64 128 relu relu 0,2 0,063

Tablo A.3 CNN Hipermatre Sonuglari

No Filtre | Gizli Kat- | Cekirdek| Dropout | Konvoliisyon | Gizli Kat- | RMSE

Sayis1 | man Birim | Boyutu | Oram Aktivasyonu | man AKkti-

Sayisi vasyonu

1 64 128 5 0,1 tanh relu 0,053
2 32 128 3 0,2 tanh relu 0,053
3 64 64 5 0,1 tanh relu 0,053
4 32 128 5 0,1 tanh relu 0,053
5 32 64 5 0,2 tanh relu 0,053
6 64 128 3 0,1 relu relu 0,053
7 128 64 5 0,1 tanh relu 0,053
8 32 128 3 0,1 tanh relu 0,053
9 128 128 5 0,1 relu relu 0,053
10 64 128 3 0,2 tanh relu 0,053
11 32 64 5 0,1 relu relu 0,053
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No Filtre | Gizli Kat- | Cekirdek| Dropout | Konvoliisyon | Gizli Kat- | RMSE
Sayis1 | man Birim | Boyutu | Oram Aktivasyonu | man Akti-
Sayisi vasyonu
12 128 64 5 0,2 tanh relu 0,053
13 128 32 5 0,1 relu relu 0,053
14 64 64 3 0,2 tanh relu 0,053
15 32 32 5 0,2 tanh relu 0,053
16 64 128 5 0,2 tanh relu 0,054
17 64 32 3 0,2 tanh relu 0,054
18 32 32 3 0,1 tanh relu 0,054
19 128 32 5 0,2 tanh relu 0,054
20 128 128 5 0,2 tanh relu 0,054
21 64 32 5 0,2 tanh relu 0,054
22 128 64 5 0,1 relu relu 0,054
23 128 32 3 0,1 relu relu 0,054
24 128 128 3 0,2 tanh relu 0,054
25 64 128 5 0,2 relu relu 0,054
26 128 128 3 0,1 relu relu 0,054
27 32 32 5 0,1 relu relu 0,054
28 32 64 5 0,5 tanh relu 0,054
29 64 128 3 0,2 relu relu 0,054
30 64 32 3 0,1 tanh relu 0,054
31 32 128 5 0,1 relu relu 0,054
32 64 64 5 0,2 tanh relu 0,054
33 64 64 o 0,2 relu relu 0,054
34 128 32 5 0,1 tanh relu 0,054
35 128 128 3 0,2 relu relu 0,054
36 128 128 5 0,5 tanh relu 0,054
37 32 64 3 0,2 tanh relu 0,054
38 128 64 3 0,5 tanh relu 0,054
39 32 64 3 0,1 tanh relu 0,054
40 64 64 3 0,1 relu relu 0,054
41 32 64 5 0,1 tanh relu 0,054
42 64 64 5 0,1 relu relu 0,054
43 64 32 5 0,1 tanh relu 0,054
44 128 64 3 0,1 relu relu 0,054
45 32 32 3 0,1 relu relu 0,054
46 64 32 5 0,2 tanh sigmoid 0,054
47 128 128 3 0,1 tanh relu 0,054
48 128 32 3 0,1 tanh relu 0,054
49 128 32 3 0,5 tanh relu 0,054
50 128 64 3 0,2 tanh relu 0,054
51 32 64 3 0,5 tanh relu 0,054
52 128 128 3 0,5 tanh relu 0,054
53 128 128 5 0,1 tanh relu 0,054
54 32 128 5 0,5 tanh relu 0,054
55 128 32 3 0,1 relu sigmoid 0,054
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No Filtre | Gizli Kat- | Cekirdek| Dropout | Konvoliisyon | Gizli Kat- | RMSE
Sayis1 | man Birim | Boyutu | Oram Aktivasyonu | man Akti-
Sayisi vasyonu
56 32 128 3 0,5 tanh relu 0,054
57 32 64 3 0,1 relu tanh 0,054
58 64 128 5 0,2 tanh sigmoid 0,054
59 32 64 5 0,1 relu sigmoid 0,054
60 64 32 3 0,1 tanh sigmoid 0,054
61 64 64 5 0,2 relu relu 0,054
62 32 64 5 0,1 tanh tanh 0,054
63 128 64 3 0,2 relu relu 0,054
64 32 128 5 0,1 tanh tanh 0,055
65 64 32 3 0,1 relu sigmoid 0,055
66 128 32 3 0,2 tanh relu 0,055
67 32 64 3 0,1 relu relu 0,055
68 32 64 3 0,2 relu relu 0,055
69 64 128 5 0,1 tanh sigmoid 0,055
70 128 64 5 0,5 relu relu 0,055
71 32 32 3 0,1 relu sigmoid 0,055
72 32 64 5 0,2 relu relu 0,055
73 128 32 5 0,5 tanh relu 0,055
74 128 32 5 0,2 tanh tanh 0,055
75 64 64 5 0,5 tanh relu 0,055
76 64 128 3 0,5 tanh relu 0,055
77 32 128 B 0,2 relu relu 0,055
78 32 64 5 0,1 relu tanh 0,055
79 64 128 5 0,1 tanh tanh 0,055
80 32 128 3 0,1 relu relu 0,055
81 128 128 5 0,1 tanh sigmoid 0,055
82 32 128 5 0,2 tanh tanh 0,055
83 32 64 5 0,1 tanh sigmoid 0,055
84 128 64 3 0,2 relu sigmoid 0,055
85 32 128 3 0,1 tanh sigmoid 0,055
86 64 128 5 0,5 tanh relu 0,055
87 64 64 3 0,1 relu sigmoid 0,055
88 64 32 3 0,2 tanh tanh 0,055
&89 128 64 5 0,5 tanh relu 0,055
90 64 64 3 0,1 tanh tanh 0,055
91 64 32 3 0,2 tanh sigmoid 0,055
92 64 32 5 0,1 tanh tanh 0,055
93 32 64 5 0,2 tanh tanh 0,055
94 64 64 5 0,1 relu tanh 0,055
95 32 128 3 0,1 tanh tanh 0,055
96 128 128 5 0,5 relu relu 0,055
97 128 32 3 0,1 relu tanh 0,055
98 32 32 5 0,1 tanh sigmoid 0,055
99 64 128 3 0,1 relu tanh 0,055
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No Filtre | Gizli Kat- | Cekirdek| Dropout | Konvoliisyon | Gizli Kat- | RMSE
Sayis1 | man Birim | Boyutu | Oram Aktivasyonu | man Akti-
Sayisi vasyonu
100 64 32 5 0,1 relu tanh 0,055
101 64 32 5 0,1 relu relu 0,055
102 128 64 5 0,2 relu relu 0,055
103 64 32 5 0,5 tanh relu 0,055
104 128 128 5 0,2 relu relu 0,055
105 64 64 5 0,2 tanh tanh 0,055
106 64 128 5 0,1 relu tanh 0,055
107 32 32 5 0,1 relu tanh 0,055
108 128 32 3 0,5 tanh tanh 0,055
109 64 32 3 0,1 relu tanh 0,055
110 32 32 5 0,2 tanh tanh 0,055
111 64 64 5 0,2 tanh sigmoid 0,055
112 64 32 5 0,2 relu relu 0,055
113 128 64 3 0,5 relu relu 0,055
114 32 32 3 0,1 relu tanh 0,055
115 128 32 3 0,2 relu tanh 0,055
116 128 128 3 0,5 relu relu 0,055
117 32 32 5 0,5 tanh relu 0,055
118 64 32 3 0,5 tanh relu 0,055
119 32 64 5 0,2 relu sigmoid 0,055
120 128 64 3 0,1 relu tanh 0,055
121 64 64 3 0,2 tanh tanh 0,055
122 32 128 5 0,1 relu sigmoid 0,055
123 32 128 5 0,2 relu tanh 0,055
124 64 32 5 0,5 relu relu 0,055
125 128 32 5 0,1 relu tanh 0,055
126 32 32 3 0,2 tanh sigmoid 0,055
127 32 32 3 0,2 tanh tanh 0,055
128 64 128 5 0,2 relu sigmoid 0,055
129 64 64 5 0,5 relu relu 0,055
130 128 32 3 0,2 tanh sigmoid 0,055
131 64 32 3 0,2 relu tanh 0,055
132 32 128 5 0,1 relu tanh 0,055
133 32 32 5 0,2 relu relu 0,055
134 64 64 3 0,1 relu tanh 0,055
135 128 128 3 0,1 relu tanh 0,055
136 64 32 5 0,1 tanh sigmoid 0,055
137 32 128 3 0,2 relu relu 0,055
138 32 32 3 0,5 tanh relu 0,055
139 32 32 5 0,2 relu sigmoid 0,055
140 32 64 5 0,2 tanh sigmoid 0,055
141 128 32 5 0,5 relu relu 0,055
142 32 32 3 0,1 tanh sigmoid 0,055
143 128 64 5 0,1 tanh sigmoid 0,055
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No Filtre | Gizli Kat- | Cekirdek| Dropout | Konvoliisyon | Gizli Kat- | RMSE
Sayis1 | man Birim | Boyutu | Oram Aktivasyonu | man Akti-
Sayisi vasyonu
144 128 64 3 0,1 tanh tanh 0,055
145 128 32 5 0,5 tanh tanh 0,056
146 64 128 5 0,2 tanh tanh 0,056
147 32 32 5 0,1 tanh relu 0,056
148 64 64 5 0,1 tanh tanh 0,056
149 32 128 5 0,2 relu sigmoid 0,056
150 32 64 3 0,2 tanh tanh 0,056
151 32 32 3 0,2 relu tanh 0,056
152 64 64 3 0,2 relu tanh 0,056
153 64 32 5 0,2 tanh tanh 0,056
154 64 128 3 0,1 tanh relu 0,056
155 64 64 5 0,5 tanh sigmoid 0,056
156 32 64 5 0,2 relu tanh 0,056
157 32 128 5 0,5 relu relu 0,056
158 128 32 3 0,1 tanh tanh 0,056
159 128 64 3 0,1 relu sigmoid 0,056
160 32 32 5 0,5 relu relu 0,056
161 128 64 5 0,5 tanh tanh 0,056
162 32 64 3 0,5 tanh sigmoid 0,056
163 128 32 5 0,5 tanh sigmoid 0,056
164 32 64 5 0,5 tanh sigmoid 0,056
165 128 64 5 0,2 relu sigmoid 0,056
166 64 128 3 0,1 tanh sigmoid 0,056
167 128 64 3 0,2 tanh tanh 0,056
168 128 128 3 0,5 tanh sigmoid 0,056
169 32 32 5 0,1 tanh tanh 0,056
170 128 64 3 0,1 tanh relu 0,056
171 64 64 5 0,5 tanh tanh 0,056
172 128 128 5 0,2 relu tanh 0,056
173 64 32 5 0,1 relu sigmoid 0,056
174 32 128 3 0,5 relu relu 0,056
175 32 32 3 0,2 tanh relu 0,056
176 128 128 5 0,1 relu sigmoid 0,056
177 64 32 3 0,5 relu relu 0,056
178 64 32 5 0,2 relu tanh 0,056
179 64 64 5 0,1 relu sigmoid 0,056
180 64 128 3 0,2 tanh sigmoid 0,056
181 128 32 3 0,1 tanh sigmoid 0,056
182 64 32 3 0,5 tanh sigmoid 0,056
183 128 128 3 0,2 relu sigmoid 0,056
184 64 128 5 0,2 relu tanh 0,056
185 64 64 3 0,5 tanh relu 0,056
186 64 64 5 0,2 relu sigmoid 0,056
187 64 32 3 0,2 relu relu 0,056

57




No Filtre | Gizli Kat- | Cekirdek| Dropout | Konvoliisyon | Gizli Kat- | RMSE
Sayis1 | man Birim | Boyutu | Oram Aktivasyonu | man Akti-
Sayisi vasyonu
188 32 32 5 0,5 relu tanh 0,056
189 32 32 5 0,1 relu sigmoid 0,056
190 128 32 5 0,2 relu tanh 0,056
191 64 128 3 0,2 tanh tanh 0,056
192 32 64 3 0,1 tanh tanh 0,056
193 128 128 3 0,5 tanh tanh 0,056
194 128 128 5 0,2 relu sigmoid 0,056
195 128 128 3 0,2 relu tanh 0,056
196 128 32 5 0,2 tanh sigmoid 0,056
197 32 64 5 0,5 relu relu 0,056
198 32 64 3 0,2 relu tanh 0,056
199 32 64 3 0,2 relu sigmoid 0,056
200 64 32 3 0,2 relu sigmoid 0,056
201 64 128 5 0,1 relu relu 0,056
202 32 32 5 0,5 tanh sigmoid 0,056
203 64 32 3 0,5 tanh tanh 0,056
204 64 128 3 0,5 relu relu 0,056
205 32 128 3 0,2 tanh sigmoid 0,056
206 64 32 5 0,2 relu sigmoid 0,057
207 32 32 3 0,5 relu relu 0,057
208 64 32 5 0,5 relu tanh 0,057
209 128 32 o 0,5 relu relu 0,057
210 32 32 5 0,5 tanh tanh 0,057
211 64 32 5 0,5 tanh sigmoid 0,057
212 128 64 3 0,5 relu tanh 0,057
213 128 64 5 0,1 relu tanh 0,057
214 64 32 3 0,1 tanh tanh 0,057
215 128 32 3 0,2 relu relu 0,057
216 128 32 5 0,2 relu sigmoid 0,057
217 128 32 3 0,5 relu sigmoid 0,057
218 32 128 3 0,1 relu tanh 0,057
219 32 128 3 0,2 tanh tanh 0,057
220 64 128 3 0,2 relu tanh 0,057
221 128 64 3 0,1 tanh sigmoid 0,057
222 32 64 3 0,1 tanh sigmoid 0,057
223 64 128 5 0,5 tanh tanh 0,057
224 32 64 3 0,5 tanh tanh 0,057
225 32 128 5 0,1 tanh sigmoid 0,057
226 128 32 5 0,5 relu tanh 0,057
227 32 32 3 0,2 relu relu 0,057
228 64 64 5 0,2 relu tanh 0,057
229 64 64 3 0,2 relu sigmoid 0,057
230 32 32 3 0,5 tanh sigmoid 0,057
231 64 64 5 0,5 relu sigmoid 0,057
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No Filtre | Gizli Kat- | Cekirdek| Dropout | Konvoliisyon | Gizli Kat- | RMSE
Sayis1 | man Birim | Boyutu | Oram Aktivasyonu | man Akti-
Sayisi vasyonu
232 128 128 3 0,2 tanh tanh 0,057
233 64 128 3 0,5 tanh sigmoid 0,057
234 32 128 3 0,2 relu sigmoid 0,057
235 32 128 5 0,5 tanh tanh 0,057
236 32 128 5 0,2 tanh relu 0,057
237 128 64 5 0,1 relu sigmoid 0,057
238 32 32 5 0,2 tanh sigmoid 0,057
239 128 32 3 0,2 relu sigmoid 0,057
240 32 32 3 0,1 tanh tanh 0,057
241 128 128 5 0,2 tanh tanh 0,057
242 128 64 3 0,5 relu sigmoid 0,057
243 64 64 5 0,5 relu tanh 0,057
244 64 64 3 0,5 relu relu 0,057
245 64 64 3 0,5 relu sigmoid 0,057
246 128 32 5 0,2 relu relu 0,057
247 32 64 3 0,5 relu sigmoid 0,057
248 64 64 3 0,1 tanh relu 0,057
249 128 32 3 0,5 relu tanh 0,057
250 128 128 5 0,2 tanh sigmoid 0,057
251 64 128 5 0,5 relu relu 0,057
252 32 128 3 0,2 relu tanh 0,057
253 128 32 5 0,1 relu sigmoid 0,057
254 64 32 3 0,5 relu tanh 0,058
255 64 64 3 0,5 relu tanh 0,058
256 128 64 5 0,5 relu tanh 0,058
257 128 128 5 0,1 tanh tanh 0,058
258 32 64 3 0,5 relu relu 0,058
259 64 64 3 0,2 tanh sigmoid 0,058
260 64 128 5 0,5 relu tanh 0,058
261 32 32 5 0,2 relu tanh 0,058
262 128 128 5 0,5 relu sigmoid 0,058
263 128 32 5 0,1 tanh tanh 0,058
264 64 128 3 0,5 relu tanh 0,058
265 64 128 3 0,5 tanh tanh 0,058
266 64 64 3 0,5 tanh tanh 0,058
267 128 32 3 0,2 tanh tanh 0,058
268 32 64 5 0,5 tanh tanh 0,058
269 64 128 5 0,5 relu sigmoid 0,058
270 128 64 5 0,2 tanh tanh 0,058
271 32 64 3 0,2 tanh sigmoid 0,058
272 32 32 5 0,5 relu sigmoid 0,058
273 64 32 5 0,5 tanh tanh 0,058
274 32 128 3 0,1 relu sigmoid 0,058
275 64 128 5 0,1 relu sigmoid 0,058
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No Filtre | Gizli Kat- | Cekirdek| Dropout | Konvoliisyon | Gizli Kat- | RMSE
Sayis1 | man Birim | Boyutu | Oram Aktivasyonu | man Akti-
Sayisi vasyonu

276 128 32 5 0,5 relu sigmoid 0,058
277 128 128 5 0,1 relu tanh 0,058
278 32 128 5 0,5 relu sigmoid 0,058
279 64 32 3 0,5 relu sigmoid 0,058
280 128 128 5 0,5 tanh tanh 0,058
281 128 64 3 0,5 tanh tanh 0,058
282 128 64 3 0,2 relu tanh 0,058
283 32 64 5 0,5 relu sigmoid 0,058
284 64 128 3 0,1 tanh tanh 0,058
285 32 128 5 0,5 relu tanh 0,058
286 128 64 5 0,1 tanh tanh 0,059
287 32 128 5 0,5 tanh sigmoid 0,059
288 32 128 3 0,5 tanh sigmoid 0,059
289 32 32 3 0,5 relu sigmoid 0,059
290 64 64 5 0,1 tanh sigmoid 0,059
291 32 128 3 0,5 relu tanh 0,059
292 128 64 3 0,5 tanh sigmoid 0,059
293 128 64 5 0,5 tanh sigmoid 0,059
294 128 64 5 0,2 tanh sigmoid 0,059
295 32 32 3 0,5 tanh tanh 0,059
296 32 64 5 0,5 relu tanh 0,059
297 64 32 3 0,1 relu relu 0,059
298 64 32 5 0,5 relu sigmoid 0,06
299 64 64 3 0,1 tanh sigmoid 0,06
300 32 128 3 0,5 tanh tanh 0,06
301 128 32 5 0,1 tanh sigmoid 0,06
302 32 32 3 0,5 relu tanh 0,06
303 128 128 3 0,1 tanh tanh 0,06
304 128 128 5 0,5 relu tanh 0,06
305 32 64 3 0,1 relu sigmoid 0,06
306 128 64 3 0,2 tanh sigmoid 0,061
307 32 128 5 0,2 tanh sigmoid 0,061
308 128 64 5 0,2 relu tanh 0,061
309 32 64 3 0,5 relu tanh 0,061
310 128 32 3 0,1 sigmoid sigmoid 0,061
311 128 64 5 0,5 relu sigmoid 0,061
312 32 32 3 0,2 relu sigmoid 0,061
313 64 32 3 0,1 sigmoid relu 0,061
314 64 64 5 0,1 sigmoid sigmoid 0,062
315 32 32 5 0,1 sigmoid relu 0,062
316 64 64 3 0,1 sigmoid sigmoid 0,062
317 32 64 5 0,1 sigmoid relu 0,062
318 32 128 5 0,1 sigmoid sigmoid 0,062
319 64 32 3 0,2 sigmoid sigmoid 0,062

60




No Filtre | Gizli Kat- | Cekirdek| Dropout | Konvoliisyon | Gizli Kat- | RMSE
Sayis1 | man Birim | Boyutu | Oram Aktivasyonu | man Akti-
Sayisi vasyonu
320 64 32 5 0,2 sigmoid sigmoid 0,062
321 128 128 3 0,5 relu tanh 0,062
322 32 64 3 0,1 sigmoid tanh 0,062
323 32 128 3 0,2 sigmoid sigmoid 0,062
324 64 128 3 0,1 sigmoid relu 0,062
325 64 128 3 0,1 sigmoid sigmoid 0,062
326 128 32 5 0,2 sigmoid sigmoid 0,062
327 32 128 3 0,1 sigmoid relu 0,062
328 64 64 3 0,2 sigmoid sigmoid 0,062
329 32 32 5 0,1 sigmoid sigmoid 0,062
330 32 128 3 0,5 relu sigmoid 0,062
331 32 64 3 0,2 sigmoid relu 0,062
332 32 64 3 0,1 sigmoid relu 0,063
333 64 32 3 0,1 sigmoid sigmoid 0,063
334 64 64 5 0,1 sigmoid relu 0,063
335 64 32 5 0,1 sigmoid sigmoid 0,063
336 64 128 3 0,2 sigmoid sigmoid 0,063
337 128 64 3 0,1 sigmoid sigmoid 0,063
338 32 32 3 0,2 sigmoid relu 0,063
339 32 64 3 0,1 sigmoid sigmoid 0,063
340 32 64 5 0,1 sigmoid tanh 0,063
341 64 64 3 0,5 tanh sigmoid 0,063
342 128 128 3 0,1 sigmoid sigmoid 0,063
343 128 64 3 0,2 sigmoid sigmoid 0,063
344 64 64 5 0,1 sigmoid tanh 0,063
345 128 64 5 0,1 sigmoid relu 0,063
346 128 128 5 0,5 tanh sigmoid 0,063
347 32 32 3 0,1 sigmoid relu 0,063
348 128 64 3 0,5 sigmoid sigmoid 0,064
349 32 32 5 0,1 sigmoid tanh 0,064
350 32 128 3 0,1 sigmoid sigmoid 0,064
351 32 64 3 0,5 sigmoid sigmoid 0,064
352 64 128 3 0,5 relu sigmoid 0,064
353 128 128 3 0,5 relu sigmoid 0,064
354 128 32 3 0,5 tanh sigmoid 0,064
355 64 32 3 0,5 sigmoid sigmoid 0,064
356 32 128 5 0,2 sigmoid sigmoid 0,064
357 32 128 5 0,2 sigmoid relu 0,064
358 64 128 5 0,5 sigmoid sigmoid 0,064
359 64 128 5 0,2 sigmoid relu 0,064
360 64 64 3 0,5 sigmoid sigmoid 0,064
361 64 128 3 0,1 relu sigmoid 0,064
362 64 32 3 0,2 sigmoid tanh 0,064
363 128 64 5 0,2 sigmoid sigmoid 0,064
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No Filtre | Gizli Kat- | Cekirdek| Dropout | Konvoliisyon | Gizli Kat- | RMSE
Sayis1 | man Birim | Boyutu | Oram Aktivasyonu | man Akti-
Sayisi vasyonu
364 64 64 5 0,5 sigmoid sigmoid 0,064
365 32 32 5 0,2 sigmoid relu 0,064
366 128 128 5 0,1 sigmoid sigmoid 0,064
367 64 64 3 0,1 sigmoid tanh 0,064
368 64 32 3 0,2 sigmoid relu 0,065
369 128 128 5 0,1 sigmoid relu 0,065
370 32 64 5 0,2 sigmoid sigmoid 0,065
371 32 128 5 0,1 sigmoid tanh 0,065
372 64 128 3 0,2 sigmoid tanh 0,065
373 64 32 5 0,2 sigmoid relu 0,065
374 32 64 5 0,2 sigmoid relu 0,065
375 64 128 5 0,2 sigmoid tanh 0,065
376 32 32 3 0,5 sigmoid tanh 0,065
377 64 128 3 0,2 sigmoid relu 0,065
378 32 32 3 0,5 sigmoid sigmoid 0,065
379 64 64 5 0,2 sigmoid sigmoid 0,065
380 32 128 3 0,2 sigmoid tanh 0,065
381 128 32 5 0,5 sigmoid sigmoid 0,065
382 128 64 5 0,2 sigmoid relu 0,065
383 32 128 5 0,5 sigmoid sigmoid 0,065
384 32 32 3 0,2 sigmoid tanh 0,065
385 32 32 5 0,5 sigmoid sigmoid 0,065
386 128 128 5 0,5 sigmoid sigmoid 0,065
387 128 32 3 0,5 sigmoid sigmoid 0,065
388 128 64 5 0,1 sigmoid sigmoid 0,065
389 32 64 3 0,2 sigmoid tanh 0,065
390 32 32 3 0,1 sigmoid sigmoid 0,066
391 32 64 5 0,5 sigmoid sigmoid 0,066
392 128 128 5 0,2 sigmoid relu 0,066
393 64 128 5 0,1 sigmoid tanh 0,066
394 64 32 5 0,5 sigmoid sigmoid 0,066
395 64 32 3 0,1 sigmoid tanh 0,066
396 128 128 3 0,1 sigmoid relu 0,066
397 32 64 3 0,2 sigmoid sigmoid 0,066
398 64 128 5 0,1 sigmoid relu 0,066
399 32 32 3 0,1 sigmoid tanh 0,066
400 32 32 5 0,5 sigmoid tanh 0,066
401 128 64 3 0,2 sigmoid relu 0,066
402 32 128 5 0,2 sigmoid tanh 0,066
403 128 128 5 0,2 sigmoid sigmoid 0,066
404 64 64 3 0,1 sigmoid relu 0,066
405 64 128 3 0,2 relu sigmoid 0,066
406 128 32 5 0,1 sigmoid sigmoid 0,066
407 64 64 3 0,5 sigmoid tanh 0,066
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No Filtre | Gizli Kat- | Cekirdek| Dropout | Konvoliisyon | Gizli Kat- | RMSE
Sayis1 | man Birim | Boyutu | Oram Aktivasyonu | man Akti-
Sayisi vasyonu

408 64 128 5 0,5 tanh sigmoid 0,066
409 64 64 5 0,2 sigmoid relu 0,066
410 128 64 5 0,5 sigmoid sigmoid 0,067
411 128 128 3 0,2 tanh sigmoid 0,067
412 32 128 5 0,5 sigmoid relu 0,067
413 32 32 5 0,2 sigmoid sigmoid 0,067
414 32 64 3 0,5 sigmoid relu 0,067
415 32 128 5 0,1 sigmoid relu 0,067
416 32 32 5 0,2 sigmoid tanh 0,067
417 32 128 3 0,5 sigmoid relu 0,067
418 32 64 5 0,5 sigmoid tanh 0,067
419 32 64 3 0,5 sigmoid tanh 0,067
420 64 32 5 0,5 sigmoid tanh 0,067
421 64 128 5 0,1 sigmoid sigmoid 0,068
422 128 128 3 0,1 tanh sigmoid 0,068
423 32 128 3 0,1 sigmoid tanh 0,068
424 32 128 3 0,5 sigmoid sigmoid 0,068
425 64 64 3 0,5 sigmoid relu 0,068
426 128 32 3 0,1 sigmoid tanh 0,068
427 64 128 5 0,5 sigmoid relu 0,068
428 128 128 3 0,5 sigmoid sigmoid 0,069
429 64 32 5 0,2 sigmoid tanh 0,069
430 64 32 3 0,5 sigmoid relu 0,069
431 128 128 3 0,1 relu sigmoid 0,069
432 128 128 3 0,5 sigmoid relu 0,069
433 128 32 3 0,2 sigmoid sigmoid 0,069
434 64 128 5 0,2 sigmoid sigmoid 0,069
435 64 32 5 0,1 sigmoid tanh 0,069
436 32 64 5 0,5 sigmoid relu 0,069
437 32 32 5 0,5 sigmoid relu 0,07
438 128 64 3 0,5 sigmoid relu 0,07
439 64 64 5 0,2 sigmoid tanh 0,07
440 64 32 5 0,5 sigmoid relu 0,07
441 32 32 3 0,5 sigmoid relu 0,07
442 32 128 5 0,5 sigmoid tanh 0,07
443 64 64 5 0,5 sigmoid relu 0,07
444 64 64 3 0,2 sigmoid tanh 0,07
445 64 128 3 0,5 sigmoid relu 0,07
446 32 32 3 0,2 sigmoid sigmoid 0,07
447 64 64 3 0,2 sigmoid relu 0,07
448 128 128 5 0,5 sigmoid relu 0,071
449 32 128 3 0,2 sigmoid relu 0,071
450 32 64 5 0,1 sigmoid sigmoid 0,071
451 64 128 3 0,5 sigmoid sigmoid 0,071
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No Filtre | Gizli Kat- | Cekirdek| Dropout | Konvoliisyon | Gizli Kat- | RMSE
Sayis1 | man Birim | Boyutu | Oram Aktivasyonu | man Akti-
Sayisi vasyonu
452 64 128 3 0,5 sigmoid tanh 0,072
453 128 64 5 0,1 sigmoid tanh 0,073
454 32 128 3 0,5 sigmoid tanh 0,073
455 128 128 3 0,2 sigmoid relu 0,074
456 64 128 5 0,5 sigmoid tanh 0,074
457 64 64 5 0,5 sigmoid tanh 0,074
458 128 64 3 0,1 sigmoid relu 0,075
459 32 64 5 0,2 sigmoid tanh 0,076
460 128 128 5 0,2 sigmoid tanh 0,077
461 64 32 5 0,1 sigmoid relu 0,077
462 64 128 3 0,1 sigmoid tanh 0,077
463 64 32 3 0,5 sigmoid tanh 0,078
464 128 128 3 0,1 sigmoid tanh 0,078
465 128 128 3 0,2 sigmoid sigmoid 0,08
466 128 128 5 0,1 sigmoid tanh 0,088
467 128 64 5 0,2 sigmoid tanh 0,093
468 128 32 3 0,2 sigmoid relu 0,14
469 128 32 5 0,2 sigmoid tanh 0,14
470 128 32 5 0,1 sigmoid relu 0,14
471 128 32 3 0,2 sigmoid tanh 0,14
472 128 32 5 0,5 sigmoid relu 0,14
473 128 32 5 0,1 sigmoid tanh 0,14
474 128 64 3 0,5 sigmoid tanh 0,14
475 128 32 5 0,2 sigmoid relu 0,14
476 128 32 3 0,5 sigmoid relu 0,14
477 128 64 5 0,5 sigmoid relu 0,14
478 128 64 3 0,2 sigmoid tanh 0,14
479 128 32 3 0,1 sigmoid relu 0,14
480 128 64 5 0,5 sigmoid tanh 0,14
481 128 32 5 0,5 sigmoid tanh 0,141
482 128 128 3 0,2 sigmoid tanh 0,141
483 128 32 3 0,5 sigmoid tanh 0,142
484 128 128 5 0,5 sigmoid tanh 0,146
485 128 128 3 0,5 sigmoid tanh 0,148
486 128 64 3 0,1 sigmoid tanh 0,148
Tablo A.4 LSTM Hipermatre Sonuclari
No Ilk Katman LSTM Birim | Ikinci Katman LSTM | Dropout | RMSE
Sayis1 Birim Sayisi Oram
1 128 32 0,2 0,062
2 128 64 0,2 0,062
3 128 128 0,2 0,062
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No Ik Katman LSTM Birim | Ikinci Katman LSTM | Dropout | RMSE
Sayis1 Birim Sayisi Oram

4 128 128 0,1 0,063

5 128 32 0,1 0,063

6 64 32 0,2 0,064

7 64 128 0,1 0,064

8 64 128 0,2 0,064

9 64 32 0,1 0,064

10 32 128 0,2 0,064

11 128 128 0,5 0,064

12 128 64 0,1 0,064

13 32 32 0,1 0,064

14 32 64 0,1 0,064

15 32 64 0,5 0,065

16 64 128 0,5 0,065

17 128 64 0,5 0,065

18 32 64 0,2 0,065

19 32 128 0,5 0,065

20 32 32 0,5 0,065

21 64 64 0,1 0,066

22 32 128 0,1 0,066

23 64 64 0,2 0,066

24 128 32 0,5 0,067

25 32 32 0,2 0,067

26 64 64 0,5 0,068

27 64 32 0,5 0,068

Tablo A.5 CNN-LSTM Hipermatre Sonuglari

No Filtre LSTM Birim | Cekirdek | Dropout | Konvoliisyon | RMSE
Sayis1 Sayisi Boyutu Oram Aktivasyonu

1 128 128 3 0,1 tanh 0,055

2 128 128 5 0,1 tanh 0,055

3 32 128 3 0,1 tanh 0,056

4 64 128 5 0,1 tanh 0,056

5 128 128 5 0,2 tanh 0,056

6 128 128 5 0,1 relu 0,057

7 128 64 5 0,1 relu 0,057

8 32 128 3 0,2 tanh 0,057

9 128 64 5 0,2 tanh 0,057

10 128 32 5 0,1 relu 0,057

11 64 128 3 0,1 tanh 0,057

12 32 128 5 0,2 tanh 0,057

13 64 32 5 0,1 relu 0,057

14 32 128 5 0,1 relu 0,057

15 64 32 5 0,1 tanh 0,057
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No Filtre LSTM Birim | Cekirdek | Dropout | Konvoliisyon | RMSE
Sayisi Sayisi Boyutu Oram Aktivasyonu

16 128 64 3 0,2 tanh 0,057
17 128 64 5 0,2 relu 0,058
18 64 128 5 0,2 relu 0,058
19 128 128 3 0,2 tanh 0,058
20 64 128 3 0,2 tanh 0,058
21 128 128 3 0,1 relu 0,058
22 64 64 5 0,1 relu 0,058
23 128 64 3 0,1 tanh 0,058
24 32 128 5 0,2 relu 0,058
25 32 64 5 0,2 tanh 0,058
26 64 64 5 0,1 tanh 0,058
27 32 64 5 0,1 tanh 0,058
28 128 32 5 0,2 relu 0,058
29 128 128 5 0,2 relu 0,058
30 128 128 5 0,5 tanh 0,058
31 32 32 5 0,2 relu 0,058
32 32 128 5 0,1 tanh 0,058
33 64 32 5 0,2 relu 0,058
34 128 32 5 0,1 tanh 0,058
35 32 32 5 0,1 tanh 0,059
36 64 32 5 0,2 tanh 0,059
37 128 64 5 0,1 tanh 0,059
38 128 64 5 0,5 relu 0,059
39 128 128 5 0,5 relu 0,059
40 64 64 3 0,1 tanh 0,059
41 128 32 5 0,5 relu 0,059
42 32 32 5 0,1 relu 0,059
43 128 32 3 0,1 tanh 0,059
44 64 64 5 0,5 relu 0,059
45 32 32 5 0,2 tanh 0,059
46 128 64 5 0,5 tanh 0,059
47 128 128 3 0,2 relu 0,059
48 32 64 3 0,1 tanh 0,059
49 32 128 3 0,1 relu 0,06
50 64 128 3 0,1 relu 0,06
51 128 128 3 0,5 tanh 0,06
52 32 128 5 0,5 relu 0,06
53 64 128 5 0,5 relu 0,06
54 64 32 5 0,5 relu 0,06
55 64 128 3 0,2 relu 0,06
56 64 64 3 0,2 tanh 0,06
57 64 64 5 0,2 tanh 0,06
58 128 32 3 0,2 tanh 0,06
59 32 64 5 0,2 relu 0,06
60 32 64 3 0,1 relu 0,06

(o)
(@)




No Filtre LSTM Birim | Cekirdek | Dropout | Konvoliisyon | RMSE
Sayisi Sayisi Boyutu Oram Aktivasyonu

61 64 128 5 0,5 tanh 0,06
62 32 64 3 0,2 relu 0,061
63 64 32 3 0,1 relu 0,061
64 64 128 5 0,2 tanh 0,061
65 128 32 3 0,1 relu 0,061
66 128 32 5 0,5 tanh 0,061
67 128 64 3 0,2 relu 0,061
68 128 64 3 0,1 relu 0,061
69 64 64 5 0,2 relu 0,061
70 32 64 5 0,1 relu 0,061
71 64 32 5 0,5 tanh 0,061
72 128 128 3 0,5 relu 0,061
73 128 64 3 0,5 tanh 0,062
74 32 32 3 0,1 tanh 0,062
75 32 128 5 0,5 tanh 0,062
76 64 128 3 0,5 relu 0,062
77 64 128 3 0,5 tanh 0,062
78 128 32 3 0,5 tanh 0,062
79 64 128 5 0,1 relu 0,062
80 64 32 3 0,2 relu 0,062
81 64 32 3 0,2 tanh 0,062
82 128 32 5 0,2 tanh 0,062
83 32 64 5 0,5 relu 0,062
84 64 64 3 0,1 relu 0,062
85 32 32 5 0,5 relu 0,062
86 64 64 5 0,5 tanh 0,063
87 32 32 3 0,2 tanh 0,063
88 128 32 3 0,2 relu 0,063
89 64 32 3 0,5 relu 0,063
90 128 64 3 0,5 relu 0,063
91 128 64 5 0,1 sigmoid 0,063
92 64 64 3 0,2 relu 0,063
93 64 32 3 0,1 tanh 0,063
94 32 64 5 0,5 tanh 0,063
95 64 128 3 0,1 sigmoid 0,063
96 32 128 3 0,5 tanh 0,063
97 32 64 3 0,2 tanh 0,064
98 32 32 5 0,1 sigmoid 0,064
99 32 128 5 0,1 sigmoid 0,064
100 128 128 3 0,1 sigmoid 0,064
101 128 32 3 0,5 relu 0,064
102 32 64 3 0,5 tanh 0,064
103 32 64 3 0,5 relu 0,064
104 32 128 3 0,2 relu 0,064
105 128 128 5 0,1 sigmoid 0,064
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No Filtre LSTM Birim | Cekirdek | Dropout | Konvoliisyon | RMSE
Sayisi Sayisi Boyutu Oram Aktivasyonu
106 64 64 3 0,1 sigmoid 0,064
107 32 128 3 0,2 sigmoid 0,064
108 64 128 3 0,2 sigmoid 0,064
109 32 128 3 0,5 relu 0,064
110 32 32 3 0,5 relu 0,064
111 32 64 3 0,2 sigmoid 0,064
112 128 64 3 0,1 sigmoid 0,064
113 128 32 5 0,1 sigmoid 0,064
114 64 64 3 0,5 tanh 0,065
115 64 32 5 0,1 sigmoid 0,065
116 64 64 5 0,2 sigmoid 0,065
117 32 128 5 0,2 sigmoid 0,065
118 128 128 3 0,5 sigmoid 0,065
119 32 32 3 0,1 relu 0,065
120 64 32 3 0,2 sigmoid 0,065
121 64 128 5 0,1 sigmoid 0,065
122 64 32 3 0,5 tanh 0,065
123 128 32 5 0,2 sigmoid 0,065
124 32 32 3 0,2 relu 0,065
125 128 128 5 0,2 sigmoid 0,065
126 32 32 5 0,2 sigmoid 0,065
127 32 32 3 0,1 sigmoid 0,065
128 32 64 5 0,1 sigmoid 0,065
129 64 32 5 0,2 sigmoid 0,065
130 64 128 5 0,5 sigmoid 0,066
131 32 128 3 0,1 sigmoid 0,066
132 64 64 5 0,1 sigmoid 0,066
133 128 32 3 0,1 sigmoid 0,066
134 32 32 3 0,5 tanh 0,066
135 32 64 5 0,2 sigmoid 0,066
136 64 128 3 0,5 sigmoid 0,066
137 128 64 5 0,2 sigmoid 0,066
138 128 128 3 0,2 sigmoid 0,066
139 128 64 3 0,2 sigmoid 0,067
140 64 32 3 0,1 sigmoid 0,067
141 32 32 3 0,2 sigmoid 0,067
142 128 32 3 0,2 sigmoid 0,068
143 128 32 5 0,5 sigmoid 0,068
144 64 64 3 0,5 sigmoid 0,068
145 128 64 5 0,5 sigmoid 0,068
146 32 128 5 0,5 sigmoid 0,068
147 32 32 5 0,5 tanh 0,068
148 64 32 5 0,5 sigmoid 0,068
149 32 128 3 0,5 sigmoid 0,068
150 128 128 5 0,5 sigmoid 0,068
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No Filtre LSTM Birim | Cekirdek | Dropout | Konvoliisyon | RMSE
Sayisi Sayisi Boyutu Oram Aktivasyonu

151 64 128 5 0,2 sigmoid 0,069

152 32 32 5 0,5 sigmoid 0,069

153 128 32 3 0,5 sigmoid 0,069

154 64 64 3 0,5 relu 0,069

155 64 64 5 0,5 sigmoid 0,069

156 64 64 3 0,2 sigmoid 0,069

157 32 64 3 0,1 sigmoid 0,071

158 128 64 3 0,5 sigmoid 0,071

159 32 64 3 0,5 sigmoid 0,072

160 32 32 3 0,5 sigmoid 0,072

161 64 32 3 0,5 sigmoid 0,073

162 32 64 5 0,5 sigmoid 0,078

Tablo A.6 KAN Hipermatre Sonuglari

No Katman Sayisi Optimizer Lamb Lamb Entropy | RMSE

1 2 LBFGS 0,0001 0,5 0,052

2 5 LBFGS 0,0001 0,5 0,052

3 3 LBFGS 0,0001 0,5 0,052

4 2 LBFGS 0,0001 1 0,052

5 3 LBFGS 0,0001 1 0,052

6 5 LBFGS 0,0001 1 0,052

7 2 LBFGS 0,0001 . 0,052

8 3 LBFGS 0,0001 2 0,052

9 4 LBFGS 0,0001 0,5 0,052

10 4 LBFGS 0,0001 1 0,053

11 5 LBFGS 0,0001 2 0,053

12 4 LBFGS 0,0001 2 0,054

13 3 LBFGS 0,001 0,5 0,055

14 2 LBFGS 0,001 0,5 0,056

15 3 LBFGS 0,001 1 0,056

16 5 LBFGS 0,001 0,5 0,057

17 3 LBFGS 0,001 2 0,057

18 2 LBFGS 0,001 1 0,057

19 4 LBFGS 0,001 0,5 0,057

20 2 LBFGS 0,001 2 0,058

21 5 LBFGS 0,001 1 0,058

22 4 LBFGS 0,001 1 0,059

23 4 LBFGS 0,001 2 0,06

24 5 LBFGS 0,001 2 0,06

25 4 LBFGS 0,01 0,5 0,115

26 5 LBFGS 0,01 0,5 0,128

27 2 LBFGS 0,01 0,5 0,14

28 4 LBFGS 0,01 2 0,14
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No Katman Sayisi Optimizer Lamb Lamb Entropy | RMSE
29 3 LBFGS 0,01 0,5 0,14
30 3 LBFGS 0,01 2 0,14
31 4 LBFGS 0,01 1 0,14
32 3 LBFGS 0,01 1 0,14
33 5 LBFGS 0,01 1 0,14
34 5 LBFGS 0,01 2 0,14
35 2 LBFGS 0,01 1 0,14
36 2 LBFGS 0,01 2 0,14
37 4 Adam 0,01 2 0,306
38 2 Adam 0,0001 0,5 0,306
39 2 Adam 0,001 0,5 0,306
40 2 Adam 0,0001 2 0,306
41 2 Adam 0,0001 1 0,306
42 3 Adam 0,0001 1 0,306
43 4 Adam 0,0001 2 0,306
44 2 Adam 0,01 0,5 0,306
45 3 Adam 0,0001 0,5 0,306
46 2 Adam 0,01 1 0,306
47 2 Adam 0,001 2 0,306
48 2 Adam 0,01 2 0,306
49 4 Adam 0,0001 1 0,306
50 2 Adam 0,001 1 0,306
51 4 Adam 0,0001 0,5 0,306
52 3 Adam 0,0001 2 0,306
53 4 Adam 0,01 1 0,306
54 4 Adam 0,01 0,5 0,306
55 5 Adam 0,0001 0,5 0,306
56 5 Adam 0,0001 1 0,306
57 5 Adam 0,0001 2 0,306
58 4 Adam 0,001 1 0,306
59 3 Adam 0,001 2 0,306
60 4 Adam 0,001 2 0,306
61 4 Adam 0,001 0,5 0,306
62 3 Adam 0,01 0,5 0,306
63 3 Adam 0,001 1 0,307
64 3 Adam 0,01 2 0,326
65 3 Adam 0,001 0,5 0,67
66 5 Adam 0,001 2 0,735
67 5 Adam 0,01 1 5,645
68 3 Adam 0,01 1 6,001
69 5 Adam 0,01 0,5 7,252
70 5 Adam 0,001 0,5 8,294
71 5 Adam 0,001 1 8,418
72 5 Adam 0,01 2 30,31
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