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MEMRISTOR TABANLI NOROMORFIK DEVRE TASARIMI

OZET

Noromorfik devreler, sinir sisteminin biyolojik yapisini taklit ederek olusturulan
devrelerdir. Bu devrelerin biyolojik sinir sisteminin en énemli iki avantaji olan yiiksek
islem giicii ve diisiik gii¢ tiikketimi konusunda diger devrelere gore iistiinliikleri olacagi
diisiiniilmektedir. Bunun yani sira biyolojik sinir sisteminin 6grenme Ozelligini de
bu devrelerin taklit edebilecegi ongoriilmektedir. Hafiza ve veri islemenin biyolojik
sinir sistemindeki noron hiicreleri gibi ayni yerde yapiliyor olmast da bu devrelerin
avantajlarindandir. Bu sebeplerden otiirii ndromorfik devreler hakkindaki caligmalar
son yillarda onemli Olgiide artmistir. Noromorfik devreler temel olarak bir sinaps
devresi, bir néron devresi veya bir sinir ag1 devresi olarak tasarlanmaktadir. Noron
bilginin toplanarak islendigi boliimdiir. Islenen veri sinapslar aracihigiyla diger
noronlara iletilmektedir. Bircok ndron ve sinaps bir araya gelerek bir sinir agi
olusturmaktadir. Noromorfik devre tasarimi yapilirken temel olarak bu iligki kullanilir.

Noromorfik devre tasarimlari gesitli elemanlarla yapilmaktadir. Noromorfik devre
tasarimi ¢alismalarinda yaygin olarak kullanilan elemanlardan biri de memristordiir.
Memristor manyetik aki ile elektriksel yiik arasindaki iliski eksikligi diisiiniilerek
ortaya atilan pasif bir devre elemamidir. Uzerine uygulanan giic kesildiginde son
durumundaki diren¢ degerini korumasindan dolay1 bu devre elemanina hafizali direng
(memory resistor) kelimesinin kisaltmasi olan memristor ad1 verilmistir. Memristoriin
fiziksel olarak gerceklenmesiyle beraber memristorle ilgili yapilan ¢alismalar artmis ve
memristoriin potansiyel kullanim alanlar ile ilgili oldukc¢a fazla ¢alisma yapilmasina
sebep olmustur. Bu alanlardan biri de nromorfik devrelerdir.

Memristoriin noromorfik devre tasarimlarinda kullanilmasinin en yaygin sebepleri
arasinda bir tek memristoriin sinaps ile ayni davramigi verebiliyor olmasi ve
memristoriin néron gibi hafizalilik 6zelligine sahip olmasi gosterilebilir. Bu gibi
sebepler memristoriin ndromorfik devre caligsmalarinda kullaniminin artmasina sebep
olmustur. Memristoriin dogrusal olmayan bir eleman olmasi da noromorfik devre
calismalarinda kullanilmasinda etkili bir sebeptir. Bu calismada da noromorfik
devrelerin avantajlari ve memristoriin néromorfik devre tasariminda kullanilma
amaglarn diistiniilerek memristor tabanli ndromorfik devre tasarimi yapilmaktadir.

Memristor tabanli ndromorfik devre tasarimi simiilasyon ortaminda yapilacagindan
memristoriin simiilasyon ortamlari i¢in gelistirilen modelleri ¢aligmanin ilk agamasinm
olusturmaktadir. Bu sebeple calisma kapsaminda Oncelikle memristor modelleri
arastirtlmistir. Literatiirde ¢cok ¢esitli memristdr modelleri olmasina ragmen bu ¢alisma
icin noromorfik devre tasariminda kullanilabilecek memristor modellerine Oncelik
verilmistir. HP memristér modeli ve literatiirde Michigan Universitesi modeli olarak
bilinen model incelenmigstir. Bu calisgma kapsaminda noromorfik devre tasarimi
acisindan kullanimi daha uygun olan Yakopcic modeli kullanilmistir.
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Noromorfik devre tasariminda, memristor tabanli sinaps ve néron devreleri en onemli
bilesenlerdir. Bu tez calismasi kapsaminda kullanilacak sinaps modelinin belirlenmesi
amaciyla yapilan literatiir taramas1 sonucunda dort ¢esit memristor tabanli sinaps
devresine ulasilmistir. Bunlar bir memristorlii sinaps devresi, iki memristorlii sinaps
devresi, iki memristorlii ve iki direnc¢li sinaps devresi ve dort memristorlii sinaps
devresidir. Sinaps devresi tasariminda memristor sayisi arttikca devre karmagikliginin
artmasi goz oniinde bulundurularak, bu ¢alisma kapsaminda bir memristorlii sinaps
devresi kullanilmistir. N6ron modellernin memristor tabanl devre gerceklemeleri de
arastirilmis, Hodgkin-Huxley, Hindmarsh-Rose, Izhikevich ve Tut ve Atesle modelleri
gibi néron modellerinin memristor tabanli devre gerceklemelerine ulagilmistir.

Noromorfik devre tasariminda kullanilacak sinir aginin belirlenmesi i¢in literatiir
taranmigtir.  Sinir aglarmin temel olarak ignecikli olmayan sinir ag1 ve ignecikli
sinir ag1 olmak iizere ikiye ayrildig1 goriilmiistiir. Ignecikli olmayan sinir aglarinda
biyolojik sinir sistemine benzeme oraninin daha diisiik oldugu ve bu sinir aglarinda
biyolojik sinir sisteminin kavramsal olarak taklit edildigi goriilmiistiir. Bilginin reel
say1 olarak islendigi bu aglar biyolojik sinir sisteminin bilgi isleme mekanizmasindan
farklh bir bicimde ¢aligmaktadir. Dolayisiyla ignecikli olmayan sinir ag1 tasariminda
noron devresi olarak noron modellerinin devre gerceklemeleri yerine toplayici
devresi, eviren kuvvetlendirici devresi ve aktivasyon fonksiyonu devresi kullanilmistir.
Ignecikli sinir aginimn ise biyolojik sinir sistemine daha benzer bir yapida oldugu
goriilmiistiir. Bu sinir aglarinda bilgi biyolojik sinir sisteminde oldugu gibi ndronlar
arasinda igneciklerle iletilmektedir. Bu sebeple kullanilan ndron devresi noron
modellerinin devresel gerceklemeleriyle olusturulmaktadir.

Noromorfik devre tasariminda kullanilacak sinaps devresi, noron devresi ve sinir agi
belirlendikten sonra bu yapilarla baz1 fonksiyonlar1 yerine getirecek ve siniflandirma
yapabilen noromorfik devreler olusturulmustur. Olusturulan ndromorfik devrelere
uygulanan fonksiyonlar XOR fonksiyonu, cift eslik biti iireteci ve cift eglik biti kontrol
edicidir. Simflandirma igin de Iris ¢igeginin tiirlerine gore smiflandirilmasi devresi
gerceklenmistir.

XOR fonksiyonu iki girigli bir c¢ikiglt bir fonksiyondur. Fonksiyon girisler ayn
oldugunda lojik ‘0’, farkli oldugunda lojik ‘1’ degerini iiretmektedir. XOR fonksiyonu
ancak cok katmanli bir sinir ag1 ile gerceklestirilebilmektedir. Bu sebeple sinir agi
tasarimlarinda ayirt edici bir yere sahiptir. Bu sebeple, bu calisma kapsaminda
XOR fonksiyonunu gercekleyecek bir sinir ag1 yapisi olusturularak néromorfik devre
tasarimi yapilmistir.  Olusturulan devrenin simiilasyon sonuglarina bakilarak XOR
fonksiyonu ¢iktilarint dogru bir sekilde verdigi gozlenmistir.

Bu calisma kapsaminda noromorfik devreye uygulanan bir dier fonksiyon cift eslik
biti iiretecidir. Cift eslik biti iireteci bir haberlesme sisteminde gondericinin aliciya
mesajin dogru gidip gitmedigini alicinin kontrol edebilmesi i¢in gondericinin mesaja
ekledigi bir bit degeri iiretir. Cift eglik biti iireteci, gonderilen mesajdaki bitlerin
toplamu ¢ift ise lojik ‘0" degerini, tek ise lojik ‘1’ degerini liretir. Caligma kapsaminda
bu fonksiyonu gergekleyecek bir sinir ag1 yapisi olusturulmus ve noromorfik devre
tasarimi gergeklestirilmistir. Devrenin simiilasyon sonuclarinda fonksiyonun dogru
bir sekilde gerceklendigi gozlemlenmistir.

Cift eslik biti kontrol edici bu ¢aligma kapsaminda noromorfik devresi gerceklenen
bir diger fonksiyondur. Bir haberlesme sisteminde alici tarafinda calisan bu
fonksiyon mesajdaki bitlerle cift eglik biti iiretecinin iirettigi biti toplar ve sonucu
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cift bulursa mesajin dogru gelmesi anlaminda lojik ‘0’ degerini iiretir. Eger sonug
tek ise mesajin hatali gelmesi anlaminda lojik ‘1’ degerini iiretir. Gerceklenen bu
noromorfik devrenin simiilasyon sonuglarina bakilarak fonksiyonun dogru bir sekilde
gerceklendigi goriilmiistiir.

Iris ciceginin siniflandirilmasi icin iris veri seti kullanilmistir. Bu veri setinde iris
ciceginin dort ozellii olan iist yaprak genisligi, list yaprak uzunlugu, alt yaprak
genigligi ve alt yaprak uzunlugu bilgileriyle ve bu bilgilerin ait oldugu Iris cicegi
siniflart (setosa, versicolor ve virginica) yer almaktadir. Olusturulan néromorfik
devrenin girislerine ¢icegin 6zellikleri 6l¢geklendirilerek verilmis ve ¢ikti olarak dogru
cicek tiirlinii vermesi beklenmistir. Devre yiiksek bir dogrulukla cigekleri siniflarina
ayirmistir.

Sonug olarak memristor tabanli néromorfik devre ¢alismalarina rehberlik edecek, sinir
aglar1 tasariminda kullanilabilecek memristor tabanlt néromorfik devre tasarimlar
gosterilmisgtir. Bu tasarimlara ornek fonksiyonlar ve simiflandirma problemi
uygulanarak tasarimlar dogrulanmugtir. Tasarimlar, literatiiredeki diger ¢aligmalarla
kargilastirilmig, avantajlar1 ve dezavantajlari belirtilmigtir.
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MEMRISTOR BASED NEUROMORPHIC CIRCUIT DESIGN

SUMMARY

Neuromorphic circuits are circuits created by mimicking the biological structure of the
nervous system. It is thought that these circuits will have advantages over other circuits
in terms of the two most important benefits of the biological nervous system: high
processing power and low power consumption. In addition, it is anticipated that these
circuits will be able to mimic the learning capability of the biological nervous system.
The fact that memory and data processing are done in the same place as the neuron
cells in the biological nervous system is also one of the advantages of these circuits.
For these reasons, research on neuromorphic circuits has significantly increased in
recent years. Neuromorphic circuits are fundamentally designed as a synapse circuit,
a neuron circuit, or a neural network circuit. The neuron is the part where information
is collected and processed. The processed data is transmitted to other neurons via
synapses. Many neurons and synapses come together to form a neural network. When
designing neuromorphic circuits, this relationship is fundamentally used.

Neuromorphic circuit designs are made with various elements. One of the elements
commonly used in neuromorphic circuit design studies is the memristor. Memristor is
a passive circuit element that was introduced by considering the lack of relationship
between magnetic flux and electrical charge. This circuit element is called memristor,
which is the abbreviation of the word memory resistor, because it maintains the
resistance value in its final state when the power applied to it is cut off. With the
physical realization of the memristor, studies on the memristor have increased and led
to a great deal of work on the potential uses of the memristor. One of these areas is
neuromorphic circuits.

The most common reasons for the use of memristor in neuromorphic circuit designs are
that a single memristor can give the same behavior as a synapse and that the memristor
has memory like a neuron. These reasons have led to the increased use of memristors
in neuromorphic circuit studies. The fact that the memristor is a nonlinear element
is also an effective reason for its use in neuromorphic circuit studies. In this study,
memristor based neuromorphic circuits are designed by considering the advantages
of neuromorphic circuits and the purpose of using memristor in neuromorphic circuit
design.

Since the memristor-based neuromorphic circuit design will be performed in a
simulation environment, the models of the memristor developed for simulation
environments constitute the first stage of the study. For this reason, memristor models
were first investigated within the scope of the study. Although there are a wide variety
of memristor models in the literature, for this study, memristor models that can be
used in neuromorphic circuit design were prioritized. The HP memristor model and
the model known as the University of Michigan model in the literature were examined.
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In this study, the Yakopcic model, which is more suitable for neuromorphic circuit
design, was used.

In neuromorphic circuit design, memristor-based synapse and neuron circuits are
the most important components. As a result of the literature review conducted to
determine the synapse model to be used in this thesis, four types of memristor based
synapse circuits have been identified. These are a one-memristor synapse circuit, a
two memristor synapse circuit, a two memristor and two resistor synapse circuit, and a
four memristor synapse circuit. Considering the increase in circuit complexity with the
number of memristors in the synapse circuit design, a single memristor synapse circuit
has been used in this study. The memristor-based circuit implementations of neuron
models were also investigated, and memristor-based circuit implementations of neuron
models such as Hodgkin-Huxley, Hindmarsh-Rose, Izhikevich, and Fire and Integrate
models were achieved.

The literature has been reviewed to determine the neural network to be used in the
design of the neuromorphic circuit. It has been observed that neural networks are
fundamentally divided into non-spiking neural networks and spiking neural networks.
In non-spiking neural networks, it has been observed that the resemblance to the
biological nervous system is lower, and these neural networks conceptually mimic
the biological nervous system. These networks, where information is processed as
real numbers, operate differently from the information processing mechanism of the
biological nervous system. Therefore, in the design of non-spiking neural networks,
instead of circuit implementations of neuron models as neuron circuits, summing
amplifier circuit, inverting amplifier circuit, and activation function circuit have been
used. It has been observed that the spiking neural network has a structure more similar
to the biological nervous system. In these neural networks, information is transmitted
between neurons through spikes, just like in the biological nervous system. Therefore,
the neuron circuit is created with the circuit implementations of neuron models.

After determining the synapse circuit, neuron circuit, and neural network to be used in
the design of the neuromorphic circuit, neuromorphic circuits capable of performing
certain functions and classification were created with these structures. The functions
applied to the created neuromorphic circuits are the XOR function, the even parity bit
generator, and the even parity bit checker. For classification, a circuit for classifying
Iris flower species has also been implemented.

The XOR function is a function with two inputs and one output. The function generates
logic ‘0’ when the inputs are the same and logic ‘1’ when they are different. The XOR
function can only be realized with a multilayer neural network. For this reason, it has
a distinctive place in neural network designs. For this reason, in this study, a neural
network structure to realize the XOR function was created and a neuromorphic circuit
was designed. The simulation results of the circuit design show that the circuit gives
correctly outputs of the XOR function.

Another function applied to the neuromorphic circuit in this study is the even parity
generator. In a communication system, the even parity generator generates a bit value
that the sender adds to the message so that the receiver can check whether the message
is correct or not. The even parity generator generates a logic ‘0’ if the sum of the bits
in the message is even and a logic ‘1’ if the sum is odd. In this study, a neural network
structure to implement this function was created and a neuromorphic circuit design
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was realized. Simulation results of the circuit show that the function is implemented
correctly.

The even parity checker is another function whose neuromorphic circuit is
implemented in this study. This function, which works at the receiver side of a
communication system, sums the bits in the message with the bit produced by the
even parity generator and if the result is even, it produces a logic ‘0’ value meaning
that the message is correct. If the result is odd, it generates logic ‘1’ meaning that the
message is incorrect. The simulation results of this neuromorphic circuit show that the
function is implemented correctly.

The Iris dataset has been used for the classification of the Iris flower. In this dataset,
there are four features of the Iris flower: sepal width, sepal length, petal width, and
petal length, along with the Iris flower classes (setosa, versicolor, and virginica) they
belong to. The features of the flower were scaled and provided as inputs to the created
neuromorphic circuit, and it was expected to output the correct flower type. The circuit
classified the flowers into their categories with high accuracy.

In conclusion, memristor-based neuromorphic circuit designs that can guide memristor
based neuromorphic circuit studies and be used in neural network design have
been presented. These designs were verified by applying example functions and a
classification problem. The designs were compared with other studies in the literature,
and their advantages and disadvantages were noted.
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1. GIRIS

Memristor, bir diger adiya hafizali direng, temel devre elemanlarindan kapasitor,
indiiktor ve direngten sonra dordiincii pasif devre eleman olarak literatiirde kendine
yer bulmustur. Elektriksel yiik ile manyetik aki arasindaki iligki ile tanimlanan
memristor, kendisine uygulanan gii¢ kesildiginde iizerinden gecen son yiik miktarina
gore bir diren¢ degerinde kaldigindan bir hafizalilbik 6zelligine sahip oldugu
diisiiniilmektedir. Bunun yani sira gerilim-akim iligkisinin dogrusal olmayan bir
karakteristik sergilemesi de bu devre elemaninin 6nemli 6zelliklerinden biridir. Tiim
bu dzellikleri ve memristoriin 2008 yilinda fiziksel olarak da gerceklenmesi dolayisiyla
bu devre eleman iizerine bir¢cok farkli alanda calismalar yapilmaya baslanmistir.

Memristoriin ¢alisildigi en 6nemli alanlardan biri de ndromorfik devreler konusudur.

Noromorfik devreler, sinir sisteminin biyolojik calisma prensiplerini kullanarak
olusturulan devrelerdir. Noromorfik devrelerin sinir sistemindeki gibi yiiksek islem
kapasitesine sahip olmasi ve islemleri diisiik gii¢ tiikketimi ile yapmasi bu devrelerden
beklenen en onemli iki avantajdir. Ayrica bu devreler, beynin sahip oldugu 6grenme
ve adaptasyon Ozelligini de 6grenme algoritmalarini kullanarak taklit edebilmektedir.
Buna ek olarak, noromorfik devrelerde geleneksel bilgisayar mimarisi olan Von
Neumann mimarisinden farkli olarak veri igleme ve hafiza birimlerinin sinir sistemi
hiicreleri olan néronlar gibi ayni yerde olmasi, bu devrelerde hafiza ile veri igleme
birimleri arasindaki veri tasinmasi gibi zaman ve performans kaybi olusturacak
problemlerin ortadan kalkmasini1 saglamaktadir. Bu iistiinliikler sebebiyle ndromorfik
devreler kullanilarak olusturulacak sistemlerin geleneksel sistemlerin yerini alacagi

ongoriilmektedir.

Bu tezde memristor elemani kullanilarak bir néromorfik devre tasariminin nasil
yapilacag1 anlatilacak ve cesitli ornek devre tasarimlari lizerinden gosterilecektir.
Oncelikle, memristorden ve memristor modellerinden bahsedilecektir. Daha sonra
sinir sisteminin biyolojik yapisi, noron ve sinaps modelleri anlatilacak ve bazi

sinaps ve ndron modellerinin memristor tabanli devresel gerceklemesi hakkinda bilgi

1



verilecektir. Ardindan bu tez calismasi kapsaminda tasarlanan memristér tabanl

noromorfik devreler gosterilecektir. Tez, sonug ve 6neriler kismiyla bitirilecektir.

1.1 Tezin Amaci

Bu tezin amaci, bir memristor tabanli néromorfik devre tasariminin nasil yapilacagin
adim adim gostermek ve ornek devrelerle aciklamaktir. Memristore fiziksel olarak
erisim maliyetli oldugundan tasarimlar, elektrik devresi simiilasyon programi araciligi
ile yapilmigtir. Bunun i¢in gelistirilen memristor modellerinden uygun olan bir
memristor modeli kullanilmistir. Daha sonra sinaps ve noron modelleri arastirilmis
ve bu simiilasyon ortaminda toplayici, kuvvetlendirici ve aktivasyon fonksiyonu
devresi kullanilarak ndéron ve memristor tabanli sinaps tasarimi olusturulmustur.
Bu tasarimdan yola c¢ikilarak olusturulan noromorfik devreler, bazi fonksiyonlari
gercekleyecek ve bir smiflandirma problemini cozecek sekilde diizenlenmistir.
Boylece, memristor tabanli néromorfik devrenin cesitli fonksiyonlar1 gercekleyecek
ve siniflandirma yapabilecek sekilde tasarlanmasi amaglanmistir. Ayrica bu devreler
ile literatiirdeki devreler karsilagtirilarak bu tez calismasi kapsaminda gelistirilen

devrelerin diger devrelerden farklilasan yonleri ortaya konulmustur.

1.2 Literatiir Arastirmasi

Memristor tabanli ndromorfik devreler ile ilgili literatiirde oldukga fazla ¢alisma vardir.
Noron modellerinin memristor tabanli gerceklenmesi noromorfik devreler ile ilgili
calismalardandir. Bu devrelere Hodgkin-Huxley ndron modelinin memristor tabanl
devresi Ornek olarak verilebilir [1]. Bir bagska ndron modeli olan HindmarshRose
modeli de memristor tabanli bir devre olarak tasarlanmistir [2]. FitzZHughNagoumo
modeli de memristor tabanli olarak gerceklenen noron modelleri arasinda sayilabilir
[3]. En basit noron modeli olarak da bilinen Tut ve Atesle (Integrate and Fire)

modelinin de memristor tabanl bir devresi olusturulmustur [4].

Noron modellerinin memristor tabanli gerceklenmesinin yani sira néromorfik sistem
tasariminda kullanilmak {izere memristor tabanli sinaps ve noron devrelerinin
Onerildigi ¢alismalar da vardir. Zheng ve calisma arkadaglarinin yapay sinir aglar
devreleri tasariminda kullanilabilecek memristor tabanli sinaps ve ignecik iireten néron

devreleri Onerisi bu ¢alismalardan biridir [5]. Bagka bir ¢alismada Chu ve c¢alisma



arkadaslar1 onerdikleri bir ndromorfik sistem icin sinaps olarak memristor kullanmistir
[6]. Babacan ve calisma arkadaglar1 da yaptiklar1 bir calismada memristor tabanli bir

noron devresi onermislerdir [7].

Memristor tabanli sinir aglart da noromorfik devre calismalar1 altinda literatiirde
kendine yer bulmaktadir. Bir calismada, memristdr tabanli bir ignecikli sinir
ag1 tasarlanip metin siiflandirmasi yapilmistir [8]. Eglik biti kontrolii problemi
ile yliz tanima probleminin uygulandigi bir difer memristdr tabanli sinir ag1 da
bu tip calismalardan biridir [9]. Memristdr tabanli bir ignecikli sinir aginin
gelistirildigi bir calisma da literatiirde kendine yer bulmustur [10]. Memristif
elemanlarla gerceklestirilen sinir aglar1 simiilasyonlari, 0©zellikle lineer olarak
ayrilabilen fonksiyonlar icin, bir tez calismasinda gergceklenmigtir [11]. Memristor
tabanli olarak gerceklenen bir diger ¢ok katmanli algilayici ile el yazisi tanima
uygulamast yapilmustir [12]. Yakopcic ve calisma arkadaglarinin gelistirdigi bir
memristor tabanli ¢ok katmanlh algilayict ile Sobel kenar algilama c¢aligmasi
yapilmistir [13].  Memristér capraz cubuk dizisi (crossbar array) ile Iris ¢icegi
siniflandirmasi, sinir aglarinin memristor tabanl gergeklenmesi ¢alismalarindan bir
digeridir [14]. Literatiirde 9 piksel resimleri siniflandiran memristor tabanli bir sinir

ag1 uygulamasi da bulunmaktadir [15].

Sonug olarak, var olan ndron modellerini memristor tabanl gerceklemek, noromorfik
sistemlerde kullanilmak tizere memristor tabanli sinaps veya noron devreleri 6nermek
ya da memristor tabanli sinir aglari olusturarak belirli problemleri bu aglarda
uygulamak seklinde literatiirde farkli noromorfik devre tasarimlarinin yapildig:

goriilmektedir.






2. MEMRISTOR

2.1 Memristor Hakkinda Genel Bilgiler

1971 yilinda Leon O. Chua tarafindan temel devre degiskenlerinden olan manyetik
aki ve elektrik yiikii arasindaki iligkinin devre teorisi agisindan eksikligini fark ederek
yaptig1 calismalar sonucunda bu iki degisken arasindaki iliskiyi bir pasif devre elemani
olarak tanitmistir ve bu devre elemanina hafizali diren¢ anlamina gelen memristor adim
vermistir [16]. Memristore ait temel denklemsel ifade asagida (2.1)’deki gibi ifade
edilir.

d¢ =Mdg 2.1

Burada manyetik aki ile yiik arasindaki iliskinin M ile ifade edilen memristans degerini

verdigi goriilmektedir.

Memristor ile ilgili en belirgin tanimlamardan biri de gerilim akim diizlemindeki 6zel
bir histerezis dongiisii ile yapilan tanimdir. Buna gore gerilim akim diizleminde
bu histerezis dongiisiine sahip olan iki uclu bir eleman memristordiir [17]. Bu

histerezis dongiisii Sekil 2.1° de gosterilmistir. 2008 yilinda Hewlett-Packard

Akim

.

0 Gerilim

Sekil 2.1: Memristoriin gerilim akim diizlemindeki histerezis dongiisii.



Laboratuvarlari’'nda memristor fiziksel olarak ilk defa gerceklenmistir. Iki platin
tabaka arasina titanyum dioksit katkilanmasiyla olusturulan bu eleman ilk fiziksel
memristor olarak duyurulmustur [18]. Bu calisma ile birlikte memristér hakkindaki
caligmalar ivme kazanmig ve memristor ile ilgili modelleme ve taklit devresi olusturma

calismalar1 artmuasgtir.

2.2 Memristor Modelleri

Memristoriin fiziksel olarak gerceklenmesi ile birlikte memristoriin uygulama alanlari
ile ilgili caligmalar artmugtir. Dolayistyla memristoriin modellenmesi Onemli bir
konu haline gelmistir. Bu baglik altinda literatiirde mevcut olan memristor modelleri

incelenecektir.

2.2.1 HP memristor modeli (dogrusal iyon siiriiklemeli model)

Memristor ilk defa fiziksel olarak HP laboratuvarlarinda ger¢eklenmistir. Gerceklenen
bu fiziksel elemanin modeli de ilk defa bu ekip tarafindan olusturulmustur. Iki platin
tabaka arasina sikistirllmis katkili titanyum dioksit ve katkisiz titanyum dioksitten
olusan elemanin iizerine pozitif gerilim uygulandiginda katkili bolgenin genisledigi
gozlenmektedir. Boylelikle elemanin direnci diiser ve bu durum elemanin iizerinden
daha fazla akim akmasmna sebep olur. Eger elemanin iizerine negatif gerilim
uygulanirsa bu durumda katkili bolge daralir ve elemanin direnci yiikselir [19]. Bu

durum Sekil 2.2°de gosterilmistir.
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Sekil 2.2: HP memristoriiniin pozitif ve negatif gerilim altindaki davranigi [19].



Modelde, tabakalar arasinin tamamen katkili iyondan olustugu durumda elemanin
direnci R,,, tamamen katkisiz iyonlardan olustugu durumda elemanin direnci R, sy,
katkil1 alanin uzunlugu w, tiim alanin uzunlugu D ve katkili alanin uzunlugunun tim

alana oran1 x = 3 olarak kabul edilirse, memristans denklemi asagidaki gibi yazilr:

M = R,mx—l—Roff(l —x) 2.2)
w
. 2.
=D 2.3)

Eger iyon hareketliligi u, ile gosterilirse, bu durumda iyon hareketliligine bagl olarak

katkili alanin uzunlugunun degisimi denklemleri asagidaki gibi elde edilir.

dw(t)  Ron.

o By i(r) (2.4)
RO”!

w(t) = My q(t) (2.5)

Eger (2.5) denklemi (2.2) denklemindeki ilgili yerlere yazilirsa ve denklemi
basitlestirmek i¢in R,, « R,y kabul edilirse, bu durumda memristans denklemi

(2.6)’da verildigi gibi olur. Boylece memristans degeri yiike bagh elde edilmis olur.

M(g) = Roy; (1 o “VR"”q(z)) (2.6)

2.2.2 Michigan iiniversitesi memristor modeli

Ting Chang ve calisma arkadaglan tarafindan gelistirilen bu model, yine ayni ekip
tarafindan tungsten oksit kullanilarak gerceklenen fiziksel bir memristoriin modelidir
ve literatiirde Michigan Universitesi modeli olarak bilinmektedir [20]. Modelin
en temel Ozelligi akim ve gerilim arasinda hiperbolik siniis fonksiyonu oOzelligi

bulundurmasidir. Bu iligki denklem 2.7°de verilmistir.
I=(1—x(t))o[l —exp(BV(t))]+x(t) ysinh (8V (¢)) (2.7)

Bu denklemde o ve 3 Schottky bariyerinden kaynaklanan parametrelerdir. y ve o
parametreleri ise tiinellemeden kaynaklanan parametrelerdir. Bu parametrelerin hepsi
pozitif degerlidir ve degerleri malzemenin zelliklerine gore belirlenir. x(z) ise durum

degiskenini belirtir. Bu durum degiskeni asagidaki denklemle ifade edilir:

dx

= = M misinhnz (V (1)) (2.8)

Burada A, 1y ve 1, parametreleri, durum degiskeninin uyumlama parametreleridir ve

pozitif degerlidir.



2.2.3 Yakopcic memristor modeli

Chris Yakopcic ve calisma arkadaslar tarafindan memristdr tabanli ndromorfik
sistemlerin kendisiyle modellenebilecegi bir memristor modeli gelistirmiglerdir [21].
Bu model literatiirde Yakopcic modeli olarak bilinmektedir. Onerilen model mevcut
modellerin iizerine kuruludur ve akim gerilim iliskisi Michigan Universitesi modeli
gibi hiperbolik siniis fonksiyonu ile tanimlanmaktadir. Bu akim gerilim iligkisi

Denklem (2.9)’da verilmistir.

I(t) =

{alx(t) sinh (bV (1)), eger V(1) >0 (2.9)

axx(t)sinh (bV(t)), egerV(t) <0
Bu denklemde ay, a; ve b parametreleri denklemin farkli memristor yapilarina uymasi
i¢in diizenlenmis parametrelerdir. x(¢), Michigan Universitesi modelinde oldugu gibi

durum degiskenini belirtir ve Denklem (2.10)’daki gibi tanimlanir.

dx

- = 8V(1) f(x()) (2.10)
Bu denklemde g (V (7)), memristore uygulanan bir esik gerilim degeri fonksiyonudur.
Menmristorlere belirli bir enerji degeri uygulanmadik¢a durumunda herhangi bir
degisiklik olmadig1 saptanmis ve bu esik gerilim degerini belirtmek tizere bu fonksiyon

durum degiskeninin tanimina konulmustur. f (x(z)) fonksiyonu ise durum degiskeni

sinir degerlere yaklastiginda dogrusal olmayan iyon hareketini modeller.



3. NOROMORFIK DEVRELER

Noromorfik devreler sinir sisteminin ¢alisma prensiplerini temel alarak olusturulan
devrelerdir. Noromorfik bir devre, tasarimina gore sinaps devresi, ndron devresi veya

birden fazla sinaps ve néronun bir araya gelerek olusturdugu sinir ag1 devresi olabilir.

3.1 Sinaps

Sinaps, sinir sisteminde noronlar arasindaki baglanti noktalar1 olarak tanimlanabilir.
Bu baglanti noktalar1 sayesinde noronlar birbirileri arasinda bilgi aligverisi yaparlar.
Bu sebeple noromorfik tasarimlarda sinaps devreleri dnemli bir yere sahiptir. Bu
calismada memristor tabanli tasarim yapilacagindan memristor tabanli sinaps devreleri

ele alinmagtir.

3.1.1 Memristor tabanh sinaps devreleri

Literatiirde memristor tabanli tasarlanan birden fazla sinaps devresi vardir. Bu devreler
genel olarak bir memristorlii sinaps devresi, iki memristorlii sinaps devresi, iki
memristor ve iki direncten olusan sinaps devresi ve dort memristorlil sinaps devresi
olarak siniflandirilabilir [22,23]. Sekil 3.1°de bir ve iki memristorlii sinaps devreleri

gosterilmektedir.
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Sekil 3.1: (a) Bir memristorlii sinaps; (b) ki memristorlii sinaps [22].



Bir ve iki memristorlii sinaps devreleri az sayida eleman icerdiginden ndromorfik
sistemlere entegrasyonu kolay devrelerdir. Sekil 3.2’de ise iki memristorlii ve iki

direncli sinaps devresi ile dort memristorlil sinaps devresi goriilmektedir.

(@) A +

Sekil 3.2: (a) Iki memristorlii iki direncli sinaps devresi; (b) Dort memristorlii sinaps
devresi [23].

Iki memristorlii ve iki direngli sinaps devresi ile dort memristorlii sinaps devresi

Wheatstone kopriisiine benzemektedir. Bu devreler, sinaps davranigini daha 1yi temsil

etmekle beraber daha fazla eleman icerdiginden néromorfik sistemlere entegrasyonu

daha zor devrelerdir.

3.2 Noron

Noron, sinir sistemindeki bilgi isleme hiicreleridir. Temel olarak dendrit, soma ve
akson denilen ii¢ yapidan olusur. Dendrit, diger noronlardan sinapslar aracilifiyla
gelen bilginin noronda ilk karsilandig1 boliimdiir. Soma, néronun merkez bolgesidir ve
dendritlerden gelen bilgileri toplayarak bunu bir esik degeriyle karsilagtirir. Eger esik
degeri agilirsa norondaki bilgi, néronun ¢ikist olan aksonlara iletilir. Aksonlar da bu
bilgiyi sinapslar araciligiyla diger noronlara iletir. Noronlarin bilgi isleme siirecindeki
bu davraniginin modellenmesi ve modellerin memristor tabanli devre gerceklemesi

tizerine literatiirde bir¢cok calisma vardir.
3.2.1 Hodgkin-Huxley modeli

Noron davranisinin temel modellerinden biri Hodgkin-Huxley modelidir. Bu model
Hodgkin ve Huxley tarafindan 1952 yilinda Onerilmistir [24]. Noronda bulunan
sodyum, potasyum ve sizintt kanallari, gerilim kaynaklar1 ve iletkenlik degerleri
ile modellenmigtir. Modelin elektriksel esdeger devresinin gosterimi Sekil 3.3’te

verilmistir.
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Sekil 3.3: Hodgkin-Huxley modeli esdeger devresi.

Modelin memristor tabanli esdeger bir devresi de Sekil 3.4’te verilmistir. Bu devrede

sodyum ve potasyum kanallarinin iletkenligi memristor ile kargilanmagtir.
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Sekil 3.4: Hodgkin-Huxley modeli memristor tabanl esdeger devresi [25].
3.2.2 Hindmarsh-Rose modeli

Hindmarsh ve Rose tarafindan 1982 yilinda Onerilmistir [26]. Bu model
Hodgkin-Huxley modelindeki gibi bir diferansiyel denklem setiyle ifade edilir ve
matematiksel olarak Hodgkin-Huxley modeline gore daha az karmagsik bir modeldir.
Model, matematiksel olarak daha az karmasiklik icermesine ragmen ndronun biyolojik
olarak gosterdigi davranislarin bircogunu modelleyebilmektedir. Modelin bir esdeger

devresi Jenderny ve calisma arkadaglar tarafindan olusturulmustur [27]. Ayni ekip
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tarafindan bu model icin memristdr tabanli esdeger bir devre de olusturulmustur
[28]. Olusturulan bu devrenin 6nemli zayifliklarindan biri elemanlar1 pasif olmayan
bir negatif empedans doniistiiriicii icermesidir.  Bu esdeger devre Sekil 3.5°te

gosterilmisgtir.
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Sekil 3.5: Hindmarsh-Rose modeli memristor tabanli esdeger devresi [28].
3.2.3 Izhikevich modeli

Izhikevich tarafindan gelistirilen bu model, noronlarin biyolojik davranigint Hodgk-
inHuxley modelindeki gibi dogru bir sekilde modellerken aynm1 zamanda c¢ok fazla
sayida noron kullanilarak olusturulacak genis capli bir analizde hesaplama verimliligi
saglayabilmektedir [29]. Modelin memristor tabanli esdeger bir devresi Sekil 3.6’da

verilmistir.
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Sekil 3.6: Izhikevich modeli memristor tabanl esdeger devresi [30].

3.2.4 Tut ve atesle modeli

En basit model olarak bilinen Tut ve Atesle modelinin kabaca esdeger devresi bir
diren¢ ve ona paralel bagh bir kapasitorle olusturulabilir [31]. Devre gerceklemesi
basit oldugu icin ¢ok fazla sayida noronlu sistemler i¢in hesaplama kolaylig1 saglasa

da noronlarin biyolojik davranisini sergilemek konusunda en zayif modeldir. Tut

12



ve Ategle modelinin iizerinde yapilan ¢esitli degisikliklerle Sizdirmali Tut ve Atesle
modeli, Uyarlamali Tut ve Atesle modeli gibi néron modelleri de olusturulmustur.
Bu modellerden Sizdirmali Tut ve Atesle modeline ait memristor tabanli bir devre

gerceklemesi Sekil 3.7°de verilmistir.

Sekil 3.7: Sizdirmali Tut ve Atesle modeli memristor tabanlh esdeger devresi [32].

3.3 Yapay Sinir Aglar

Yapay sinir aglari, biyolojik sinir aglarindan esinlenerek olusturulmus algoritmalardir.
Bu algoritmalar, biyolojik sinir aglarindaki veri iletme ve isleme mekanizmasini gesitli
yonleriyle taklit eder. Temel olarak ignecikli olmayan sinir aglar1 ve ignecikli sinir

aglar1 olmak iizere ikiye ayrilir.

3.3.1 Ignecikli olmayan sinir aglar

Ignecikli olmayan sinir aglar1, biyolojik sinir aglarinin bilgi isleme bicimini aynen
taklit etmek yerine kavramsal olarak taklit eder. Ignecikli olmayan sinir aglarinda,
sinapslar bir agirlik degerini temsil ederken noronlar ise kendisinden 6nceki néronlarin
cikiglarinin, sinapslarin temsil ettidi agirliklarla carpilarak elde edilen degerleri
toplayip bir aktivasyon fonksiyonundan gegcirir ve yine sinapslarin temsil ettigi
agirliklarla carpilmak iizere bir cikis degeri iireti. Bu degerler bir reel sayidir.
Ignecikli olmayan sinir aglarinda bir ndronun gergeklestirdigi bu islem Sekil 3.8’de

verilmistir.

Ignecikli olmayan sinir aglarinin iki temel ozelligi vardir. Bunlar c¢ikarim ve
ogrenmedir. Cikarim girdilere baglh olarak bir ¢ikt1 iiretme islemidir. Ogrenme
ise c¢iktilarin dogru hale getirilebilmesi icin sinir aginda sinapslarin temsil ettigi
agirlik degerlerinin degistirilmesi siirecidir. Boylece, ignecikli olmayan sinir aglarina
uygulanan problemler biyolojik sinir sisteminin c¢alisma prensibi taklit edilerek

¢Oziilmiis olur.
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Sekil 3.8: ignecikli olmayan sinir aglarinda bir néronun davranisi.

Ignecikli olmayan sinir aglar1 birden fazla néron ve sinapsin katman katman bir araya
gelmesiyle olusturulur. Bu katman sayisi ve her bir katmandaki ndron ve sinaps sayilari
sinir agina uygulanacak probleme gore degiskenlik gosterebilir. Ornek ¢ok katmanli

bir ignecikli sinir ag1 Sekil 3.9’da gosterilmistir.

GIRI$ KATMANI GiZLi KATMAN CIKIS KATMANI

Sekil 3.9: Cok katmanli ignecikli olmayan sinir agi.

Ignecikli olmayan sinir aglarinda sinapslar reel say1 degerli agirliklar temsil ettiginden
ve noronlar da bir toplayicidan ve bir aktivasyon fonksiyonundan olusan bir yapi
oldugundan bu aglarin memristr tabanl devre gerceklemeleri sinaps ve noronlarin
sahip oldugu bu 6zelliklerin memristor tabanli ger¢eklenmesi iizerine kurulmustur.
Memristor tabanli ignecikli olmayan sinir ag1 tasariminda kullanilmak iizere dizayn
edilmis 6rnek bir devre Sekil 3.10°da verilmistir. Bu tasarimda sinapslar1 temsilen bir
memristor ve noronlart temsilen memristor tabanl bir toplayici ve memristor tabanh
bir sigmoid aktivasyon fonksiyonu kullanilmistir. Calismada bu devreler bir araya

getirilerek ¢ok katmanli bir ignecikli olmayan sinir ag1 olusturulmustur [33].
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memristir tabanh aktivasyon fonksiyonu

_ negatif agiwhklar 4 cikis
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v
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pozitif aglI:|IRIH r _T_ memristér tabanh toplayici =

Sekil 3.10: ignecikli olmayan sinir aginda kullanilmak icin tasarlanmis memristor
tabanli sinaps ve noron devresi [33].

3.3.2 Ignecikli sinir aglari

Ignecikli sinir aglar1, biyolojik sinir aglarin1 yalmzca kavramsal olarak degil bicimsel
olarak da taklit eder. Dolayisiyla gercek sinaps ve néron modellerini kullanir. Ignecikli
olmayan sinir aglarindaki gibi bilgi reel sayilarla degil, biyolojik sinir aglarinda oldugu
gibi igneciklerle (spike) iletilir. Bir ignecikli sinir aginda sinapslardan néronlara
iletilen ignecikler, noronlarda tipki biyolojik bir néronda oldugu gibi bir esik degerini
asinca, noronlar yeni ignecikler iireterek bunu diger katmandaki noronlara bagli olan
sinapslara iletir. Ignecikli sinir aginda bir néronun gergeklestirdigi islem Sekil 3.11°de

verilmistir.

x1 \LL :

L } A L
CIKIS

>
ha

o MmN — 3O — )
b
w
.

xi
Sekil 3.11: ignecikli sinir aglarinda bir néronun davranisi.

Ignecikli sinir aglarinda da ignecikli olmayan sinir aglarindaki gibi cikarim ve

ogrenme en temel iki unsurdur. Ignecikli sinir aginda c¢ikarim ignecikli olmayan
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sinir aglarindaki gibi girdilere gore ¢ikt1 liretme islemidir. Ancak, girdiler reel say1
degerleri degil, igneciklerdir. Ogrenme de ciktilarin dogru hale getirilmesi icin
igneciklerin olusturulma zamam gibi ozelliklerinin degistirilme siirecidir. Ignecikli
sinir aglarinda biyolojik sinir agindaki 6grenme modellerine yakinsayan modeller

kullanilir. Dolayisiyla bu acidan da biyolojik sinir aglarina daha fazla benzerler.

Ignecikli sinir aglar1 da ignecikli olmayan sinir aglar1 gibi sinaps ve néronlarin katman
katman bir araya getirilmesiyle olusturulur. Ornek bir ignecikli sinir ag1 Sekil 3.12’de

verilmisgtir.

GiRI$ KATMANI GiZLi KATMAN CIKIS KATMANI

Sekil 3.12: Cok katmanli ignecikli sinir ag1.
3.3.3 Sinir aglarinda 6grenme

Sinir aglarinda 6grenme, agirliklarin degistirilme siireci olarak tanimlanir. Agirliklarin
degistirilme siirecleri kullanilan 6grenme kurallarina gore ii¢ tiirde siniflandirilabilir.

Bunlar: denetimli 6grenme, denetimsiz 6grenme ve pekistirmeli 6grenmedir.

3.3.3.1 Denetimli 6grenme

Denetimli 0grenme, dogru smiflandirmanin 6nceden yapildig1 veri setlerinin
egitilmesine dayanan bir 68renme tiiriidiir [34]. Bu 6grenme tiiriinde, veri setindeki bir
verinin sinir aglarindaki islemlerden sonra olusan c¢iktis1 gercek cikti ile karsilastirilir.
Bu kargsilastirma sonucunda bir hata hesaplanir ve bu hata iizerinden agirlik degisimi
yapilarak sinir agimin egitimi yapilir. Hata sifira yaklagsana kadar yani iiretilen
cikti gercek durumla belli bir oranda ortiisene kadar egitim devam eder. Denetimli

o0grenmenin nasil gergeklestirildigine dair bir diyagram Sekil 3.13’te verilmistir.
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Sekil 3.13: Denetimli 6§renme diyagrami.

3.3.3.2 Denetimsiz 6grenme

Denetimsiz 6grenme, sadece giris verilerinin oldugu, dogru ciktilarin veri setinde
onceden bulunmadig1 durumlarda uygulanan bir 6grenme yontemidir [35]. Dolayisiyla
sinir aginda 6grenme, veriden yola c¢ikarak bir model olusturmak iizerine kuruludur.
Bu durumda sinir aginda, veri setinde veriler arasindaki uzaklik kullanilip veri

kiimeleri olusturularak egitim yapilir.

3.3.3.3 Pekistirmeli 6grenme

Pekistirmeli 6grenmede 6grenme 6znesi, bir ortamda eylemleri boyunca hareket tarzini
degistirerek bir 6diil degerini en iist diizeye ¢ikarmaya calisir [36]. Bu 68renme
yonteminde 68renme Oznesi yaptig1 eylem sonucunda hedefe dogru ilerliyorsa odiil
degeri artacak, hedeften uzaklasiyorsa 6diil degeri azalacaktir. Bu sekilde 6grenme

0znesini hedefe ulastiracak sekilde egitim gerceklestirilir.

3.3.4 Sinir aglarimin donanimsal gerceklemelerinde egitim

Sinir aglarinin donanimsal gerceklemelerinde agirlik degisimleri i¢in hesaplamalar iki

yontemde yapilabilmektedir. Bunlar ex situ egitim ve in situ egitim olarak adlandirilir.

3.3.4.1 Ex situ egitim

Sinir aglariin donanimsal gerceklemelerinde agirliklar bilgisayarda kosan yazilim
modelleri tizerinden yapiliyorsa bu egitim yontemine ex situ egitim denmektedir [37].
Ex situ egitim yonteminde oncelikle donanimda ilk hesaplamalar yapilir. Daha sonra

bilgisayar iizerinden agirlik degisimleri hesaplari yapilarak sinir aginin istenen sonucu
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verecek agirliklar bulunur. Son olarak bu agirliklar donanima yiiklenir ve donanim bu

sekilde calistirilir.

3.3.4.2 In situ egitim

Sinir aglarimin egitiminde kullanilan diger bir yontem ise in situ egitim yontemidir. Bu
yontemde agirlik degisimleri dogrudan donanim tizerindeki devrelerle yapilir [37]. Bu
sekilde fazladan bilgisayar gereksinimi ortadan kaldirilarak alan ve enerji verimliligi

saglanir.
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4. MEMRISTOR TABANLI NOROMORFIiK DEVRE TASARIMI

Bu boliimde tez calismasi kapsaminda olusturulan memristor tabanli néromorfik devre
tasarimlar1 detaylica anlatilmistir. Tasarimlar ve simiilasyonlar LTSpice programi

kullanilarak yapilmugtir.

4.1 Memristor Modelinin Secimi ve Simiilasyonu

Calismada kullanilmak {izere memristor modellerinin arasindan uygun model olarak
Yakopcic modeli secilmisti.  Bu modelin secilme sebebi noromorfik devre
tasarimlarinda kullanilabilecek sekilde gelistirilmis olmasidir. Modelin LTSpice

ortaminda test edildigi devre Sekil 4.1’de ve simiilasyon sonucu Sekil 4.2°de

(4\\,1 " XSV

_
\TSINE(O 1.0 100 0 0) BE

7
AN
\/

Sekil 4.1: Memristor test devresi sematigi.

verilmisgtir.

wwwwwwww

|||||

Sekil 4.2: Memristor devresi simiilasyon sonucu.
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Simiilasyon sonucunda yatay eksen gerilimi diisey eksen akimi temsil etmektedir.
Grafikten anlagilacagi iizere memristoriin karakteristik egrisi elde edilmistir. Yakopcic

modeline ait LTSpice kodu Sekil 4.3’te verilmisgtir.

.params al=0.17 a2=0.17 b=0.05 Vp=0.1l6 Vn=0.15
+2p=4000 An=4000 =p=0.3 xn=0.5 alphap=1 alphan=5
+xo=0.11 eta=1

variable motion at st boundaries
.func wp (V) = (xp- f}i(l xs]+l
.func wni(v) = V/{1l-xn)

Function G(V(t

Functl DesCribes The daevlice thresnold

Lfune GIV) = IF[V <= Vp, IF(V >— -Vn, 0, —-An*(exp|(-
+W) —exp(Vn)) ), Ap* (exp(V)-exp(Vp)))

Functiorn Ty w0y M -5 I the 35V -
Function F(V(t),=x(t)) - Describes 1= -1

.func FI(V1,V2) = IF({eta*Vl >= 0, IF{VQ >= ¥p, expl-
+alphap* (V2-xp) ) *wp (V2) ,1), IF(VZ2 <= (l-x:n),
+exp (alphan* (V2+xn-1) ) *wn (V2) ,1))

T _.__’ onse — Hvperbolic sine dus to MIM structure

_func IVRel (V1,V2) = IF(V1 >= 0, al*V2*sinh (b*V1),
+a2*V2*sinh (b*V1) )

CirrenitE e Aatarmin

“ircuit to determine variable
de/dt = F{V(T),=x(L))*G(V(L)]
Cx ¥SV 0 {1}
Lle ViXSsV) = xo
Gx 0 X5V
value {eta*F(V(TE 3E],f{xqv DJ]*G(V{TE BE) ) }

Gm TE BE value = {IVRel(V[T_.,BE],‘J(XSV 0};}

.ends mem dev

Sekil 4.3: Yakopcic modeli kodu [38].

20



4.2 Ignecikli Olmayan Sinir Ag1 Tasarmm ve Simiilasyonu

Ignecikli olmayan sinir ag1 tasarimu icin ncelikle kullanilacak sinaps ve ndron yapisi
belirlenmigtir. Buna gore sinaps olarak bir memristdr, noron olarak da toplayici,
eviren kuvvetlendirici ve basamak fonksiyonunu gercekleyen bir aktivasyon devresi
olusturulmustur. Bir nronun davranisini gosteren LT Spice ortaminda tasarlanan devre

yapist Sekil 4.4’te verilmistir.

-
R
¥
—w
R H
v
= - ‘E &
= v Ril
= 10 [ | 170
-] — } :
T I | ma |
B - u s La Al [l U _ -7
— ey I‘_ 1,:-—- - L e
o J_ - =T orrrr
Gl T T ) S 57 1 e
o = Ty, . = e =
[J 3 3 3,.]. Tol @ | 1
AEMRISTOR TABANLI F =~ g
SINAPSLAR TOPLAYICI VE EVIREN KUVVETLENTHRICT AKTIV ASYON FONKSIY ONU

Sekil 4.4: Ignecikli olmayan sinir ag1 icin tasarlanmis bir néron davranisini gosteren
devre sematigi.
Tasarlanan devrede ignecikli olmayan sinir aglarinda sinapslarin tek bir memristérden
olusmas1 devrenin karmasikligini 6nlemek i¢indir. Toplayici agirliklarin gerilimle
carpilarak toplanmasini saglamaktadir. Toplayicinin geri besleme direncinin 120Q
olarak secilmesi, kullanilan memristor modelinin R,, direncinin 1202 olmasindan
kaynaklanmaktadir. Eviren kuvvetlendirici toplayici ¢ikisinda evrilen degeri yeniden
evirerek ilk haline getirmek i¢in konulmustur. Aktivasyon fonksiyonu olarak basamak
fonksiyonu se¢ilmistir. Basamak fonksiyonu gelen giris degerini bir esik deger ile
karsilastirir. Eger giris degeri esik degerinden biiyiikse cikis 1, kiigiikse ¢ikis O olur.
Basamak fonksiyonun bu calisma kapsaminda kullanilan denklemi Denklem 4.1°de

verilmisgtir.
I, egerx>0.1

= 4.1
Y {0, eger x < 0.1 1)

4.2.1 XOR fonksiyonu ve noromorfik devre gerceklemesi

XOR fonksiyonunun ignecikli olmayan sinir aglar ilk ¢alisilmaya baglandiinda tek
katmanh bir agla gerceklenemeyecegi belirlendiginden bu fonksiyon ¢ok katmanl

sinir aglarinin tasariminda, tasarimin dogrulanmasi icin ayirt edici bir fonksiyon haline
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gelmistir. Iki girisli bir XOR fonksiyonu, eger girislerin ikisi aym degerdeyse ¢ikisa
lojik ‘O’ degerini, eger girigler farkliysa lojik ‘1’ degerini verir. XOR fonksiyonuna ait

dogruluk tablosu Sekil 4.5’te verilmisgtir.

GIRIS1 GIRIS2 _ CIKIS
0 0 0

0 1 1
1 0 1
1 1 0

Sekil 4.5: XOR fonksiyonu dogruluk tablosu.

XOR fonksiyonunu noromorfik bir devre olarak tasarlamak icin bu c¢alisma
kapsaminda ignecikli olmayan ¢ok katmanli bir sinir ag1 olusturulmustur. Olusturulan

bu sinir ag1 Sekil 4.6’da verilmistir.

bias
bias

Sekil 4.6: XOR fonksiyonu icin tasarlanan ignecikli olmayan sinir agt.

Sinir aginda x1 ve x2 degerleri giris degerlerini, bias degeri sinir aglarinda onyargi
olarak bilinen degeri, y degeri ise c¢ikis degerini gostermektedir. Oklar sinapslari,
cemberler ise noronlari temsil etmektedir. Tasarlanan ignecikli olmayan sinir ag1 i¢in
LTSpice ortaminda devre sematigi olusturulmustur. Olusturulan devre sematigi Sekil
4.7°de verilmistir. Sinir a81 denetimli 6grenme ile egitilmistir. Hatalar, dogru sonug ile
sinir aginin ¢iktisi karsilagtirilarak hesaplanmigtir. Karsilastirma, dogru sonucun sinir

ag1 ciktisindan biiyiik veya kiigiik olmasina gére ayr1 ayr1 yapilmistir
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Hata olustugunda ilgili D flip flopa bu hata kaydedilmistir. XOR fonksiyonunda iki
giris oldugundan 4 farkli durum olugsmaktadir. Bu yiizden hatalarin kaydedildigi flip
flop sayis1 4 sec¢ilmistir. D flip flopta bulunan bu hata degeri sadece hata oldugunu veya
olmadigini gosteren lojik ‘0’ veya lojik ‘1’ degerlerini almaktadir. Devrede hatalarin

kodlandig1 D flip flop yapis1 Sekil 4.8°de verilmistir.

AdE

ALy aln
s
! | T b
& = L= -] = = e
= = = =
*
Ly L 3 1
2 =% b= 1%
ILGILIDURUM dCi™ | | T
HATA GIRIS] T Az ) A3 y )
| [ PRI PRI | PRI |
Lo a— Lo o He af ” |
{1C1K E:- LK 1}::- LK all- 1K iu
[ an [ an [T an [Man 7
Xi=1,Xa1 XKL=, K2 =0 Kl=d, XI=] Xl=0,X2=0
DURLUMU ICTY DURUME TCIN DURUMU ICIN DURDMU T

Sekil 4.8: Devrede hatalarin kodlandig1 D flip flop yapist.

Hatanin sinir aglarininin egitiminde kullanilmak iizere bir 6grenme oraninda aga geri
verilmesi i¢in bir sayici devresiyle gelen hata O ile 1 arasinda bir gerilim degerine
dontistiiriilmiistiir.  Olusturulan bu gerilim degeri, eger hata gercek sonucun sinir
aginin c¢iktisindan biiyiik oldugu bir durumda olugmugsa memristoriin memristans
degerini diigiirecek yani memristorii R,rr durumundan R,, durumuna gegirecek
sekilde sinir agina verilmistir. Bu durumda, sinir ag1 ¢iktisinin gerilim degeri 0
degerinden 1 degerine getirilerek hatanin diizeltilmesi hedeflenmistir. Eger hata gercek
sonucun sinir agimin ¢iktisindan kiigiik oldugu bir durumda olusmussa, bu durumda
sayict yardimiyla olusturulan hata gerilimi, memristoriin memristans degerini artirarak
memristorii R,, durumundan R, sy durumuna gegirecek sekilde sinir agina verilmisgtir.
Boylece, o durum i¢in ag c¢iktisimin de8eri 1 degerinden O degerine doniistiiriilerek
hatanin diizeltilmesi hedeflenmistir. Sayici yardimiyla sinir agina verilecek hata
geriliminin olusturulmasi i¢in tasarlanan devre yapisi1 Sekil 4.9°da verilmistir. Agirlik

degisimleri donanim {izerinde yapildigindan in situ egitim yontemi kullanilmistir.
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Sekil 4.9: Devrede kullanilan sayici yapisi.

Devre transient analiz kullanilarak analiz edilmistir. Devreye giris olarak iki farkl
gerilim kaynagindan lojik durum farkliliklarinin tamamini saglayacak sekilde gerilim

verilmigtir.

Ilk iterasyonda hatalarin kodlanmasi yapilmistir. Yapilan analiz sonucunda devrenin
9. iterasyon sonunda XOR fonksiyonunu dogru bir sekilde gercekledigi goriilmiigtiir.
10. iterasyon itibariyle devrede gercek sonug ile ag c¢iktisini kargilagtiran birim,
egitim-test asamasini belirleyen bir giris gerilimi yardimiyla durdurulmus ve devre
egitim durumundan test durumuna gecirilmistir. Bu asamadan itibaren girislere
rastgele degerler verilerek c¢ikis gozlemlenmistir. Cikisin test durumunda da tiim
degerler icin dogru sonucu verdigi goriilmiistiir. Devrenin simiilasyon sonuglar1 Sekil

4.10°da verilmistir.

Literatiirde memristor tabanli sinir aglari ile XOR fonksiyonunun gerceklendigi bagka
devreler de mevcuttur [39, 40]. Bu calisma kapsaminda gerceklenen devre literatiirdeki
devrelere kiyasla memristoriin memristansini devre calisirken degistirmesi acgisindan
onem tagimaktadir. Devredeki sayici sayesinde belirli bir hata oraninda geri besleme
yapilabilmesi de devrenin giiclii yanlarindan bir digeridir. Devre, dokuz iterasyon
gibi kisa bir dongiide XOR fonksiyonunu gercekleyebilmigtir. Devrenin sadece
egitim asamasinin degil test asamasinin da gosterilmesi devrenin literatiirdeki XOR

fonksiyonunu gercekleyen diger devrelerden farkli yonlerinden biridir.
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4.2.2 Cift eslik biti iireteci ve noromorfik devre gerceklemesi

Cift eslik biti iireteci bir bit serisindeki bitlerin toplamini ¢ift sayr yapmak icin bit
serisine eklenecek biti iireten devredir. Ornegin ii¢ bitlik bir seride bitler “001”
seklinde geldiginde bitlerin toplaminin ¢ift olabilmesi icin bu devrenin lojik ‘1’ degeri
tretmesi gerekmektedir. Haberlesme sistemlerinde yaygin bi¢imde kullanilan bu
devre gonderici sistemlerinde bu biti iiretip mesaja eklediginde, alict sistemlerindeki
coziicii devresi ¢ift eslik bitine bakarak bitlerin dogru gidip gitmedigini kontrol
edebilmektedir. Ug bitlik bir sistemde ¢ift eslik biti iireteci devresinin dogruluk tablosu

Sekil 4.11°de gosterilmistir.

L =1L

U BITLIK MESAJ CBITE

URETEC

GIRiS1  GIRiS2  GIRIS3  CIKIS
0 0 0 0
0 0 1 il
0 1 0 1
0 1 i 0
1 0 0 1
1 0 L 0
1 i 0 0
1 14 1 1l

Sekil 4.11: Cift eslik biti tiretecinin dogruluk tablosu.

Cift eslik biti tiretecinin néromorfik devre tasarimi i¢in Sekil 4.12°de verilen ignecikli

olmayan sinir ag1 olusturulmustur.

Sekil 4.12: Cift eglik biti iireteci icin tasarlanan sinir ag1 yapisi.

Olusturulan sinir aginin devre sematigi Sekil 4.13’te simiilasyon sonuglar1 Sekil

4.14’te verilmistir.
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Cift eslik bit iireteci i¢in tasarlanan sinir agi, giris katmaninda 4 noron bulunan,
cikisin ise lojik ‘0’ veya lojik ‘1’ degerini alan bir yap1 olarak kurgulanmistir. Bu
sinir aginda agirlik giincelleme icin XOR fonksiyonu devresinde kullanilan yontem
kullanilmistir. Cift eslik biti iireteci 3 girigli oldugu icin hata kaydeden D flip floplarin
sayis1 8’e cikarilmistir. Bu devrede 68renme orani ve giris katmanindaki noron sayisi
XOR fonksiyonu devresine gore artirildigr i¢in ¢ift eslik biti iireteci i¢in tasarlanan
noromorfik devre 5. iterasyon sonunda tiim degerleri dogru siniflandirabilmistir. 5.
iterasyondan sonra egitim asamasi durdurulmus, test asamasi icin girislere rastgele
degerler verilmistir. Devrenin test asamasinda biitiin girisler icin dogru ¢ikt1 iirettigi
gozlemlenmistir. Literatiirde eslik biti iiretecinin memristdr tabanli sinir aglariyla
gerceklendigi bagka devreler de bulunmaktadir [41, 42]. Bu devrelerde kullanilan
sinaps yapisinda iki memristor bulunmaktadir. Bu ¢aligma kapsaminda gerceklenen
devrede ise sinapslari temsilen bir memristor bulunmakta ve bdylece devrenin
karmagiklig1 azaltilmaktadir. Ayrica tasarlanan devrede hatanin biitiin agirliklara ortak
olarak yayilmasi, 6grenme siirecini literatiirdeki diger drneklere gore daha basit bir

hale getirmistir.

4.2.3 Cift eslik biti kontrol edici ve noromorfik devre gerceklemesi

Cift eslik biti kontrol edici, bir haberlesme sisteminde ¢ift eglik biti iiretecinin iirettigi
bitle beraber gelen bitleri kontrol eder. Eger bitlerin toplamu ¢ift say1 ise haberlesme
dogru gerceklesmistir ve ¢ift eslik biti kontrol edici lojik ‘0’ degeri iiretir. Eger bitlerin
toplam1 tek say1 ise haberlesme hatali gerceklesmistir ve ¢ift eslik biti kontrol edici
lojik ‘1’ degeri iiretir. Cift eslik biti kontrol ediciye ait dogruluk tablosu Sekil 4.15°te
verilmistir. Cift eslik biti kontrol edici i¢in olusturulan ignecikli olmayan sinir ag1 Sekil
4.16’da verilmistir. Sinir aginin LTSpice ortaminda gerceklenen devresinin sematigi
Sekil 4.17°de gosterilmistir. Simiilasyon sonuglar1 Sekil 4.18’de gosterilmigtir. Cift
eslik biti kontrol edici devresinde ilk katmandaki noron sayist 5’e ¢ikarilmistir. 4 adet
giris bulundugundan her bir durum i¢in hata tutan D flip flop sayis1 16’ya cikarilmistir.
Ogrenme oran1 XOR fonksiyonu devresiyle ayni tutulmasina ragmen néron sayisimnin
fazlalig1 gibi etmenlerden otiirii devrenin 3. iterasyon sonunda tiim giris durumlarina
gore dogru ciktilart olusturdugu gozlemlenmistir. 3. iterasyon sonunda egitim
durdurulmus ve test asamasi icin devreye rastgele giris degerleri verilmistir. Bu

durumda da verilen degerler i¢in dogru ciktilarin elde edildigi goriilmiistiir.
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Sekil 4.15: Cift eslik biti kontrol edicinin dogruluk tablosu.
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Sekil 4.16: Cift eslik biti kontrol edici i¢in tasarlanan sinir ag1 yapisi.
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4.2.4 Iris verilerini siniflandiran néromorfik devre gerceklemesi

Iris veri seti, dort girisli ii¢ ¢ikight bir veri setidir. Veri seti iris ciceginin iist yaprak
genigligi (petal width), list yaprak uzunlugu (petal length), alt yaprak genisligi (sepal
width) ve alt (sepal length) degerleri ile bu bilgilere gore simflandirilmus Iris cicegi
tiiriinii belirtmektedir. Iris cicegi verilen bilgilere gore setosa, versicolor ve virginica
adli ti¢ tiirde stmiflandirilmigtir.  Veri setinde dogru sonuglar dnceden bilindigi icin
denetimli 6grenmeye uygundur. Veri setine ait ornek bir siniflandirma Cizelge 4.1°de

verilmigtir.

Cizelge 4.1: Iris cicegi siniflandirmasi.

Alt yaprak uzunlugu (cm) Alt yaprak genisligi (cm) Ust yaprak uzunlugu (cm) Ust yaprak genisligi (cm)  Iris tiirii

5.1 3.5 1.4 0.2 setosa

4.9 3.0 1.4 0.2 setosa

5.8 2.6 4.0 1.2 versicolor
6.7 3.1 4.7 1.5 versicolor
6.3 33 6.0 2.5 virginica
6.2 2.8 4.8 1.8 versicolor
6.4 2.8 5.6 2.1 virginica
5.7 3.8 1.7 0.3 setosa

6.6 2.9 4.6 1.3 versicolor
7.1 3.0 59 2.1 virginica

Iris ciceginin siniflandiriimasi igin tasarlanan sinir ag1 yapisi Sekil 4.19°da verilmistir.
Agin girig katmani 6 ndérondan, c¢ikis katmani ise cicek tiirii sayist olan 3 katmandan
olugsmaktadir. Giris degerleri 0 ile 1 degerleri arasina 6lgeklendirilerek devreye
gerilim olarak verilmisti.  Bunun i¢in tim degerler 10’a boliinmiistiir.  Cikis
katmanindaki cicek tiirleri verisi de denetimli 0grenme yapilmak iizere gerilim
degerlerine doniistiiriilmiistiir. Iris ¢igeginin simiflandirilmast igin tasarlanan sinir ag
devresinin sematigi Sekil 4.20°de verilmistir. Sinir aginin girisine dort deger verildigi
icin hata tutan D flip flop sayis1 16 olarak belirlenmistir. Giris degerleri O ve 1 degeri
arasinda degerler aldig1 i¢in D flip flopta hatalar1 lojik olarak kodlamak i¢in girig

degerleri bir tampon devresinden gegirilerek 1 veya 0 degerlerine doniistiiriilmiistiir.

34






9¢

I3RS UTUISAIASP 1L JIUIS UBURLIESE) UIST ISBWIIPURHIULS 13313 ST (0TH [P[AS

11

0

I

L =

¥ ¥ ¥ ¥

¥ 1§ 1§ [§ ¥ Ly




3 noronlu ¢ikis katmaninda hatalar verilirken bir sayicidan gecirilerek bir 6grenme
oraninda verilmistir. Boylece 68renme sirasinda salinimlarin Oniine gecilmistir.
Cikis katmanindaki memristans de8isimi XOR fonksiyonunda uygulanan degisime
benzemektedir. Ancak burada ¢ikig katmani 3 noronlu oldugu icin her bir ndronun
hatasi, o nérona bagli sinapslar1 temsil eden memristorlerin giriglerine verilen gerilimi
degistirerek memristanslarini degistirir. Giris katmanindaki 6 nérona bagli sinapslari
temsil eden memristorlerin memristanslari ise ¢ikis katmanindaki 3 norondan ayr1 ayri
gelen hatalarin toplaminin giris katmanindaki memristorlerin giriglerine verilmesi ile
degistirilir. Devreye egitim asamasi icin Iris veri setinden rastgele segilen 50 veri ile
egitim yapilmistir. 5 iterasyon sonunda egitim sonlandirilmistir. Bu durumda devre
setosa ve versicolor tiirlerini tamamen dogru siiflandirirken virginica tiiriinde 2 tane
yanlis siniflandirma yapmistir. Bu durumda dogruluk %99 oraninda gerceklesmistir.
Egitim asamasinin her bir tiiriin gercek ¢iktisi ile sinir ag1 ¢iktisini gosteren simiilasyon

sonuclart Sekil 4.21°de verilmistir.

L ITERASY OX L ITERASYON 4 ITERASYON 5 ITERASYON

Visetosa_goroek)

\."w sslcolor_sinke_agl -:Il

Wiviagimica_sini_agi_cikiigi)

T T T T T T T T T T T T T T T T T r T T T
M T8 2% 3 4 = G Ta 88 S 10 11 125 138 T4 1% 163 1T 18 19 2 215 235 20 24a 2%

Sekil 4.21: Iris ¢igegi siniflandirmasi igin egitim asamasi simiilasyon sonuglari.
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5. iterasyon sonrasinda devre test asamasina gecirilmistir. Bu asamada devreye egitim
asamasinda bulunmayan rastgele 15 Iris ¢icegi verisi verilerek sonuglar incelenmistir.
Test asamasinda devrenin verilen verilerden Iris ¢iceklerini siniflandirdig goriilmiistiir.

Test asamasina ait simiilasyon sonuglar1 Sekil 4.22°de verilmistir.

5 ITERASYOXN TEST

Visetosa_garcek)

T K

Wiversicolor_sinkr_agi_cikeisl)

L TUILJUIRU LU L

1.2V

0.6V

0.1 T T T T T T T T T T T
200 20.5s 21.0s 21.5s 2208 22.5s 210w 215 24.08 24 55 25 1 2555 6.0 6 5s

Sekil 4.22: iris cicegi siniflandirmast icin test asamasi simiilasyon sonuglari.

Literatiirde Iris cicegi siniflandirmas1 yapilan memristor tabanli sinir aglari bulunmak-
tadir [42, 43]. Bu devrelerde sinaps olarak memristoriin yani sira bagka elemanlar
da kullanildig1 goriilmektedir. Bu calisma kapsaminda Onerilen memristor tabanli
noromorfik devre yapisinda sinaps olarak sadece memristor kullanilarak Iris cicegi
siniflandirmasi icin devre daha basit bir hale indirgenmigtir. Ayrica literatiirdeki
calismalara gore daha basit bir 68renme kurali uygulanarak daha az iterasyonla dogru

bir siniflandirma sonucuna ulagilmagtir.
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5. SONUC VE ONERILER

Bu tezde, memristor tabanli noromorfik devre tasarimi yapmak i¢in Oncelikle
memristdr modelleri arastinlmig ve yapilacak devre tasarimlari i¢in Yakopcic
memristor modelinin uygun olduguna karar verilmistir  Bu modelin LTSpice
ortaminda devre diizene8i kurularak testi yapilmis ve memristor karakteristigi

dogrulanmistir.

Noromorfik devre tasarimi i¢in ilk Once literatiirdeki Ornek noromorfik devreler
incelenmistir. Noromorfik devrelerin sinaps, noron ve sinir ag1 gerceklemek gibi gesitli
bicimlerinin oldugu goriilmiis ve her biri i¢in ayr1 ayr1 inceleme yapilmistir. Sinaps
icin dort ¢esit memristor tabanli devre bulunmustur. Noron modellerini gerceklemek
icin gelistirilen memristor tabanli devreler incelenmistir. Sinir ag1 devreleri i¢in
ignecikli sinir ag1 ve ignecikli olmayan sinir ag1 arastirilmistir. Ogrenme asamalarin
gerceklestirmek i¢in sinir aglarinda 6grenme tiirleri ve sinir aglarimin donanimsal

gerceklemelerindeki egitim metotlart incelenmistir.

Tasarim agsamasinda memristor tabanli sinaps cesitlerinden tek memristorlii sinaps
devresi ile toplayici, eviren kuvvetlendirici ve aktivasyon devresi kullanilarak ignecikli
olmayan sinir aginda kullanilabilecek bir noron davranisi devresi olusturulmustur.
Olusturulan bu devre kullanilarak cesitli fonksiyonlarin uygulandigr ¢ok katmanli
ignecikli olmayan sinir aglari olusturulmustur. Ignecikli olmayan sinir aglarina
uygulanan bu fonksiyonlar, XOR fonksiyonu, cift eslik biti iireteci ve cift eslik
biti kontrol edicidir. Tasarlanan devrelerin simiilasyon sonuglarinda sinir aglarinin
fonksiyonlarin dogruluk tablolarindaki degerlerini karsiladig1 goriilmiistiir. Ayrica lris

cicegi siniflandirmasi yapilan bir néromorfik devre gerceklenerek analizi yapilmigtir.

Ignecikli olmayan sinir aglar1 tasariminda devre tasarimlar1 yapilirken giic titketimi
gibi performans kriterleri gozetilmemis sadece sinir agina uygulanan fonksiyonlarin
ve smiflandirma probleminin dogru ciktilarin1 alacak sekilde tasarimlar yapilmustir.

Sinir aglarinin temel oOzellikleri olan ¢ikarim ve 68renme Ozellikleri devrelere
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uygulanmustir. Agirlik degistirme islemleri donanim iizerinde yapilmistir. Ogrenme
kuraly, her bir ¢ikti durumunun hatasinin kaydedilmesi ve bu hatanin memristor girigine
verilerek agirligin degistirilmesi seklinde uygulanmistir. Devrelerin bu 6grenme kurali

sayesinde dogru sonuglara ulastig1 gézlemlenmistir.

Literatiirdeki diger calismalarla kiyaslandiginda bir memristorlii basit bir sinaps
yapisinin olmasi, basit bir 6grenme kuralinin uygulanarak az iterasyonla yiiksek
dogruluklu bir egitim gerceklenebilmesi devrelerin avantajlar1 arasindadir. Ayrica
agirlik de8isiminin donanim {izerinde yapilmasi, agirhik degisimlerinin yazilim
modelleriyle yapildig1 diger calismalardan farkli olarak fazladan bir bilgisayar
ihtiyacim1 ortadan kaldirmigtir. Bunun yani sira hata durumlarinin tutulmasi ig¢in
gerekli hafiza elemani (D flip flop) sayis1 giris katmani sayist ile dogru orantili olarak

artacagindan bu durum giris katman yiiksek veri setleri icin dezavantaj olusturabilir.

Sonug olarak bu tezde cesitli fonksiyonlar1 gercekleyen ve simiflandirma yapabilen
memristor tabanli noromorfik devre tasarimlari gelistirilmigtir.  Devreler analiz
edilmis ve literatiirdeki diger calismalarla karsilagtinlmistir Bu devreler cesitli
yonlerle zenginlestirilerek daha karmasik siniflandirma problemlerinin ¢oziimiinde

kullanilabilir.
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