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IKINCI NESIL SAYISAL VIDEO YAYINI (DVB-S2) ILERI HATA
KODLAMA BiRIMi TASARIMI VE GERCEKLEMESI

OZET

Tez calismasi, uydu haberlesme sistemleri araciligiyla yapilan sayisal video
yayinlarinin alici1 tarafinda kulanilan ileri hata diizeltme birimi tasarimi ve
gerceklemesini kapsamaktadir. Bu kapsamda Avrupa Telekominikasyon Standardi
Enstitiisii (ETSI) tarafindan Ikinci Nesil Sayisal Video Yaymi (DVB-S2) icin
belirtilen standartlar géz oniine alinmistir. Alict tarafi DVB-S2 ileri hata kod ¢oziicii
birimi standartlar incelenerek ve daha 6nceki ¢alismalar dikkate alinarak tasarlanmis
ve VHDL kodlar1 yazilarak donanimsal olarak ger¢eklenmis MODELSIM
yardimiyla benzetimleri yapilmis ve MATLAB yardimiyla da dogrulanmastir.

DVB-S2 gibi yiiksek hiz ve biiylik uzunluktaki veriler icin yiliksek basarim saglayan
ve hizli, esnek bir yapi lizerinde durularak oldukca kullanish ve karmasikliktan uzak
bir tasarim gerceklestirilmistir. Literatiirde gegen bir ¢ok farkli yaklasim incelenmis
ve en uygun modellerde karar kilinarak miimkiin oldugunca hizli olmas1 i¢in gerekli
paralellestirmeler yapilmigtir. DVB-S2 standartlarinda uydu sistemleri dijital video
yayimi i¢in kullanilacak ileri hata diizeltme birimi, daha hizli ve daha yiiksek hata
diizeltme performansi saglamak amaciyla ardisil kodlama teknigini igermektedir. Bu
kodlama tiirii, klasik kodlama tiirlerinin seri bir sekilde ard arda baglanmasi ve bir
kodlama tiirtinden ¢ikan verinin digeri igin girdi kabul edilmesiyle olusturulmaktadir.

DVB-S2 i¢in ardisil kodlama yapisi i¢ kodlama ve dis kodlama birimlerinden
olugsmaktadir. Dis kod olarak BCH(Bose-Chaudri-Hocquenghem) kodu i¢ kod olarak
LDPC (Low Density Parity Check) kodu kullanilmistir.

BCH kod ¢6ziiciisii tasariminda hizli ayn1 zamanda kapladigi alan agisindan da az ve
esnek bir yapi olusturulmustur. Disaridan set edilebilen parametrelerle degisik veri
uzunluklarina uyumlu bir tasarim yapilmistir. Hata belirteci(syndrome) hesaplamada
paralel GF carpicilart kullanilirak hizli olmas1 saglanmistir. Anahtar esitlik ¢oziiciide
gecikmenin ve kritik yol beklemesinin(Critical path delay) en az olmasi i¢in RiBM
(Reformulated inverse-free Berlekamp-Massey) algoritmasi kullanilmigtir. Fifo
buiytikliikleri disaridan set edilebilecek sekilde esnek yapilmistir.

LDPC kod c¢o6ziicii yapisinda hizli haberlesme sistemleri i¢in ideal olan belief
propagation yontemi secilmis literatiirden farkli olarak karmasikligr ve kapladigi
alan1 azaltmak amaciyla min-sum algoritmasi kullanilmistir. Tekrar hiz agisindan
verimli olmas1 amaciyla diizenli H matrisi giivenilir bir kaynaktan kenar tablosu
alinarak olusturulmustur. Iterasyon sayisi, mod kodu, veri uzunluklar1 disaridan
girilebilecek sekilde yapilarak hertiirlii(yer ya da hiz) kisit i¢in optimum
ayarlanabilecek bir tasarim olusturulmustur. Gerek hiz gerek yer agisindan bit ve
kontrol noktalart RAM leri 360 bitlik gruplara ayrilarak kismi paralel bir yapi
olusturulmustur. Hesaplanan LLR degerlerinden sadece 2 si tutularak
literatiirdekilere gore yerden kazang saglanmistir. Yumusak karar LDPC kodu
kullanilarak yerden tasarruf saglanmis kodlama performansi artirilmistir.
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Sentez sonucunda BCH kod ¢6ziicii algoritmasi kullanilan Virtex-6 (XC6VLX240T
— 1FFG1156) FPGA de %13 kadar yer kaplamaktadir ve minimum periodu 4.345 ns
olmak tizere maksimum frekans1 230 MHz'dir. LDPC kod ¢6ziiclisiiniin kapladigi
alan ise %45 ve minimum periodu 4.49 ns olmak {lizere maksimum frekans1 222
MHz seviyedindedir. Elde edilen sonuglar diisiiniildiigiinde gerekleri (100MHz
frekansinda) hem kapladigir alan hem de hiz agisindan gerekleri fazlasiyla yerine
getiren bir tasarim yapilmis oldugu goriilmektedir. Herbir modiil islevsel bir sekilde
tasarlanmistir ve bagka amacglarda da kullanilabilecek c¢ok esnek bir yapi
olusturulmustur.

Tasarim her yoniiyle incelenmis, benzetimi ve sentezi yapilmistir. Hem LDPC hem
de BCH bloklar1 FPGA gerceklemesi yapilarak DVB-S2 ileri hata diizeltme birimi
tasarimi tamamlanmigtir.
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DESIGN AND IMPLEMENTATION OF FORWARD ERROR CORRECTION
UNIT FOR SECOND GENERATION DIGITAL VIDEO BROADCASTING
(DVB-S2)

SUMMARY

The need for reliability and efficiency of digital communication systems in recent
years has been growing rapidly. This is because the need for long-distance
communication and data processors increase in speed is needed to increase the
communication speed. Traditional techniques of modulation and audio
communication is generally low data rate and high probability of error.

To ensure reliable communications in noisy environments, low power consuming
error correction codes are used. Adding that extra bit of data transmitted error-
correcting codes to detect and fix the error resulting from the buyer provides a degree
of correction of the well. These codes can increase the reliability of the
communication receiver to increase the rate of correct detection. In this context, there
are various error correction codes. On each of the areas of application of these codes
also provide useful and high-performance.

The ideal error correcting codes for communication systems are still being
investigated by researchers. As it provides the gain of each area covered by error
correcting code, complexity, such as energy efficiency brings constraint.

This thesis, the digital video broadcasting via satellite communication systems at the
receiving end, and in the implementation of the driven unit design includes forward
error correction. In this context, the The European Telecommunications Standards
Institute (ETSI) by the Second Generation Digital Video Broadcasting (DVB-S2)
were taken into account to the specified standards. DVB-S2 standard for many
different applications designed to be a flexible communication protocol. DVB-S2,
MPEG-2 and MPEG-4 (Moving Pictures Expert Group) video standards and
compatible high-definition broadcast service (HDTV) support. DVB-S2 supports
single or multi-pack or a continuous flow of data.

It includes powerful forward error correction (FEC) based on BCH and LDPC
coding. Limits based on the mode of transmission is almost Shannon (Quasi-Error
Free) signal to noise ratio provides an improvement of about 0.7 dB up to 1
dB(AWGN channel). Many types include point sequence (QPSK, 8PSK, 16APSK,
32APSK). Depending on the nature channel adaptive coding and modulation with
channel coding provides error protection (ACM). Receiver DVB-S2 forward error
decoder side, and previous studies have examined taking into consideration the
standards of the unit is designed and implemented in donanim, ModelSim VHDL
code written with the help of MATLAB with the help of simulations made and
confirmed.

High-speed and large-length data, such as DVB-S2 provides a high performance and
fast, flexible structure, with emphasis on the design was quite convenient and
uncomplicated.
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In the literature, many different approaches are examined and the decision-making
them the most appropriate models parallelism is required to be made as quickly as
possible. Digital video broadcasting standard DVB-S2 satellite systems used for
forward error correction unit, in order to provide faster performance and higher error
correction coding technique involves sequential. This type of coding, coding types of
classical repeatedly in a series connection and the other is the data input to the
adoption of an encoding type is created.

As part of the sequential coding BCH(Bose-Chaudri-Hocquenghem) code is used for
outer code and LDPC(Low Density Parity Check) code is used for inner code for
DVB-S2 system.

BCH decoder design fast and flexible at the same time a structure has been
established in terms of the area covered. Compatible with different data length can be
set from outside the design parameters were made. BCH coding is done to protect the
data packet errors that may occur. It is quite systematic and after the encoding of the
data BCH coding bits of information is encoded and added. BCH error correction
coding is applied for t = 12 bit error correction for all short-frame (short-frame) (N =
16,200), 7 of 11 different code types with normal frame (standard frame) (N =
64,800). The remaining four types of code in the normal frame t = 10 or t = 8-bit
BCH error correction coding is applied. t = 12-bit error correction code has 192
parity bits(12x16), t = 10-bit error correction code has 160 parity bits(10x16), and t
= 8 bit parity error correction code produces 128 parity bits(8x16). Error indication
(syndrome) have been quick calculation using parallel GF multipliers. Key equality
and critical path delay to expect solvent to be at least RiBM (Reformulated inverse-
free Berlekamp-Massey) algorithm is used. FIFO sizes were flexible enough to be set
from the outside.

LDPC decoder structure of the belief propagation method that is ideal for high-speed
communication systems, as opposed to the complexity of the selected literature and
min-sum algorithm is used in order to reduce the footprint. LDPC can be fully
expressed by parity-check matrix or by matrix code generator. DVB-S2 standard
describes a method for encoding data therefore matrix is effectively described.
Encoding and decoding operations are performed in a special way so no need to store
the parity-check matrix or the manufacturer matrix. This standard method is defined
as "standardized matrix". This standardized matrices "H" is the so-called parameter
specifies the encoding step of classified and matrices for all DVB-S2, this value is
equal to 360. Again regularly in order to be efficient in terms of speed table on the
edge of the H matrix formed from a trusted source.

In this algorithm, the parity bits and the probability (likelihood) values, like a
message comes back and forth between VN and CN's. The first possibility is the
quality of the values and symbols from the channel with the constellation points
between the Euclidean distances are calculated. Post the log-likelihood ratios provide
a simple arithmetic is passed to the form. Other connected to the CN's been set to
zero according to the indications on the basis of parity equations and VN hostels
expected parity bits are connected to the CN determines.

The parity bits are expected to go along with all the VN's as LLR values. VN keeps
parity bits of these values and use them to update the LLR values, and the cycle
begins again. In this way, the equations of parity bits that are compatible with the
right message corrected the bits with other corrupted bits.
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VN depends on each one of these two LLR value of RAM, and each one holds the
sum of the total coming from CN and VN contains messages from the collectors to
create, combine and output messages and input and output messages that keeps the
registers.

Each CN depends on the RAM and one big iteration, and each of the smaller of the
two LLR value of the input message with the location of input messages with the
sign of the pair holds bits. VN messages will go to any of the LLR value is generated
by reading .

Shift values to be used in the mixing module, the control module and the CN s read
and write addresses for reads from ROM . To move a message to VN , these values
are used directly from the CN . In order to deliver the message to the CN VN in
either direction in order to ensure the flow of data values in the scroll function is
disabled. At the same time the control module delays may occur during all these
operations are waste.

Number of iterations, mode code, making all kinds of data to be entered from the
outside lengths (location or speed) created a design constraint that can be set for the
optimum. In terms of both speed and in the s-bit and 360-bit RAM divided into
groups partial checkpoints created a parallel structure. LLR is calculated according to
the values from just 2 percent gain in the literature have been kept. Using soft
decision LDPC code encoding to save space provided increased performance.

In this study, different from the literature data for different lengths of 21 pieces of the
DVB-S2 standard, the analysis and hardware implementation of the BCH error
correction codes and LDPC codes are made. High-speed and large-length data, such
as DVB-S2 provides a high performance and fast, flexible structure, with emphasis
on the design which was quite convenient and uncomplicated. In the literature, many
different approaches are examined and the most appropriate models are choosen and
parallelised is to make the system quickly as possible.

Examined all aspects of the design, simulation and synthesis is done. BCH and
LDPC blocks as well as DVB-S2 forward error correction unit has been completed
by FPGA design implementation.
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1. GIRIS

Son yillarda sayisal haberlesme sistemlerinde giivenilirlik ve verimlilige olan
gereksinim hizli bir sekilde artmaktadir[1]. Bunun nedeni, uzun mesafeli haberlesme
gereksinimi ve veri islemcilerindeki hiz artistyla birlikte iletisim hizinda artisa
gereksinim duyulmasidir. Geleneksel modiilasyon ve ses haberlesme teknikleri

genellikle diisiik veri hiz1 ve yliksek hata olasilig1 vermektedir.

Giriltili ortamlarda diisiik giic harcayarak giivenilir haberlesmeyi saglayabilmek
i¢in hata diizeltme kodlar1 kullanilmaktadir. Hata diizeltme kodlar iletilen veriye
ekstra bit ekleyerek alicinin olusabilecek hatayr algilamasini ve diizeltilebilir
derecede ise de diizeltilmesini saglar. Bu kodlar alicidaki dogru algilama oranini
artirarak haberlesmenin giivenilirligini artirmaktadir. Bu baglamda ¢esitli hata
diizeltme kodlart vardir. Bu kodlarin herbiri de ilgili uygulama alanlarinda

kullanighdir ve yiiksek basarim saglar[2,3].

Haberlesme sistemleri i¢in en ideal hata diizeltici kodlar hala arastirmacilar
tarafindan arastirilmaktadir[4]. Herbir hata diizeltici kod kazanim sagladigi gibi
kapladig1 alan, karmasiklik, enerji verimliligi gibi bir¢ok kisit1 da beraberinde
getirmektedir[5]. Bu ¢alismada DVB-S2 (ikinci nesil sayisal video yayini) i¢in BCH
(Bose Chaudhuri and Hocquenghem) ve LDPC (Low Density Parity Check) hata
diizeltme kodlar1 incelenmistir ve hata diizeltme kod ¢oziiciileri tasarimi yapilarak
FPGA ortaminda gergeklenmistir. Tasarimin glinlimiiz yliksek hizli vericilerine
karsilik gelecek yiiksek veri hizini saglayacak sekilde hizli, daha sonra olusabilecek
gereksinimlere uyumlu olabilmesi agisindan da esnek bir yapida olmasma dikkat
edilmistir[6].

Ikinci boliimde ilk olarak DVB-S2 hakkinda bilgiler verilmektedir. DVB-S2 ile
DVB-S arasindaki farklardan yola cikilarak gerekliligi 6n plana c¢ikarilmak
istenmistir. DVB-S2 sistem parametreleri olan kaynak kodlayici yapisi, modiilasyon

sekilleri, hata diizeltme kod yapilar1 hakkinda bilgiler verilmektedir[7,8].



Ugiincii  béliimde BCH kodu, kodlayici ve ¢oziicii yapist hakkinda bilgiler
verilmektedir. BCH kodunda kullanilan en temel yap1 birimi olan GF cismi ayrintili
olarak anlatilmaktadir[9,10]. Gergekleme kismina yonelik, tasarimda kullanilan
yontemlere  kisaca  deginilmistir.  Konu  birgok  6rmek  ve  tanimla

desteklenmektedir[11-14].

Dordiincii boliimde LDPC kodu, kodlayict ve ¢oziicii yapist hakkinda matematiksel
ifadelerle teknik bilgiler verilmektedir[15,16]. LDPC kodu kod ¢6zme
algoritmalarindan bahsedilerek genel bilgiler verilmistir[17,18]. Bunlara ek olarak
ornek bir uygulama yapilmis ve konunun daha iyi anlagilmasi saglanmak

istenmistir[19-22].

Besinci boliimde BCH kodu FPGA tasarimi benzetim sonuglari verilmektedir[8-13].
Kullanilan algoritmalar hakkinda kisa bilgilendirmeler yapilmaktadir[12].

Altinci  bolimde LDPC kodu FPGA  tasarimi  benzetim  sonuglar
verilmektedir[23,24]. Kullanilan algoritmalar hakkinda kisa bilgilendirmeler
yapilmaktadir[25]. Bu tez ¢alismasinda Xilinx firmasi tarafindan tretilen Virtex-6
(XC6VLX240T — 1FFG1156) FPGA kullanilmaktadir. Ileriki bir ¢alisma olarak
Xilinx ISE 12.4 ortaminda tasarimi yapilan kod ML605 progranabilir gelistirme karti
tizerinde bulunan Virtex-6 FPGA JTAG yardimiyla programlanarak donanimsal

olarak test edilecektir.

Sonug¢ boliimiinde calismanin gelinen safhasi1 hakkinda bilgiler verilerek bundan

sonra yapilabilecek ¢alismalar tartigilmistir.



2. IKINCI NESIL SAYISAL VIDEO YAYINI (DVB-S2)

Ikinci nesil Sayisal Video Yaymi-Uydu (DVB-S2) standardi ETSI EN 302-307
olarak Avrupa Telekominikasyon Standardi Enstitiisii (ETSI) tarafindan sayisal
video yayin standardi olarak 2005 Mart ayinda yaymlanmistir[3]. Yayinlanan bu
standart modulasyon ve kanal kodlama sistemi hakkinda bilgiler vermektedir. DVB-

S2 de sayisal video yaymninin yaninda, internet gibi interaktif veri servislerine de yer

verilmektedir[7].

DVB-S2 bircok farkli uygulama igin haberlesme protokolii saglayan esnek bir
standart olarak tasarlanmistir[12]. DVB-S2, MPEG-2 ve MPEG-4 (Hareket Eden
Resimler Uzman Grubu) video standartlariyla uyumludur ve yiiksek ¢oziiniirliiklii

yayin servisini (HDTV) desteklemektedir.
DVB-S2 de farkedilen en belirgin 6zellikleri su sekilde siralayabiliriz:

e Tek yada ¢oklu paket yada siirekli veri akisini desteklemektedir.

e BCH ve LDPC kodlamaya dayanan giiclii bir ileri hata diizeltme (FEC)
yetenegine sahiptir. Iletim moduna gore neredeyse Shannon limitlerine
dayanan (Quasi-Error Free) sinyal giiriiltii oraninda yaklasik 0.7 dB’den 1
dB’lere varan bir iyilestirme saglamaktadir[1].(AWGN kanalda)

e Birgok c¢esit isaret dizilimini igermektedir(QPSK, 8PSK , 16APSK ,
32APSK).

e Kanal yapisina bagli olarak hata korumay: saglayan kanal kodlamasi olan

uyarlanabilir kodlama ve modulasyon (ACM) yetenegine sahiptir.

Uydu haberlesmesinde verici tarafinda olusabilecek giiriiltii ve sinyal karigmalarini
engellemek i¢cin DVB-S2 standardi giiglii bir hata diizeltme sunar[11]. Verici
tarafinda hata diizeltme sistemi {i¢ basamaktan olusur: BCH kodlama, LDPC
kodlama ve bit serpistirme[10]. Buna bagli olarak da alic1 tarafinda da sirasiyla bit
ters serpistirme, LDPC kod ¢6zme ve BCH kod ¢6zme islemleri ger¢eklesmektedir.
BCH kod ¢6zme isleminde giren veri bir ve sifirlardan olusan veri dizisidir bu

nedenle ¢ok karmagsik islemlerle ugrasilmaz. Diger taraftan LDPC kod ¢6zme



isleminde giren veri bir ya da sifir degerine sahip oldugunu belirten olasiliklardan
bahsedilir, bu nedenle LDPC kodlama i¢ kod olarak algilanabilir. Bu safthada dis kod
olarak BCH kodlamadan i¢ kod olarak da LDPC kodlamadan bahsedecegiz.
Asagidaki Sekil 2.1'de FEC yapis1 verilmektedir.

DVB-S

L »{  Viterbi Katlamali Reed-Solomon

| »{ (K=7R=1/2) |—»| Ters- (204,188) >><‘
Serpistirme
QPSK
8PSK \
\ >

LDPC > BCH

Delme

y

Bit Ters-
Serpigtirme

.

DVB-S2

Sekil 2.1 : FEC yapisi.
2.1 Dis Kod: DVB-S2 de BCH Kodu

Veri paketini olusabilecek hatalardan korumak icin BCH kodlama yapilir. Bu
kodlama oldukca sistematiktir ve BCH kodlama sonrasinda olusan bilgi bitleri
kodlanmis sekilde veriye eklenir. BCH kodlama t=12 bit hata diizeltme biitiin kisa
gergeve (short-frame)(N=16200) kod ¢esidi ve 11 tane normal c¢ergeve(normal
frame)(N=64800)den 7 tanesi i¢in uygulanmaktadir. Kalan dort normal ¢ergeve kod
cesidi ise t=10 veya t=8 bit hata diizeltme BCH kodlama uygulanmaktadir. t=12 bit
hata diizeltme kodu 12x16=192 parite biti, t=10 bit hata diizeltme kodu 10x16=160
parite biti, t=8 bit hata diizeltme kodu 8x16=128 parite biti iiretmektedir. Veri bit
uzunlugu ile karsilastirirsak ekstra olan bu bitler kisa gergeveler i¢in %1 normal
cergeveler icin ise %0.25 ine karsilik gelmektedir. Bu kodlar i¢in {iretici polinomlar

DVB-S2 standardinda verilmektedir[3].

2.2 I¢ Kod: DVB-S2 de LDPC Kodu

Daha onceden de bahsedildigi gibi DVB-S2 standardi gii¢lii bir hata koruma
saglamaktadir. Bunu da bir¢ok kod ¢esidi ve birgok farkli boyuttaki ¢erceve yapist

i¢in desteklemektedir. iki cesit cerceve uzunlugu desteklenmektedir, bunlar normal



cergeve (N=64800) ve kisa cerceve (N=16200) olarak adlandirilir. Normal ¢ergeve
11 tane kod oranini kisa ¢ergeve de 10 tane kod oranini destekler[9]. Bu yap1 Cizelge

2.1' de verilmektedir.

Cizelge 2.1 : DVB-S2 data uzunluklari.

Normal Cergeve Kisa Cergeve
Nominal Gergek Oran | N K Gergek Oran | N K
Oran
1/4 1/4 64800 | 16200 | 1/5 16200 | 3240
1/3 1/3 64800 | 21600 | 1/3 16200 | 5400
2/5 2/5 64800 | 25920 | 2/5 16200 | 6480
1/2 1/2 64800 | 32400 | 4/9 16200 | 7200
3/5 3/5 64800 | 38880 | 3/5 16200 | 9720
2/3 2/3 64800 | 43200 | 2/3 16200 | 10800
3/4 3/4 64800 | 48600 | 11/15 16200 | 11880
4/5 4/5 64800 |51840 | 7/9 16200 | 12600
5/6 5/6 64800 | 54000 | 37/45 16200 | 13320
8/9 8/9 64800 | 57600 | 8/9 16200 | 14400
9/10 9/10 64800 | 58320

LDPC kod firetici matrisle ya da parite-cek matrisiyle tamamen ifade edilebilir.
DVB-S2 standardi veri kodlamada kullanilacak bir metod tanimlar bu nedenle de
iiretici matrisi efektif bir sekilde tanimlanabilir[4]. Kodlama ve kod ¢6zme islemleri
0zel bir sekilde yapilmaktadir bu nedenle ayrica tiretici matrisleri ya da parite-kontrol

matrislerini  depolamaya gerek kalmaz[26,27]. Bu metod standartta



“standartlastirilmig”(standardized) matris olarak tanimlanmaistir. Bu
standartlastirilmis matrisler "M" diye tabir edilen kodlamada smiflandirilmig bir
basamagi belirten parametreye sahiptir ve biitiin DVB-S2 matrislerinde bu deger 360
a esittir[ 14].



3. BOSE CHAUDHURI AND HOCQUENGHEM (BCH) KODLARI

Bu bolimde GF(2™) Galois cisimlerinden faydalanarak, devresel kodlarm BCH
kodlar1 denen, 6zel bir sinifi incelenecektir. Bu kodun iirete¢ polinomu, GF(2™)
Galois cismindeki kokleri cinsinden belirlenir. GF(2™ )'deki bir primitif eleman a
olsun. 2™ -1 uzunluklu, t —hata diizelten BCH kodunun g(x) tirete¢ polinomu,
a, a, .. .. ,o?tleri kok kabul eden, GF(2) iizerindeki en kiiciik dereceli
polinomdur[10]. (yani (¢/ ) = 0, 1 <i < 2t) Katsayilar1 GF(2)'de bulunan bir p(x)
polinomu ele alinsa; o, GF(2)'nin bir cisim genislemesinde bulunsa, herhangi | > 0
icin o2 nin, p(x) polinomunun bir kokii oldugu bilinmektedir. Bu nedenle, g(x)

polinomunun kéklerinin hepsi a, o7, ... ... , ot ve bunlarin eslenikleridir[11,28].
Oncelikle, sik¢a kullanilacak olan bazi kavramlar agiklanmalidir.

Tamim 3.1. (Primitif Eleman) GF(q) cisminde, bir a # 0 elemaninin mertebesi q —1
ise yani, an = 1 seklindeki en kiigiik pozitif n tam sayist q —1 ise a ya, bir “primitif
eleman” denir.

O zaman, GF(q) nun sifirdan farkli elemanlari, @ nin kuvvetleriyle elde edilir.

Ornek 3.1. GF(7) de,

31=3
32=2
33=6
3t =4
3°=5
36 =1

dir.

Yani 3971 = 3771 = 1 olup, 3 bir primitif elemandir.



GF(2) iizerinde bir p(x) polinomu ele alinsin. p(x) in derecesi m olsun. Eger p(X)
polinomu; GF(2) iizerinde, derecesi m den kiigiik, sifirdan biiyiik bir polinomla

boliinemiyorsa; p(X) e, GF(2) de indirgenemez bir polinom denir[14].

Tamim 3.2. (Primitif Polinom) indirgenemez bir p(X) polinomu ele alinsin. p(x) in
derecesi m olsun. Eger p(x) | xn +1 seklindeki en kiigiik pozitif n tam sayisi n = 2m

—1 ise p(x) polinomuna, bir “primitif polinom” denir[10][29].

Daha genel bir anlatimla; p(X) F [x] g € R, deg p(x) > 1 olan bir p(x) polinomu, Fym
nin bir primitif elemanmin F; iizerindeki minimal polinomu ise p(x) polinomuna, F,

tizerinde bir primitif polinomdur denir.

Ornek 3.2. p(x) = x* + x + 1 olsun. p(x)| x'> + 1 dir. Fakat 1 <n < 15 igin, p(x)

=x"+1 dir.
Bu durumda;
n=15=2%-1 m=4olup, p(x) = x* + x + 1 polinomu, primitiftir.
Ornek 3.3. x*+x3+x?+x+1 polinomu, GF(2) de indirgenemezdir. Fakat
primitif degildir. Ciinkii;
m=4,2*-1=15 ve 5<15 icin,
x*+x3+x2+x+1 | x>+ 1
dir.
Ornek 3.4. x3+x + 1 polinomu, GF(2) de indirgenemezdir. Bu nedenle

E/(x3+x+1)={0,1, x, x?, x3=x+1Lx*=x>+x,x>=x?+x+1,x°=
x2+1}

primitif degildir. Cilink{i;
m=4,2*-1=15 ve 5<15 icin,
x*+ad+xi+ax+1 | xX°+ 1
dir.
Not. Verilen bir m sayisi i¢in, m dereceli primitif polinomlarin sayisi, birden fazla

olabilir.



Tamim 3.3. Derecesi m den daha kiiciik olan F[x] deki tiim polinomlarin kiimesi,

F™ [X] olarak tanimlanir. F™deki her bir sozciik, F(™ [x] deki bir polinoma karsilik

gelir.

Ornek 3.5 h(x) =1+ x + x* polinomu ele alinsm. GF(22) de (1101)(0101)
¢arpiminin sonucunu bulalim.

(1101)(0101)«>(1 4+ x + x3 )(x + x3)

=x 4+ x% 4+ x3 4+ x®

x=x +x2+x3+x% mod (1+x+x*) bulunur.

Bu nedenle (1101)(0101)=0100 « x “ tir.

Ornek 3.6. Carpmanm tanmmi ile h(x) =1+ x + x3 primitif polinomunu

kullanarak,GF(23) cismini kuralim.

Sozcik x; mod h(x)
100 1

010 x

001 x?

110 x3=1+x

011 x*=x + x?

111 x5=1+x + x?
101 x6=1+x2

Tabloya gore
(110)(001)«>(1 + x) x?

3x2

X

x5

=1+ x + x? (mod(h(x))) olarak bulunur.
Dolayisiyla sonug 111 e esit olur.

Ornek 3.7. p(x) = 1 + x + x* polinomunu kullanarak, GF(2*) cismini kuralim.



p(x) = 1+ x + x* polinomunun, GF(2) iizerinde primitif bir polinom oldugu
bilinmektedir.
p(e) =1+ a+a* =0
dir. Buradan,a = 1 + o&* esitligi kullanilarak, GF(2*%) cismi kurulabilir.
Ornegin;
o =ad* =(1+a)=a+ad®
C=dd=d(l+a)=a+

dir. Islemlere bu sekilde devam edildiginde, p(x) = 1 + x + x* ile iiretilen GF(24)

in elemanlari, asagidaki Cizelge 3.1 'de verildigi gibi bulunur.

Cizelge 3.1 : GF(2*%) elemanlari.

Binary Polinom a katsayisi
0000 0 -
1000 1 1
0100 a o
0010 o? o?
0001 o3 ol
1100 1+a ot
0110 o+ o? a’
0011 o+ o o
1101 1+o+ad o’
1010 1+ a? o8
0101 o+ ol o’
1110 1+ o+ o? al?
0111 o+ a® +ad oll
1111 1+a+0? +ad al?
1011 14+ 0% +ad all
1001 1+ o3 al?

BCH kodlarinin kurulumunda minimal polinomlar, biiyiik 6nem tasimaktadir.

Bu nedenle, minimal polinomlar1 ayrintili olarak incelemek, yararli olacaktir.

3.1 Minimal Polinomlar

GF(2™) nin sifirdan farkli 2™~ elemani, 2™ 1+1 X in tiim koklerini olusturur.
GF(2™) nin 0 elemani, X polinomunun kokii oldugundan, GF(2™) nin elemanlari,
x2""" +1 polinomunun tiim kéklerini olusturur[30]. Buna gdre GF(2™) nin herhangi

bir B elemanu, x2" 41 polinomunun bir kokii oldugundan; B , GF(2) iizerinde,
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derecesi 2™ den kiigiik olan bir polinomun kokii olabilir. ¢ (x) , GF(2)tizerinde ¢ (B
) = 0 seklindeki en kiigiik dereceli polinom olsun.(Bunun, bir tek oldugu bellidir.) Bu

¢ (x) polinomuna, B nin “minimal polinomu”denir[10].

Ornegin; GF(2™) nin 0 1nm minimal polinomu X, 1 inin ise x +1 dir.

Minimal polinomun o&zeliklerine gegmeden Once, eslenik kavramini inceleyelim.
Eger B, p(x) in bir kokii ise (B , GF(2) nin genislemesi) , le nin de p(x) in bir kokii

oldugu bilinmektedir. Bu le elemanina, B nin bir eslenigi denmektedir. Boylece [

nin tiim eslenikleri, GF(2™) nin de elemanmidirlar ve ayn1 zamanda p(X) in kokleridir.

Ornek 3.8. p(x) =1+ x3 +x* +x° + x® polinomunun bir kokii o tiir ve o,

GF(2*) iin elemanidir. Bu, asagidaki yolla kolaylikla gosterilebilir:
p(a®) =1+ a'? + a'® + ?° + **
=1+ a?+ad* @ +a*e® +
=1+a?+Q+2)? +(1+2)® +(1+ 3 )A°
=1+ad?+2 +a+a®+°+ '’ + o'l
=1+l+a++f+P+a++Z+ F+1+a+P+1 +oF+a°
=0
a* tin eslenikleri asagidaki gibidir;
(@) =P,
(a4)22 = atf,
(@ = = &2,
Ornek 3.9. Ornek 3.7 de p(x) = 1+ x + x* polinomu kullanilarak, GF(2*)
cismini kurmustuk.
p()=1+a+a*=0
oldugundan o, &® ve & in minimal polinomlari sirasiyla,
o;(x)=1+x+x*

Ps(x) =1+x+x%+x3+x*
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ds(x) =1+ x +x?
dir. Bunlarin nasil elde edildigini kisaca agiklayalim.
Biliyoruz ki, GF(2™) de bir B elemaninin minimal polinomu ¢ (X) oldugunda,

B2°= B seklindeki en kiigiik tam say1 e ise

e—1

00 =] e+

i=0
dir.
B =c? alalim. B nin eslenikleri,
2= o
822: 2
823: 24 = P
dir. Minimal polinomu,

d(x) = (x+ A)(x+ ) (x + ) (x + o)
olur.
Gerekli carpimlar yapilinca,

dx) =x*+x3+x*+x+1

polinomu elde edilir.

Teorem 3.1. GF(2™) nin bir elemani, o # 0 olsun. ¢,(x) , o nin minimal polinomu

olsun. Bu durumda,
(i) d,(x) , F iizerinde indirgenemezdir.

(if) p(x) , F tizerinde herhangi bir polinom ise p(a. ) = 0 dir. O zaman ¢,(x) , p(X)

polinomunun bir ¢arpanidir.

(iii) Minimal polinom tektir.

(iv) d,(x) minimal polinomu, 1 + x2™~1in bir ¢arpanidr.

Teorem 3.2. ¢, (x) minimal polinomu ile GF(2™ )de bir eleman o olsun. Bu

durumda {o, 0.2, a4,..., & ~1} a kiimesi, ,(x) polinomunun tim kéklerinin
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kiimesidir.

&, (x) polinomunun derecesi,

| {o, 0z, as,.., 2 1}

dir.

Ornek 3.10. p(x) = 1 + x + x* polinomu ile iiretilen GF(2™) cismindeki tiim

elemanlarin minimal polinomlar1 asagidaki Cizelge 3.2 de verilmistir.

p(x) =1+ x +x* polinomu ile iiretilen GF(2*) cismindeki tiim elemanlarin

minimal polinomlar1 Cizelge 3.2 'de verilmistir.

Cizelge 3.2 : GF(2*) elemanlar1 minimal polinomlari.

Eslenik Kokler Minimal Polinomlar
0 X
1 14+ x
a,az,a,as 1+ x+ x*
a3, b, d, at? 14+x+x%+x3 +x*
o, at® 1+x+x2
o, ol o3, ot 14+ x3 + x4

Ornek 3.11. o. = £, £°€GF(2) in minimal polinomu, ¢s(x)olsun. Zira,

{a, 2, o o} ={F°, p°}
dir.

&5 (x) polinomunun kokleri ﬁ‘s ve S elemanlaridir.

Dolayisiyla,
deg(ds(x)) = 2

dir.

Bu nedenle,

$s(x) = ag, a;x, ax?
O:a01+a1/5’5+a2ﬁ10
= ay(1000) + a,(0110) + a,(1110)

dir.
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ay=a,=a, =1
ve
ds(x) =1+ x +x?
dir.
3.1.1 GF(2™) 'de Aritmatik Islemler
Bu bolimde BCH kodlamasinda da faydalanacagimiz GF(2™)'de aritmetik

islemlerden bahsedecegiz. Donanim implemantasyon tarafinda da sonlu bolge

islemleri kullanilmaktadir[11].

3.1.1.1 GF(2™)'de Toplama/Cikarma Islemi
GF(2™) 'de a ve b olmak iizere iki elemanin toplama ve ¢ikarma islemleri polinom
toplama ve c¢ikarma islemleri olarak yapilmaktadir. Bu polinomlarin katsayilari
GF(2) tizerinde tanimlanmistir[10]. GF(2™) 'de toplama islemi a ve b vektorlerinde
bit bit XOR islemine karsilik gelmektedir[11].

3.1.1.2 GF(2™)'de Carpma Islemi

GF(2™)'de a ve b olmak {izere iki elemanin ¢arpma islemini yapabilmek i¢in
derecesi m olan indirgenemez bir polinom se¢ilmelidir[31]. Farkli segilen polinomlar
farkli islemleri de beraberinde getirir ancak sonugta ayn1 degerler elde edilir. Carpma
islemini anlamak i¢in P(x) GF(2)'de tanimli m derecesinde indirgenemez bir
polinom olsun, p,, ve p, degerleri de 1’ e esit diyelim. a ve b polinomlarinin
GF(2™)'de ¢arpim sonucu c¢=a.b, c(x)=a(x)b(x) mod(p(x)) islemi
yapilarak elde edilir. Carpma isleminin donanim mimarisi iizerine Mastrovito’nun

1991 yilindaki tezi 1yi bir kaynak olarak ele alinabilir.

3.1.1.3 GF(2™)'de Carpma Islemi Donamim Implemantasyonu

1971 yilinda Laws and Rushforth hiicresel-array carpiciy1 yayinladilar [32]. Bu array
oldukca anlasilir ve zaman yerine uzayda carpma islemlerini yerine getiren bir
¢oziim yolu olarak diisiiniilebilir. Hiicresel-array carpicinin blok semasi1 Sekil 3.1 'de

Sekil 3.2 'de de hiicre yapis1 goriilmektedir.
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851 Ama Bm3 2y

b, | cellm=Ij cellm—1j cellm—1j | o . | ccllm-10 Bow Num m—1
»
A_IN 7
» ¥
- FB_IN FB_OUT R
. cellij B IN cellij B_OUT cellij cellil) Bow Num m—2
- I = —
Y
A A_OUT g *
» s
-
cellij cellij celli | e ——]  celliD Row Mum m—3
b —

! | ! -

R I |

" celllj celllj celllli | o | ccDOD Bow Num 0
b —_—
* » * »
Sekil 3.1 : GF(2™)'de hiicresel-array ¢arpict blok semasi.
B_OUT
A_OUT
r A
.-*'L_]N [ f
B_IN _ S
L Y
P. _
1
FE_IN
_ FB_OUT

Sekil 3.2 : GF(2™)' de hiicresel-array ¢arpicinin hiicre yapisi.

3.2 BCH Kodlari

1960 yilinda R. C. Bose ve D. K. Ray-Chaudri ile bunlardan bagimsiz olarak 1959

yilinda A. Hocquenghem tarafindan bulunmustur[14]. Bu nedenle, Bose-Chaudri-
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Hocquenghem’in isimlerinin bas harfleriyle, yani BCH ile isimlendirilmistir. BCH
kodlari, devresel kodlarin 6nemli bir sinifin1 olusturmaktadir[12]. Uygulama alani

oldukca genistir.

Oncelikle, anlasilmasi giicliik gdsteren ve BCH kodlarmin minimum mesafesi i¢in

oldukga 6nemli olan, “tasarlanmis mesafe” kavrami agiklanacaktir[15].

3.2.1 Tasarlanmms Mesafe

BCH kodlarmin kurulusunda 6nemli bir problem, kodun boyutu k ve minimum d
mesafesinin belirtilmesindeki gii¢liiktiir[33,34]. Tasarlanmig mesafe, gercek d
mesafesi hakkinda verilen bir alt sinirdir. Bu alt sinirin, yani “tasarlanmig mesafenin”

bilinmesi, olduk¢a yararli olmaktadir.

Ornegin, bir devresel kod verilmisse ve onun iirete¢ polinomunun d —1 elemanl bir
kok dizisine sahip oldugunu (ki bunlar, verilen bir kokiin ardisik kuvvetlerinden
olusmustur.) gosterebilirsek, o zaman kodun minimum mesafesi, en azindan d dir. Bu

sinir, sézkonusu kodun tipi géz oniine alinmaksizin, BCH sinir1 olarak diisiiniiliir.

Daha acik bir anlatimla; t —hata diizelten BCH kodunun minimum mesafesi, en az 2t
+1 dir. Bu, daha sonra bir teorem olarak ispatlanacaktir. Buradaki 2t +1 mesafesi,
cogunlukla t —hata diizelten BCH kodunun tasarlanmis mesafesi olarak adlandirilir.
Bir BCH kodunun gercek minimum mesafesi, tasarlanmis mesafeye esit olur veya
olmayabilir. Gergek minimum mesafenin, tasarlanmis mesafeye esit oldugu birgok
durum var olmasma karsin; ger¢ek minimum mesafenin, tasarlanmis mesafeden

bliyiik oldugu durumlar da vardir.

Tamm 3.4. b, negatif olmayan bir tam say1 ve a € Fym , birimin n. primitive kokii
olsun. Burada m, g nun (modiil n ) e gore carpimsal mertebesidir. F, lizerinde n

uzunluklu ve d tasarlanmis mesafeli (2 < d < n) olan bir BCH kodu, iireteg

polinomun o, 11, ... ... , 0?42 kokleriyle tanimli bir devresel koddur. b = 1 ise

BCH kodlar1, “Dar anlamda BCH kodlar1” olarak adlandirilan kodlara karsilik gelir.

n = q™ — 1 ise BCH kodlar1, “primitif” olarak adlandirilir. n = q —1 ise F, {izerinde

n uzunluklu bir BCH kodu, “Reed-Solomon Kodu” olarak bilinir.
Teorem 3.3. Tasarlanmis mesafesi d olan bir BCH kodunun minimum uzakligi

en az d dir. Buradan, kodun minimum uzakliginin an az d oldugu goriiliir.
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3.2.2 BCH Kodunun Kurulusu

Herhangi m > 3 ve t < 2m-1 pozitif tam sayilar ele alinsin. Bu durumda,
Sozciik Uzunlugu n=2m-1

Eslik-Denetim Sembolleri Sayis1  :n—k<mt

Minimum Mesafe tdmin =2t + 1

parametrelerine sahip ikili (binary) BCH kodu mevcuttur. Bu kod, t veya daha az
hatay1 diizeltebilir. Bu nedenle, t —hata diizelten BCH kodu adini alir. Bu kodun

tirete¢ polinomu, GF(2™) Galois cismindeki kokleri cinsinden belirlenir.

GF(2™ ) deki bir primitif eleman o olsun. 2™ -1 uzunluklu, t —hata diizelten BCH
kodunun g(x) iirete¢ polinomu, ¢, &7, ... ... , o?tleri kok kabul eden, GF(2) iizerindeki
en kiiciik dereceli polinomdur. (yani (¢! ) = 0, 1 <i < 2t) Katsayilar1 GF(2) de

bulunan bir p(x) polinomu ele alinsa; o, GF(2) nin bir cisim genislemesinde bulunsa,

herhangi | > 0 i¢in o2 nin, p(x) polinomunun bir kokii oldugu bilinmektedir. Bu
nedenle, g(X) polinomunun koklerinin hepsi «a, &, ... ... ,a?t  ve bunlarm
eslenikleridir. ¢ nin minimal polinomu ¢;(x) olsun. O zaman g(x) polinomu;

b1 (x), P2 (x) .., P2 (x) polinomlarnin en kiigiik ortak kati olur. Yani,

g(x) = ekok{ &1(x), (%), ..., b2 (x)} (3.1)
dir.
Eger i bir cift say1 ise,

i=i'2 (3.2)
seklinde yazilabilir. Burada i "bir tek say1 ve | > 1 dir.
O zaman,
o = (')

ifadesi, o'’ niin bir eslenigidir. Boylece de o' ve o elemanlar, ayni minimal

polinoma sahiptir. Yani minimal polinomlar,

i (x) = P;, (x) tir.

Boylece,
&R, Q. O (3.3)
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dizisinde o nin her bir ¢ift kuvveti, dizide kendinden 6nce gelen tek kuvvetli

elemanla ayni minimal polinoma sahiptir.

Boyle olunca, (3.2) ile verilen 2™ —1 uzunluklu t —hata diizelten ikili (binary) BCH

kodunun g(x) tireteg¢ polinomu,

g(x) = ekok{ d1(x), do(x), ..., Poe (x)} (3.4)
ifadesine indirgenir.

Herbir minimal polinomun derecesi m veya daha az olduguna gore, g(x)
polinomunun derecesi en fazla mt ye esit olabilir. Yani, n — k olan eslik-denetim
sembollerinin sayisi en fazla mt olabilir. n — k y1 saymak igin basit bir formiil yoktur.
Fakat, eger t kiiglikse, kesinlikle n — k = mt olur. Yukaridaki gibi tanimlanan BCH
kodlarina, primitif (veya dar-anlamda) BCH kodlar1 denmektedir. (3.4) ten dolayz,
2™ —1 uzunluklu tek-hata diizelten BCH kodu,

9(x) = d1(x)
ile Uretilir.
GF(2™ ) nin primitif elemant a oldugundan; ¢,(x) polinomu, derecesi m olan
primitif bir polinomdur. O zaman 2™ —1 uzunluklu, tek-hata diizelten BCH kodu, bir
Hamming kod adini alir.

Ornek 3.12. g = 2, n = 15 ve d = 4 olsun. Bu durumda x* + x + 1 polinomu, GF(2)
lizerinde indirgenemezdir ve x*+x+ 1 in kokleri, GF(2* ) iin primitive
elemanlaridir. Koklerden biri a ise bu durumda o2 de bir koktiir ve o2, (x* + x3 +
x% 4+ x + 1) polinomunun bir kékiidiir. Bu nedenle d = 4 olacak sekilde dar anlamda
bir BCH kodu, g(x) = (x* + x + 1)(x* + x> + x? + x + 1) ile iiretilir. Ustelik g(X)
polinomu, d = 5 olacak sekilde bir BCH kodu i¢in iiretectir. o, (x* + x + 1) in bir
kokiiydii. Bu kodun boyutu,

15- deg(g(x)) =7
dir.

Ornek 3.13.n =31, m=5,q =2, d =8 olsun. o, GF(2%) in bir primitive eleman

olsun. o nin minimal polinomu, (X —a )(X —a?)(X —a*)(X —a®)(x —a!®) dur.

Ayni yolla ¢3(x) polinomunu da buluruz. Fakat,
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ds(x) = (x — a®)(x — a'®)(x = a**) (x — a®) (x — a'®) = dq(x)
tir.

9(¥); d1(x), d1(x), d3(x), ds(x), b7 (x) ve dpg(x)polinomlarmmn, en kiigik ortak
katidir. Buradan, tasarlanmis mesafesi 8 olan bir primitif BCH kodunun minimum

uzakliginin, en az 11 oldugu goriiliir.
Ornek 3.14. Ornek 3.7 de p(x) = 1 + x + x* polinomu kullanilarak, GF(2%)

cismi kurulmustu. a , bu cismin bir primitif elemani idi. Bu polinom igin, n = 2% -1 =
15 uzunluklu iki-hata diizelten BCH kodu, g(x) = ekok{ ¢, (x), d5(x)} polinomu

ile tretilir.
Ornek 3.1.2 de o, & ve & elemanlarinin minimal polinomlar1 sirasiyla,
d;(x) =1+x+x*
Ps(x) =1+x+x%+x3+x*
bs(x) =1+ x + x?
idi. ¢4 (x) ve d3(x), iki farkli indirgenemeyen polinom oldugundan,
g() = ($1(0)) (b3 (x))
=(1+x+x)A+x+x%+x3+x%)
=1+x*+x®+x7 +x8
olarak bulunur.

Sézkonusu kod, 5 min d > olan (15, 7)-parametreli devresel bir koddur. Ureteg

polinomu, 5 agirlikli bir kod polinomu oldugundan, minimum mesafe kesinlikle 5 tir.
Ug-hata diizelten 15 uzunluklu BCH kodu ise,
g(x) = ekok{ &1 (x), d3(x), ds(x)}
=1+x+x?+x*+x5+x8+x1°
polinomu ile iiretilir.

Bu kod, (15, 5)-parametreli bir devresel koddur. mind > 7 dir. Fakat {ireteg

polinom 7 agirlikli oldugundan, minimum mesafe kesinlikle 7 olarak bulunur.

Teorem 3.4. Herhangi bir m > 4 tam sayisi igin k = 2™—2m —1 boyutlu,
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n =2™—1 uzunluklu iki-hata diizelten bir BCH kodu ve d = 5 uzaklikli
g(x) = d1(x)P,(x) iireteg polinomu vardir.

3.2.3 n=63 I¢in Tiim BCH Kodlariin Olusturulmasi
p(x) = 1+ x + x® primitif polinomu kullanilarak GF(2° ) Galois cismi kolaylikla

kurulabilir.

e p(a) =1+ a+ a® almarak GF(2° ) nin elemanlarin1 o nin kuvveti

olarak, polinom olarak, siral1 6 l1 olarak yazalim.

p(x) = 1 + x + x® primitif polinomu kullanilarak olusturulan GF(2°) nin elemanlar

Cizelge 3.3 'te verilmistir.

Cizelge 3.3 : GF(2°) elemanlari.

o nin Kuvveti o Cinsinden Polinom Olarak Binary
0 0 000000
1 1 100000
o o 010000
o? o 001000
a o 000100
ot ot 000010
s s 000001
o 1+« 110000
o a+ o? 011000
o o+ 001100
o @+ ot 000110
ot ot + o 000011
att 1+a+ 110001
ot? 1+ &2 101000

ot a+ o 010100
ot o+ ot 001010
at® 2+ 000101
ot 14+ a+ a4 110010
o’ a+ o+ o 011001
o'® 14+ a+ A+ 8 111100
ot? a+ o+ + ot 011110
?° +a+d+a 001111
o?1 l+ta+dl+ad*+ 110111
o?? 1+ +d*+ 5 101011
3 1+ +a° 100101
ot 1+ ot 100010
a?® a+ o 010001
a?° 14+ a+ & 111000
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Cizelge 3.3 (devam) : GF(2°) elemanlar.

o a+ o+ o 011100
o?8 &+ B+ ot 001110
o?° &+ o+ o 000111
a0 1+a+ad*+ 110011
ot 1+ + 8 101001
a3 1+ 8 100100
o33 a+ ot 010010
ot &+ o 001001
a3 1+a+ 110100
a3 a+ o + ot 011010
7 & +add+ 001101
o8 1+a+ad®+ ot 110110
o0 at+dt+d+ 8 011011
o l+a+d+2+d° 111101
ot 1+ +3+o* 101110
o*? a+tdd+dt+ 8 010111
o' 1+a+d +d +d° 111011
oAt 1+ az + B + a5 101101
e 1+ 2+ 100101
s a+ ot +ad° 010011
7 1+a+d?+d° 111001
o8 1+ 2+ A8 101100
o a+ o + ot 010110
50 Pttt 001011
o0l l+at+d+a 110101
o°? 14+ & + ot 101010
o3 a+ad+a 010101
ot 1+a+d®+at 111010
o> at+d*+add+a 011101
o 1+a+d?+a+at 001001
s a+dP++dt+ 110100
o8 l+a+dl+P+ad*+o° 111111
o> 1+ +P+t+ L 101111
a°° 1+a’ +a*+ad° 100111
ot 1+ d* 4+ ° 100011
ab? 1+ 100001
a3 1 100000

e GF(2°) daki elemanlarin minimal polinomlari, gizelge 3.4 'te

verildigi gibidir:
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Cizelge 3.4 : GF(2°) elemanlar1 minimal polinomlari.

Elemanlar

Minimal Polinomlar

a, &, o, o, at®, oP?

14+ x + x°

2B, a8, o2, P, o8

14+x+x*+x*+x°

0!5, 0{10' 0!20, 0640, a17, a34

1+x+x*+x°+x°

0(7, 0(14, 0!28, 0656, a4-9, a35

14 x3 4+ x°

a2, '8, a°

1+x*+x°

6{11, 6{22, a4-4’ 0525, 0{50, a37

1+ x2+x3+x¥+x54x°

a13, a26, 6{52, 0(41, 0(19, a38

1+x+x3+x*+x°

0(15, 0!30, 0(60, C{57, C{51, 0£39

1+ x%+x*+x°>+x°

!, o*? 14+ x + x?

o, o*, &, a8, a3, o 1+x+x*+x°+x°
o?’, o, a* 14+x+x°
2, o, 0, °, o°, o 1+ x5+«

O halde, n=63 uzunluklu tiim ikili primitif BCH kodlarinin parametreleri

ve lirete¢ polinomlari, asagidaki gibidir.

n =63 uzunluklu tiim ikili primitif BCH kodlarinin parametreleri ve lireteg

polinomlar1 Cizelge 3.5 'te verilmistir.

Cizelge 3.5 : n=63 uzunluklu ikili primitif BCH kod parametreleri.

n| k t g(x)

63|57 |1 gl(x)=1+x+x6
51 |2 g2(x) =1 +x+x9)1+x+x*+x* +x°)
45 |3 gz3(x) = (1 4+ x +x%2 + x° + x%) g,(x)
39 |4 ga(x) = (1 + x3 + x%) g5 (x)
36 |5 gs(x) = (1 + x% + x3)g.(x)
30 |6 ge(x) = (1 + x% + x3 + x° + x®) g (%)
24 |7 g7(x) = (1 +x+x%+x*+x%)gs(x)
18 |10 G1o(®) = (1 4+ x% + x* + x> + x%) g, (x)
16 |11 g11(x) = (1 +x+x%)g50(x)
10 |13 g13(x) = L+ x+x* +x° +x)g54(x)
7115 g1s(x) = 1+ x+x%)g53(x)

t-hata diizelten, n = 2m

anlasilacag1 gibi, her kod polinomunun kokleri ¢, a2, ..., &2t ve bunlarin

eslenikleridir.

v(x) = vy +vx+ -+ v qx

—1 uzunluklu bir BCH kodunun tanimindan da

Katsayilar1t GF(2) den alinan,

n-1
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polinomu ele alinsin.
Eger v (X) polinomu,

a, .., a*tyi  kok kabul ederse, v (X) polinomu, @« d?...,a*nin
b1 (x), P2 (%), ..., o (x) minimal polinomlartyla boliinebilir. Ciinkii, 6rnegin v (X)

polinomu, ¢, (x) ile boluniirse,
v(x) = ¢1(x)q(x) +r(x), degr(x) < degd,(x) (3.5)
olur.
Denklemde a yerlestirilerek,
v(a) = d1()q(a) + r(e) elde edilir.

v(@) = ¢1(a) =0

oldugundan,
r(a ) = 0 elde edilir.

Eger r(x) # 0 ise degr(x) < degd;(x) olmalidir. Bu ise ¢,(x) in tanmimina
aykiridir. Yani, ¢;(x) in minimal olusuna aykiridir. Dolayisiyla, r(x) = 0 olmak

zorundadir.

Sonug olarak, ¢4 (x)|v(x) bulunur. Digerleri de benzer tarzda gosterilebilir.

b1 () |v(x), d,(x)|v(x), ..., ten &4 (x), d,(x), ....., &, (x) lerin en kiiglik ortak kati

da v(x) polinomunu boler.

g(x) = ekok{ b1 (x), b (x), ..., b (x)}  olup g(x) iireteg polinomu, v(X)
polinomunu béler.Béylece v (X) , bir kod polinomudur. Buradan yararlanilarak,

n = 2™ — 1 uzunluklu, t —hata dizelten BCH kodu tanimlanabilir:
Ikili bir
v = (Vo, V1, r Un_1)
stral1 n — lisinin bir kodsozciigii olmasi i¢in gerek ve yeter kosul,
v(x) = (Vg, 11X, oor, V1 x™ 1)

polinomunun
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a, a?, ..., %t
leri, kok kabul etmesidir.
Bu tanim yardimiyla, kodun minimum mesafesi de kolaylikla belirlenebilir:
n = 2™ — 1 uzunluklu, t —hata diizelten bir BCH kodunun bir kod polinomu,
v(x) = (Vg, V1X, oo, V1 x™ 1)

olsun. 1 <i < 2tigin ¢; elemani v (X) polinomunun bir kokii oldugundan,

v(dd) = (vo + v + V0% + -+ v V) =0 (3.6)
olur.
[ 1]
| o I

(Vo, V1, s V1) | 02 |20, (1<i<2t) (3.7)
la(rll.—.l)i
ise (Vg, Uy, o) Vp—q) ile (1, o, &%, ..., a™ PP i¢ carpiminin 0 olmast demektir.

Biitiin bunlar biraraya getirildiginde H matrisi su sekilde yazilabilir;

1 « A B .t
1 2 ()2 (?)? . (az)n-ll
1 (@)? (@) = (@)

[
|
H=|
[ t (az‘t)Z (aét)3 (a2f.)n—1

(3.8)

gibi 2t x n matris elde edilir. Bu matriste (¢®)?dendiginde; 3. satir, 3. siitun elemani
anlasilir. Yani (&)’ elemani; i. satir, ( j +1). siitun elemanidir. O zaman (3.8)

esitliginden dolay1,
v = (Vy, V1, er Vn_q)
bir kodsozciigii ise t-hata diizelten BCH kodunda,
v.HT =0 (3.9)
olur.

Diger yandan, eger v = (v, Vy, ..., Vy—q) strali n — lisi, v.HT = 0 kosulunu, yani
kosul (3.7)’i saglarsa, (3.5) ve (3.6)’den dolayi, 1 < i < 2t i¢in a i ler, v (X)

polinomunun kokii olurlar. Boylece de v , t —hata diizelten BCH kodunun bir
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kodsozciigii olur. Boylece sdzkonusu kod, H matrisinin null (sifir) uzayidir. Burada
H, kodun eslik-denetim matrisidir. Eger i ve j degerleri (pozitif tam sayilar) i¢in
o, ofnin bir eslenigi ise,

v(d) =0 v(a) =0 (3.10)

dir. Bunun anlami; v = (vg, V4, ..., Up—1)ile H nin i. satirinin i¢ ¢arpimu sifir ise, v ile
H nin j. siitununun i¢ ¢arpiminin sifir olmas1 demektir. Bu nedenle, H nin j. satir1

atilabilir. O zaman (3.8) ile verilen H matrisi,asagidaki sekle indirgenmis olur:

[ 1 «a o of ot
| 1 & ()2 (B)3 v (T I

H=|1 @ (@) (@)P (@ | (311)
ll a2;—1 (a2t:—1)2 (aZt:—1)3 (a2t—:1)n—1J

olur. Burada j ile, &/nin eslenigi olan ¢/ deki j anlatilmaktadir. Ayrica belirtilmeli ki;
H deki elemanlar, GF(2™ ) nin elemanlaridir. GF(2™ ) deki her eleman, GF(2) deki
elemanlarin sirali m — lisi olarak yazilir ve siitunlara yerlestirilirse, kodun bir binary

eslik-denetim matrisi elde edilir.

Bunu asagidaki 6rnekle agiklayalim:

Ornek 3.16. n = 2:—1 = 15 uzunluklu, ¢ift-hata diizelten BCH kodu ele alinsin.
Bu, bir (15, 7)-koddur. GF(2*) te primitif bir eleman a olsun. Eslik-denetim
matrisi,

H=[1 a & £ &t L oL .. a“]
1 & & & o? o o ... a*?

olur.
a'® = 1 oldugu bilindigine gore, siitunlardaki elemanlarin sirali-dortliiler
halindeki gosterilisleri H de yazilirsa, kodun binary eslik-denetim matrisi elde

edilir. (1% = 27 = o*?)v.b. (mod n)

3.2.4 iki-Hata Diizelten BCH Kodunu C6zmek

BCH kodlart i¢in genel kod ¢6zme algoritmasi asagidaki gibi tanimlanabilir:
Gonderilen Kod Polinomu : w(X)

Alinan Polinom - v(X)
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Hata Polinomu s e(x)
olsun.
Dolayisiyla,
v(x) = wkx) + e(x) (3.12)
tir.

[k olarak v nin sendromunu bulalim.

S(w) =HvT = (S, Sps1s e r Spra—z)T (3.13)
dir.
Burada
Si=v(d)=w(dd)e(cd) , (b<j <b+d—2) (3.14)
dir.

r <t tane hata ortaya ¢ikiyorsa bu durumda,
e(x) = Xj=q ix™ (3.15)
olur. a4, ....,a,,{0,1, ....,n — 1} in farkli elemanlaridir.
N =a* € Fym
elemanlari,’hata yerlestirme sayilari”olarak adlandirilir.
C EF

elemanlari, “hata degerleri” adin1 alir.
Bu nedenle v nin sendromu i¢in,

Si=e(d) =20 cem] (b<j<b+d-2) (3.16)
elde edilir.

(ny, c;) ciftleri S(v) sendromununun koordinantlaridir. Bu bilinmeyenler, alinan v

vektoriinden hesaplanarak bulunabilir.

Ikili durumda herhangi bir hata, yalmz n; ile karakterize edilir. Bu durumda c; lerin

timu 1 dir.

Kod ¢dzme algoritmasinin sonraki agamasinda,
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[Ti=1(mi — %) = Eioo(—1)'0r_ix' = 0y — 1 + -+ + (=1) opx” (3.17)

0zdes polinomu ile tanimli g; katsayilari tanimlanir. Bu nedenle 6, = 1 ve oy,.., 0,

, N1, -, Ny de tanimli temel simetrik polinomlardir. X in yerine n; yazarak,
(—1)70,8j + (=1)" 01 Sj4q + o+ (Do T+ 1] =0, (3.18)
elde edilir.

Bu denklem cmij ile ¢arpilip, sonra toplanarak
(_1)rO_rS] + (_1)T_1O-r_15j+1 + -+ (_1)0—15j+7"—1 + Sj-H"—l = 0,

i=1,..,r), J=bb+1,...b+r—1) (3.19)
elde edilir.
BCH kodunun kod ¢6zme algoritmasi su sekilde agiklanabilir:

Diyelim ki tasarlanmig mesafesi d =2t —1 olan bir BCH kodu kullanarak

gonderilen bir w kodsézctigiinde, en fazla t hata ortaya ¢iktigi kabul edilsin;
1. Adim: v alici sozciigiiniin sendromu tanimlanir.

S(W) = (S, Spss e rSpra2)’, S;=Xiiem! , (b<j<b+d-2) (3.20)
2. Adm: Sjip + Sjyp 1T+ + 857, =0, (b<j<b+r—1) denklemler
sisteminde r < t olan maximum sayl tamimlanir. t; singiiler olmayan bir

katsayimatrisine sahiptir. Bu nedenle bulunan r sayisi, ortaya c¢ikan hatalarin

sayisidir.
Bu durumda hata yerlestiren polinom,

S(x) =M1 (1 = mpx) = Xiop Tt (3.21)
S; den t; katsayilar1 bulunur.

3. Adim: S(x) deki o nin kuvvetlerinin yerine konulmasi ile S(x) = O denklemi
¢oOziilir. Buradan 7n; hata diizeltme sayis1  hata diizeltme sayis1 bulunur. (Chien

Aragtirmasi)

4. Adim: c¢; hata degerlerini tanimlamak icin ilk olarak, 1. adimin r tane
denklemindeki n; ifadesi tanimlanir. Bu durumda, w(x) = v(x) — e(x) ifadesinden,

gonderilen W kodsdzciigli bulunur.
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Ornek 3.17. Tasarlannis mesafesi d = 5 olan bir BCH kodu hesaplansin. Bu

kod, herhangi tek veya cift hatayr diizeltebilir. b=1, n=15, q=2 ;(x); a € Fi¢
primitif oldugunda, F, iizerinde o nin minimal polinomunu belirtiyorsa o, x* + x +
1 in bir kokiidiir.

Bu durumda;
$1(x) = d2(x) = da(x) = Pg(x) = x* +x +1
3 (x) = G (x) = Pra(x) = Po(x) = x* +x3+x2+x+1
olur. Buradan iireteg polinomu
9(x) = o1 () Ps(x) =x®+x7 +x° +1
olacaktir.

(15, 7)-kodu, eslik-denetim polinomu ile

(x15 —_ 1)
h(x)=—=x"+x°+x*+1
() gx)
dir. Vektorleri esleyerek elde ettigimiz g(x),

xg(x),x%g(x), x3g(x),x*g(x),x°g(x),x®g(x) taban olarak diisiiniilebilir ve

lirete¢ matrisi,

1 0 0 01 01 11 0 0 0 0 0 O
01000 1011100000
0 010001 01110000
G=|0 0 01 00010111000
0 0001 00O0O1TO0I1TT11O00O0
0 00001O0OO0OO0ODI1TO0OI1TT1TT10O0
0 0 0 0001 O0O0O0O01O0T1 1 1

v alict vektdriinii 100100110000100 seklinde veya v(x) = 1 + x3 + x® + x7 + x12

seklinde bir polinom oldugunu kabul edelim ilk adimi uygulayarak sendromu

hesaplayalim.
Si=e(a) =v(a) =1,
S, =e(d?) =v(?) =1,
S3 =e(?) =v(d) = o,
Sy=e(d)=v(e") =1
bulunur.

28



7; bilinmeyenlerinde ikinci adim olarak linear denklemler sisteminin en biyiik

ihtimali
S$o11 + 51T, = 53
S311 + 857, =8,
veya
7, +1, =ad
'ty +1, =1
dir.

Bu sistem, singiiler olmayan bir katsayr matrisine sahiptir. Buradan 2 hata ortayan
¢cikmalidir. Zira, r = 2 dir. Bu denklemler sistemini ¢6zelim. 7, =1, 7, = a olarak

bulalim. S(x) deki bu degerleri yerine yazip 7y = 1 oldugunu hatirlarsak,
S(x) =1+ x + ax?
elde ederiz.

F;¢ daki kokler gibi, ny* = o® , n;! = ® buluruz. Bununla birlikte n, = o ,
n, = o’ dur. Kodsdzciigiiniin hatalarinin 8 ve 10 konumlarinda ortaya g¢ikmasi

gerektigini biliyoruz. Alic1 polinomdaki bu hatalar1 diizeltirsek,
w(x) = v(x) —e(x)
=(1+x3+x®+x7 +x12) — (x7 +x%)
=1 +x3+x®+x°+x'?)
bulunur. Vektorel formda ise 100100100100100 seklindedir.

[lk bastaki mesaj, hata diizelten polinomla tekrar elde edilebilir. Génderilen kod

polinomu,
w(x)/g(x)
tir.
WO |
7G0) =1+x>+x

Vektorel olarak da 1001100 mesaj sozciigii elde edilir.
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3.2.5 GF(2'*) 'iin Elemanlar

p(x) =1+ x +x3 + x° + x* primitif polinomu kullanilarak olusturulan GF(2%)

nin elemanlar1 Cizelge 3.6 'da verildigi gibidir.

Cizelge 3.6 : GF(21%) elemanlari.

o nin Kuvveti o Cinsinden Polinom Olarak Binary

0 0 00000000000000
1 1 10000000000000
o a 01000000000000
o o 00100000000000
o o 00010000000000
ot ot 00001000000000
o o 00000100000000
o a® 00000010000000
o o 00000001000000
o o 00000000100000
o’ a’ 00000000010000
ot o0 00000000001000
ot ot 00000000000100
aot? at? 00000000000010
ot3 at3 00000000000001
ot e+l +a+1 11010100000000
at® LC+at+d+a 01101010000000
att a4+ + o+ P 00110101000000
at’ B+ +at+ B 00011010100000
ot C+d+a+at 00001101010000
at® A+ + o+ 00000110101000
o? A+l +d +ab 00000011010100
o?! ad?+ '+ B+ o 00000001101010
o?? B+t +ad®+ AP 00000000110101
a3 A+’ +P+aP+l+a+1 11010100011010
ot B+t + '+ttt + P+ a 01101010001101

3.2.6 GF(216)'nin Elemanlar1

p(x) =1+ x? + x3 + x5 + x© primitif polinomu kullanilarak olusturulan GF(21)

nin elemanlar1 Cizelge 3.7 'de verildigi gibidir.

Cizelge 3.7 : GF(21°) elemanlar.

o nin Kuvveti o Cinsinden Polinom Olarak Binary
0 0 0000000000000000
1 1 1000000000000000
a a 0100000000000000
o ot 0010000000000000
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Cizelge 3.7 (devam) : GF(216) elemanlar.

o & 0001000000000000
ot ot 0000100000000000
o & 0000010000000000
o° a® 0000001000000000
N a 0000000100000000
o8 a8 0000000010000000
o o 0000000001000000
a0 at® 0000000000100000
o't att 0000000000010000
at? at? 0000000000001000
a3 at3 0000000000000100
ot at* 0000000000000010
ats al® 0000000000000001
ot C+a+add+1 1011010000000000
o’ L+adt+dd+a 0101101000000000
al® ad + o+ ot + o 0010110100000000
at? E+a®+a+ 8 0001011010000000
0 C+d+ad+ ot 0000101101000000
oAt A+ B+ d+ 0000010110100000
a?? AT+ P+ B+ 0000001011010000
% a?+ %+ + 8 0000000101101000
ot B+ o'+ 0+ P 0000000010110100
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4. LDPC ( Low Density Parity Check) KODLARI

LDPC (Low-Density Parity-Check )kodlari, 1960’11 yillarda Robert Gallager [19]
[20] tarafindan doktora tezinde sunulmus blok kodlardir. LDPC kodlar1 6zyinelemeli
yontemlerle ¢oziliir[35,36]. 1960’11 yillardaki hesaplama giicii yetersizligi nedeniyle,
iyl sonuglar vermesine ragmen uygulanabilir bulunmadigr i¢in kullanilamamustir.
Ancak 2000’li yillarda hesaplama giiciiniin artmasi ile birlikte 6zellikle Mackay [25]
tarafindan giindeme getirilmistir. LDPC kodlar1 giiniimiiz hesaplama giicline gore

uygulanabilir durumdadir.

LDPC kodu, kodlama ve ¢dzme karmasikligi bakimindan ve elde ettigi sonuclara

gore ¢ok basarilidir[35,37].

LDPC kodlarmin 6nemli artilarinin yaninda bazi dezavantajlari vardir. Bunlar
uygulanacak sistemlere gore degismektedir[38]. Bu durum, LDPC’nin uygulama
ortamina goOre uyarlanmasi geregini ortaya c¢ikarmaktadir. Su anda yapilan
calismalarin ¢ogu bu yaklasim gercevesindedir. Ornegin kullanilan modiilasyon
tiiriine , kullanilan kanal tiirline ya da haberlesme hiyerarsisine gore LDPC iizerinde
degisiklikler yapilmaya gereksinim duyulmaktadir[26,39]. Bu konulara sonug

boliimiinde deginilecektir.

Bu béliimde LDPC kodlarina iligkin kodlayict ve kod ¢oziicii yapilart agiklanacak,
bunlara iligkin bir 6rnek verilecektir. Kod ¢oziicii algoritmasi olarak mesaj aktarma

algoritmasi kullanilacaktir.

4.1 LDPC Kodlarin Kodlanmasi

LDPC kodlar1 dogrusal blok kodlardir[40]. LDPC kodlarin kodlanmasi, bilgi dizisi
ile G iirete¢ matrisinin basit anlamda ¢arpilarak kodlanmis bilginin olusmasi esasina
dayanir. Bunun i¢in bilgi dizisi k bitlik bloklara ayrilir ve her k bitlik blok, G matrisi
ile ¢arpilarak n bitlik kodlanmis bilgi dizisi elde edilir[37,41]. Buna gore 2% adet veri
blogu u=[uy, ...... U1 ] igin, uygun ¢arpim sonucunda 2¥ adet n bitlik kod sézciigi
c=[Co......Cn.1] elde edilir. Kod sdzciikleri n bitlik olmalarma ve 2" adet farkli bilgi

icerebilmelerine  karsin, kodlama sonucunda 2" secenegin 2%  adeti
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kullanilmaktadir[42]. u’dan ¢’ye gegis C=Uop*Qo + .... + U1 * Q-1 dir ve matris
bi¢iminde ise C= u*G seklinde gosterilebilir. Burada G matrisi Sekil 4.1 ’de
verilmektedir. Burada Qo,,,,0k-1 , G matrisi satirlarin1 olusturan k adet n bitlik

vektorleri gostermektedir.

- - go - -
- - gl - -

- - Ok1  -- kxn

Sekil 4.1 : G lirete¢ matrisi.

G matrisine lirete¢ matrisi denir ve k rankina sahiptir. Ayrica
G=[I1|P] (4.1)

seklinde iki matrisin birlesiminden olusan sistematik bicimde gosterilebilir. Burada I
matrisi k x k boyutlarinda birim matristir. P matrisi ise k x (n-k) boyutlarinda eslik
matrisidir. Bu yap1 matrisler tizerinde yapilabilecek ve matris denkligini bozmayacak

islemler sonucunda elde edilebilir.

Kodlama islemi sonucunda elde edilen kod sozciigiiniin ilk k biti kodlanan veri,

sonraki n-k biti ise eslik amagli kullanilan veridir:
C=u*G=[u,u*P] (4.2)

LDPC kodlar1 yukarida anlatildigi bicimde kod sozciligii iiretimini gergeklestirir.
LPDC kodlarmi diger dogrusal blok kodlardan ayiran 6zellik, G iirete¢ matrisinin
yapisidir[43]. LDPC kodlar1 iirete¢ matrisinin n ve k degerleri diger dogrusal blok
kodlariin n ve k degerlerine kiyasla ¢ok biiyiik degerler alir ve lirete¢ matrisi ¢ok az

sayida ‘1’ igerir.

Genel olarak yapilan ¢aligmalarda H matrisi {iretimi lizerine incelemeler yapilmis ve
elde edilen H matrislerinden G {irete¢ matrisi bulunmustur[40,44]. H matrisi

sistematik bi¢imde
H=[P"|I]

(n-k) x n (4.3)
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Seklinde gosterilebilir[45,46]. Burada P" matrisi , irete¢ matrisinin sistematik
bicimde gosterildigi yapida bulunan P eslik matrisinin evrigidir. H matrisinin

Ozellikleri ve iiretilme bi¢imi bir sonraki béliimde anlatilmaktadir.

4.2 LDPC Kodlar: Coziilmesi
LDPC kod sozciiklerinin ¢oziimiinde H matrisi kullanilir[26][45]. H matrisi
C*H'=0 (4.4)

denklemini saglayan bir matristir. Bu matrise eslik kontrol matrisi denir ve genel
yapist Sekil 4.2 ’de verilmektedir. Burada ho,,,,hn«-1 , H matrisi satirlarin1 olusturan ,

n-k adet , Sekil 4.2 'de verilen n bitlik birbirlerinden bagimsiz vektorlerdir.

- ho -
- hy -

o ha -- (n-k) x n

Sekil 4.2 : H matrisi gosterilimi.
H matrisi, G iirete¢ matrisine benzer bir bi¢imde ¢ok az sayida 1 igerir. Bazi temel

tanimlamalar asagida verilmektedir.

Tanim 4.1. Diizenli bir (n,k) LDPC kodu , H matrisinin her bir siitununda W
adet 1 ve her bir satirinda W, adet 1 igeren matristir. Bu durumda W, = W, * n/ (n-k

=m) oldugu goriilecektir.

Tanim 4.2. Kodlama oran1 R = k / n dir. Bu 1 sayilari bakimindan R = (W, -
W¢) / W, olarak gosterilebilir. W¢ > 3 oldugu kodlamalar iyi kod olarak kabul edilir.

Tanim 4.3. H matrisi satirlarinda ve siitunlarinda esit sayida 1 igermiyorsa bu

kodlamaya diizensiz LDPC kodu denir.

H matrisi iiretimi genel olarak iki sekilde yapilmaktadir.

Birinci yontemde, H matrisi belirli kurallara uygun olarak, rasgele olmadan elde
edilmektedir. Bu sekilde elde edilen matrisler diizenli[23] ya da diizensiz matrisler
[30,46] olabilirler. Genel olarak diizenli matrislerin analizi daha kolaydir. Ancak
calisma basarimi, diizensiz matrisler kadar iyi degildir. Genel olarak yapilan

caligmalarda, matris iiretimi i¢in kullanilan algoritmalar matrisin minimum ¢evrim
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sayisinin (girth) maksimum olmasina[24], satirlarda yada siitunlarda bulunan 1’lerin
yerlerinin , iki satir yada silitunda birden fazla bir sekilde ayni olmamasina , diizenli

matris olacak ise satir ve siitunlarda esit sayida ‘1’ olmasina dikkat edilmektedir[47].

Ornek olarak [23] de, H matrisi elde etmek icin, temel matrislerin gesitli
permiitasyonlari birlestirilerek kullanilmaktadir[48]. W,=4 parametresi(satirlardaki 1
sayis1) i¢in Hp temel matrisi asagidaki sekilde olusturulabilir(Temel matrisler

siitunlarinda bir adet 1 igermektedir).

11110000000000000000
00001111000000000000
Ho, = 00000000111100000000
00000000000011110000
00000000000000001111
Benzer sekilde W=4 i¢in H; ve H;, temel matrisleri ;
10001000100010000000
01000100010000001000
H; = 00100010000001000100
00010000001000100010
00000001000100010001

10000100000100000100
01000010001000010000
H, = 00100001000010000010
00010000100001001000
00001000010000100001

olarak elde edilebilir. n=20, W =3(slitunlarda bulunan 1 sayis1), W =4(satirlarda

bulunan 1 sayis1) parametrelerine sahip diizenli H matrisi ;

11110000000000000000
00001111000000000000
00000000111100000000
00000000000011110000
00000000000000001111
10001000100010000000
01000100010000001000
H= 00100010000001000100
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00010000001000100010

00000001000100010001

10000100000100000100

01000010001000010000

00100001000010000010

00010000100001001000

00001000010000100001
seklinde , Ho , Hi ve H; temel matrislerinin birlestirilmesiyle elde edilir[49].
Matris tiiretiminde 6nemli noktalardan biri de, matrisin minimum uzunlukta olmasi
¢evrim sayisinin da maksimum olmasidir[24]. Bununla ilgili olarak [24] da Bit-
Filling algoritmas1 verilmistir. Algoritmada temel ama¢ miimkiin olan maksimum
kodlama oraninda miimkiin olan maksimum girth’i (minimum c¢evrim sayisi)
vermektir. Bu sckilde, matris elemanlarii kullanarak ilerleyen ozyinelemeler
birbirlerinden daha bagimsiz olacaktir. Bu tiir matris kullanan kod ¢6zme

algoritmalar1 daha iyi sonug¢ vermektedir.

Diizensiz matris iiretimi genel anlamda, uygun bir dagilimla tasarlanmasi
durumunda, diizenli matris kullanimina gore hata basarimi agisindan daha iyi sonug

vermektedir. Ancak diizensiz matrislerin analizi, diizenli matrislere gore daha zordur.

Ikinci yontemde, iirete¢ matrisi rasgele bir sekilde iiretilmektedir. Genel olarak bu
yontem ilkine gore daha iyi sonuclar verir. Ancak iiretim sekli, bir ¢ok calisma
ortami i¢in uygun olmayabilir. Bu matrisler, diizenli[21] ya da diizensiz matrisler

olabilir. Diizenli matrislerde rasgele iiretime belirli sinirlandirmalar getirilmektedir.

Mackay [25] tarafindan yapilan caligmada, matrislerin rasgele iiretim yontemi
verilmektedir. Bu ¢aligmaya gore, tiim sifir matristen baslanir ve her bir siitunda Wc
adet bit rasgele ters gevrilir[50,51]. Bu sirada miimkiin oldugu kadar uniform bir
sekilde, Wr agirlikli satirlar olusturulmaya g¢alisilir. Uretimde siitunlar ve satirlar
arasinda ikiden fazla bitin ayn1 olmamasina dikkat edilmelidir[28,52]. Kisa

cevrimlerden kaginilmalidir. Bu yontem algoritmik olarak ,

1. nkK,W; W, , Lpin(minimum ¢evrim sayisi) parametrelerini segin.
Bu durumda H matrisi (n-k)xn seklinde bir matris olacaktir.
Matrisin her bir siitunu W, adet ‘1’ , her bir satir1 W, adet ‘1’

igerecektir.

2. Siitun sayicist i¢ ‘yi, ‘0’a ayarlayn.
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3. Olusturulacak H matrisinin ic. siitununa rasgele elde edilmis W,

agirliklr siitun vektoriinii yerlestirin.

4, Bu noktada satir agirlignt W,  den kiigiik ise ve iki satir ya da siitun
arasinda birden fazla ayni ‘1’ konumu yoksa siitun sayicisini bir

artirin. Aksi takdirde bir 6nceki adima geri doniin.

S. ic=n olmast durumunda algoritma tamamlanmistir. Aksi durumda

ise 3. adima geri doniin.

seklinde verilebilir. Goriildiigii gibi yapr tam olarak rasgele degildir. Onemli
siirlandirmalar  gelmektedir. Algoritmanin yapisina bakildiginda, algoritmanin
calisma siiresinin, Ozellikle biiyiikk degerler i¢in uzun siirecegi ve hatta rasgele
degerlere gore kilitlenebilecegi goriilebilir. Ayrica iiretilen matris biiyiik bir olasilikla
satir agirh@ W, ‘den kiigiik satirlar kalacagi igin diizensiz bir matris olacaktir[52].
Diizenli olabilmesi i¢in satir agirligi tizerine belirli kisitlamalar konulmalidir. Ancak
bu durumda algoritmanin kilitlenme olasiligi ¢ok artacaktir[33,53]. Ancak genellikle
diizensiz matrisler , diizenli matrislere gore daha iyi sonuglar verdigi i¢in , algoritma

diizenli tiretim i¢in ¢alistirilmaz.

Genel olarak iki yontemde de kesin dogru bir noktaya ulagilamamistir. Bu konu hala
caligma alani olarak giincelligini korumaktadir[53,54]. Rasgele tiretim gelistirerek ,
daha kullanigli hale getirilebilir.Ayrica, bir kismi tamamen rasgele {iretilmis

matrislerin , kalan kisminin belirli kurallara uygun sekilde iiretilmesi diigiiniilebilir

Kanaldan alinan giiriiltiilii sézciiklerin , dogru bir sekilde alinmis olmas1 durumunda
HT ile carpimlari 0 matrisini vermelidir[55]. 0 olmamasi durumu, giiriiltii nedeniyle
gonderilen kodlanmis verinin bozulmasi anlamina gelmektedir. Buna gore alinan bir
vektoriin w adet 1 icerdigini varsayarsak (bu Hamming agirliginin w oldugu
anlamina gelir), ve 1’lerin yerlerine Iy , I, ... I, dersek, bu konumlara karsilik diisen

H' matrisinin satirlarinin toplami1 0 degerini vermelidir[56,57].

Minimum Hamming agirligina sahip kod s6zctigiiniin agirligt wmin , kodun minimum
uzakligini verir ve dmin olarak gdsterilir. Bu sayi, minimum kag adet H' matrisi
satirinin toplaminin 0 oldugunu soyler[56]. Giiriiltiisiiz bir ortamda, LDPC kod
¢Oziiciisii , cok basit olarak calisir. Clinkii giiriiltiisiiz bir ortamda alinan kodlanmis
veri olan n bitlik ¢ vektdrii ile H' matrisinin carpimi 0 verir ve bu durumda, ¢

vektoriiniin ilk k biti kodlanmis veri olarak bulunur[58]. Kod ¢6ziiciilerde asil sorun
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bu ¢arpimin 0 ¢ikmamast durumudur. Bu durumda ¢esitli kod ¢6zme algoritmalar

gelistirilmistir. Bunlarin bazilari ;
e Toplama-garpma algoritmasi (Sum-product algorithm)
e Minimum-toplam algoritmasi(Min-sum algorithm)
e {leri-geri algoritmasi(Forward-backward algorithm)
e BCJR algoritmasi
e APP yada MAP algoritmasi
e Kani-yayilimi algoritmasi (Belief-propagation algorithm)

e Mesaj-aktarma algoritmasi (Message-passing algorithm)

Tiim bu algoritmalarin ortak 6zellikleri 6zyinelemeli olarak ¢alisiyor olmalaridir[59].
Ornek bir kod ¢dziicii algoritmasina gegmeden 6nce, birgok algoritmada ortak olarak

kullanilan bazi kavramlar verilecektir.

4.3 Tanner Grafi

[22] Bu graf gosterilimi, H matrisinin farkli bir gosterilimidir. Iki farkli diigiim
kiimesinden ve bunlar arasindaki dallardan olusmaktadir. Bu diigiimlerden biri, bit ya
da degisken diigiimii olarak ifade edilir[60]. Ikincisi ise kontrol (fonksiyon) diigiimii
olarak verilir. H matrisindeki h;=1 ise j. kontrol diigiimi, i. bit diiglimiine baglanur.
Bu igslem 1’den m’inci kontrol diigiimiine kadar yapilir. Buna gére m=n-k adet
kontrol diigiimii ve n adet bit diigiimii bulunmaktadir. Sekil 4.3 *te verilen 6rnek bir

H matrisi i¢in Tanner grafi Sekil 4.4 *te verilmektedir.

1111000000
1000111000
H= [ 0100100110
0010010101
0001001011

Sekil 4.3 : (10,5) kodu H matrisi.
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Sekil 4.4 : (10,5) kodu H matrisine ait Tanner grafi.
Verilen ornekte H matrisi n=10,k=5,W.=2 ve W,=4 parametrelerine sahip bir

matristir. Buna gore 10 (n) adet C olarak adlandirilan bit diigimlerine, 5 (m=n-k)
adet F ile adlandirilan kontrol diiglimlerine sahip bir graf elde edilecektir. Grafta bit
diigtimlerine 2 (W) adet , kontrol diigimlerine ise 4 (W,) adet dal baglantisi
olacaktir[37,61]. Grafta, hjj degerinin 1 oldugu durumlarda F; kontrol diigiimii ile C;
bit diiglimii arasinda bir dal olusturulur. Bu islem 1 olan tim matris elemanlar

dikkate alinarak yapilarak graf elde edilir.

Bu graftan eslik kontrol denklemleri ¢ok kolay bir sekilde goriilmektedir. Buna gore;
Fo=Co+C1+Cy+Cs
F1=Co+Cs+Cs+Cs
Fo=C1+C4+C7+Cg
Fs=Co+Cs+ C7+Cy
Fs=C3+Cs+ Cg+ Cy
eslik kontrol denklemleridir. Boylece her bir kontrol diigiimii bir eslik kontrol

denklemi tanimlar.

Tamim 4.4. Bir Tanner grafinda , | adet dal kullanilarak tekrar ayni diigiime

gelinmesi durumuna , | uzunluklu ¢evrim adi verilir.

Tammm 4.5. Bir Tanner grafinda , minimum c¢evrim uzunluguna , grafin
cevrimi adi verilir. Ornekte verilen grafta miimkiin olan en kiigiik ¢evrim 4 oldugu

icin , grafin ¢evrimi 4 tiir.

Genellikle bir graftaki kiiciik cevrimler yok edilmeye calisilir. Ciinkii bu tiir

cevrimler kod ¢oziicliniin ¢aligmasini olumsuz yonde etkilemektedir[62].
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4.4 Mesaj Aktarma Kod Coziicii Algoritmasi

Kod c¢oziicii algoritmasini  basit bir blok kod oOrnegiyle aciklamak daha kolay
olacaktir[61,63]. Bunun i¢in (7,4) Hamming kodu kullanilabilir. Bu koda ait H

matrisi ve Tanner grafi Sekil 4.5 ve Sekil 4.6 *da verilmektedir.

111
110
101 p

HT = 011 = | —
100 |

010
001

Sekil 4.5 : (7,4) kodu H matrisi.
Fo F1 F2

Co Ci Cs Cs Cs Cs Ce
Sekil 4.6 : (7,4) kodu H matrisine ait Tanner grafi.
Ck bitleri AWGN kanalina Xk=(-1)ck olarak gonderilsin. Bu durumda Tanner
grafinda biraz degisiklik yapilmalidir. Yeni Tanner grafi Sekil 4.7 *dedir.

Fo Fy F

0 =1 e =3 w4 5 B
YO Y1 Yz Yg Y4 Y5 Y6

Sekil 4.7 : Degistirilmis Tanner grafi.
Burada Y kanaldan alinan simgedir. Yx = Xk + ng dir ve buradaki ng biiyiikligii

AWGN kanal giirtiltiisiinii ifade eder.

Simdi H’m ilk siitununa iligskin kod i¢in grafin alt grafin1 diistinelim. Sekil 4.8 *de ilk

stituna iligkin alt graf verilmektedir.
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bl

Yo

Sekil 4.8 : H’1n ilk siitununa iligkin alt graf.

Algoritmanin ilk hesaplamasinda X, diigiimii, sahip oldugu tiim bilgiyi grafta
belirtilen baglanti diiglimlerine iletir. Ancak burada daha 6nce bu bilgiyi almis olan

diigiimler harig¢ tutulur. Ornek olarak Xo -> F, durumu Sekil 4.9 *da verilmektedir.

Fo F1 F,

=i

Yo

Sekil 4.9 : Xo -> F»i¢in graf.

Xp ‘dan F; ‘ye iletilen bilgi , X( diiglimiiniin bir 6nceki yarim 6zyinelemede Fy ve F;

diigiimlerinden aldig1 dis bilgi ve kanaldan gelen bilginin toplamidir[64,65].

Kod ¢oziicii algoritmasinin  bir yarim Ozyinelemesinde hesaplamalar bit
diigiimlerinden kontrol diiglimlerine yapilir (X; -> F;)[27]. Kod  ¢dziicii

algoritmasiin diger yarim oOzyinelemesinde ise hesaplamalar zit yonde olarak,
kontrol diigtimlerinden bit diigimlerine dogru yapilir (F; -> X;). Bu hesaplama i¢in

H’m ilk satirina iliskin alt graf Sekil 4.10°da verilmektedir.
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Fo

Yo Y1 Y> Ys

Sekil 4.10 : (F; -> X;) ile ilgili alt graf.
Sekil 4.10°dan da anlasilabilecegi gibi, Fy diiglimii sahip oldugu tiim bilgiyi (dis
bilgi), grafta belirtilen diiglimlere iletir. Ancak daha once bu bilgiyi almis oldugu
diigiim hari¢ tutulur. Ornek olarak Fq -> X4 i¢in durum Sekil 4.11°de gosterilebilir.

Fo

XO X1 X2 X4

Sekil 4.11 : Fy -> X4 durumu.
Fo diiglimiinden X, diiglimiine iletilen bilgi, bir 6nceki yarim 6zyinelemede Xo , X3

ve X, noktalarindan alinmis olan dis bilgidir.

Bu sekilde, bir 6zyineleme X; -> Fj ve onu izleyen F; -> X; hesaplamalarinin bir
kiimesidir[66]. Kod ¢6zme islemi maksimum &zyineleme sayisina ulasildiginda ya

daY * H' = 0 esitligi saglandiginda sonlandirilir.

4.5 Olasilik Bolgesi Kod Coziiciisii
Bu tiir kod c¢oziiciilerde , olasilik islemleri kullanilarak giirtiltiilii sozciikteki hatalar

giderilmeye calisilacaktir[66]. Burada ilk olarak Pr (Cj =1 | Y, Sj) olasiligi incelenir.
Burada S; , C; ‘yi igeren W, adet eslik kontrol denklemini saglayan C’deki bitlerin
kiimesidir. Bundan sonra ise Log-APP oran1 ya da Log-Likelihood orani da denilen

LLR’nin sayisal olarak hesaplanmasi incelenecektir. Bu oran ;
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Og[Pr(Ci =01Y, Si)J 45)

Pr(Ci =1]Y,Si)

seklindedir. Baz1 temel varsayimlar ve tanimlamalar asagida siralanmistir [21].

e Pr(ax = 1) = Px olmak lizere bir a = (ay , a2 , ... an) ikili dizisi diislinelim ve

bu dizi elemanlar birbirinden istatistiksel bagimsiz olsunlar.
e a’nin ¢ift sayida 1 igerme olasilig1

1 15
E‘FE L 1 (1_2Pk) dlr.

e a’nin tek sayida 1 icerme olasiligi ise

% - % (1—2P,) dir. Bu olasiliklarin kaniti burada verilmeyecektir.
k=1

Bundan sonrasi i¢in ¢oziiciide kullanilacak bazi notasyonlar verilecektir. H matrisi
i¢in
e R;={1i:hj=1};j’inci satirdaki 1’lerin siitun konumlarinin kiimesi

e Ry={ i hij> =1 } \ {i} ; i konumu haricinde , j’inci satirdaki 1’lerin

sutun konumlarmin kiimesi

e Cj={]j: hji=1}; i’inci siitundaki 1’lerin satir konumlarinin kiimesi

e Ciy={j’ : hyi = 1} \ {j}; j konumu haricinde , i’inci siitundaki 12lerin satir
konumlarmin kiimesi

L] Pi:Pr(Ci:1|Yi)
o Cy = Cy’yi igeren j’inci eslik kontrol denklemindeki k’inc1 bit

o Yy = Cy’ye karsilik hattan alinan Ornektir. Bizim icin Yyj = (-l)ij +n
olarak tanimlanmaktadir.

o P=Pr(Cqy=1[Yy)
Bu noktada APP oranma iliskin bir teorem verilmektedir. Teoremin Kkaniti

verilmeyecektir. Teoreme gore [53]

H(u H(l—ZPi.j)}

Pr(C, =01Y,S,) _(1-PR) i<
Pr(C, =1|Y,s,) P (

(4.6)

dir.
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Ancak teoremde Y ’den alman &rneklerin istatistiksel olarak bagimsiz oldugu

varsayilmaktadir.

e (ijlb) : b € {0,1} olmak iizere, Ci=b olasiligma bakilmaksizin , X;

diigiimiinden F; diiglimiine iletilen mesaj (dissal bilgi) olarak tanimlanir.

gij(b) T

Ox

Yi

e Tji(b) : Fj digiimiinden X; diiglimiine iletilen mesaj olarak tanimlanur.

Fi

T rji(b)

Ox

Verilen tanimlar birlestirirsek ;

RJ.(O)——+ H(l 2P (4.7)

Ri(1) = ———H(l 2P (4.8)

[1(r;0)

Pr(C, =0]Y,S,) (1-P) g

Pr(C, =1]Y,S,) P H(rji )’ (4.9)
6i(0) = (1-P) [ [ r;: 0), (4.10)
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gij(1) = Pi Hrj'i @, (4.11)

seklinde yazilabilirler[67]. Burada goriilebildigi gibi , algoritma qi Ve Tj

parametreleri arasinda ileri ve geri 6zyineleme yaparak ¢evrimi tamamlar.

Algoritma verilmeden 6nce AWGN kanala 6zgli diizeltmeler yapilabilir. Bunun igin

Yi= X+ njve Pr(Xj = +1) = Pr(X; =-1) = 0.5 oldugunu varsayarsak,

Pr(X, =x]|y)= ;2 olarak bulunur.
1+e72%/e

Bu esitligin kanitini ;

P(Y | X, =x)Pr(X; =x)

Pr(X; =x|Y) = 50}
Ee—(y—x)zlaz
_ 2
1 -(y-1)?/ 20 +1 ~(y+1)? /20
2 2
e)(y/a'2

- 2 2
ey/a + e—y/O'

B 1
- ey(lfx)/crz +e7y(1fx)/0'2

B 1
Qe

seklinde verebiliriz.

4.6 Mesaj Aktarma Algoritmasinin Ozeti

(0) Baslangic
1

qij(O) =1-Pj= Pr(xi =+]1 | Yi) = (C, = 0) (412)
1+e2v'e
0ij(1) = Pi=Pr(xi=-11Y;) == ;2 Ci=1) (4.13)
1+e?’°
1)
1 1
r;i(0) = > + EH(l_ 2q;;(1)) (4.14)
r;i(1) = 1-r;i(0) (4.15)
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@)

0ij(0)=Kij(1-Pi) H ri: (0) (4.16)
Ai(L)=KiPi [ [ @ (4.17)

olup burada Kj; katsayisi ;j(0)+0;j(1) = 1 esitliginin saglanmasi igin kullanilir.

©)
Her i icin
Qi(0) = K; (1-Pi) [ [ r;: (0) (4.18)
i€C;
Q) =KiPi[r; @ (4.19)
jeC
Burada K katsayilart Q;(0) + Qi(1) = 1 esitliginin saglanmasi i¢in kullanilir.
(4)
Her i i¢in
1Q, () > 0.5ise
_RB>0s (4.20)
0,Q, () <0.5ise
dir.

CH" =0 ise ya da maksimum Ozyineleme yapilmis ise ¢oziicii islemini

tamamlamigtir ((% vektori 4. adimda karar verilen n adet C; bitlerinin
birlestirilmesinden olusan vektordiir). Aksi durumda birinci adima gidilip, islemler

tekrar yapilir.

4.6.1 Ornek Uygulama
Sekil 4.12 ile verilen H matrisini kullanan (8,4) kodunun ele alalim . Kodun

minimum uzakligi dmin = 4 tiir.

110 0
0 01 0
0 0 1

o »r O B
[

O +» O

o O —, O
o O O

10 01
Sekil 4.12 : (8,4) kodu H matrisi.
Koda ait eslik kontrol denklemleri ;
C=Cp+Cy
Cs=C3+Cy
Ce=Cop+Cs3
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C;=Cy+Cydrr.
H’a uygun Tanner grafi Sekil 4.13 ’te gosterilmektedir.

Fo F1 F, Fs

Xo X1 X X3 X4 Xs X X7
Sekil 4.13 : (8,4) kodu H matrisine ait Tanner grafi.
Omek olarak, Bir kod sézciigii segilecek , bu kod sozciigiine giiriiltii eklenip kod

¢Ozme islemleri uygulanarak giiriiltiisiiz veri elde edilmeye ¢aligilacaktir.
c= (1,01,01,1,1,1) kod sozciigii olarak segilirse ve X = (-l)Ci olmast durumunda,

X = (-1,+1,-1,+1,-1,-1,—1,-1) olacaktir. X vektoriine kanal zayiflatmalar1 ve kanal

giiriiltiisii  eklenmesi durumunda Y = (+0.2,+0.2,-0.9,4+0.6,+0.5,-1.1,—0.4,-1.2)
oldugunu varsayalim. Bu durumda Y, ve Y, isaretlerinde , isaret hatasi olusmustur.

Olusan Y vektorii degerlerini kod ¢6zme algoritmasina girersek ;
(o* =0.5 varsayiliyor)
e Baslangic islemi

la,f, ={P}, ;hi=1 oldugu her bir j igin

B 1
- 1+ ezvi/a2

=(0.31,0.31,0.97,0.038,0.12,0.99,0.83,0.99) bulunur.
hi=1 oldugu tiim i ve j i¢in , q;;(0) = 1-;j(1) dir.
e {r;i} lerin hesaplanmasi

1+% T1@-2q,,@)

roo(O) =
2 i'e{l,2}
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:%+ L 1-2030)-20.97))

2
=0.32
Fo
Roo /
Yo Y, Y,
Pi: 031 0.31 0.97

Sekil 4.14 : Rgo durumu.

ro1(0) = % + % (1-2(0.32))(1-2(0.97))
=0.32
1 1
ro2(0) = >t (1-2(0.31))(1-2(0.31))

=0.57
Sekil 4.14 'teki sekilde oldugu gibi devam eder. r;i(1) = 1 — r;i(0) dir.

e {qji} lerin hesaplanmasi

Eioo(o) =(1- Po) Hrj'o ©)

je{2}
=(1-0.31)(0.22)

=0.15dir.
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Fo F,

Xo

P0:0.31

Sekil 4.15 : qgp gosterilimi.
E1‘00(1) = Po Hrj'o (1)

i {2}
=(0.31)(0.78)
=0.24
= (oo(0) =0.15/(0.15+0.24) = 0.38
= (Qoo(1) =0.24/(0.15+0.24) = 0.62
Sekil 4.15 'teki sekilde oldugu gibi devam eder.
o Qj‘ler, ek katsay1 ile {qjj} ‘lerin ¢arpimindan elde edilebilir.
Tiim bu islemleri maksimum 10 6zyineleme kullanarak yaptigimizda elde edilen
sonuglar Ek 1°de verilmektedir. Sonuclardan da anlasilacagi iizere algoritma 7.
Ozyineleme degerinde dogru sonucu bulmustur. Normalde bdyle bir durumda
algoritma 7. 6zyinelemede durdurulur. Burada 6rnek olusturmasi agisindan algoritma
devam ettirilmistir. Sonugta goriildiigii gibi algoritmanin devam etmesine ragmen , 7.
Ozyinelemede elde edilen dogru deger, 10. 6zyineleme sonucunda da aym sekilde

kalmustir.

4.7 Kod Cozme Hatasimin Analizi

Son yillarda sayisal haberlesme sistemlerinde gilivenilirlik ve verimlilige olan
gereksinim hizli bir sekilde artmaktadir. Bunun nedeni, uzun mesafeli haberlesme
gereksinimi ve veri islemcilerindeki hiz artisiyla birlikte iletisim hizinda artisa
gereksinim duyulmasidir. Geleneksel modiilasyon ve ses haberlesme teknikleri

genellikle diisiik veri hiz1 ve yliksek hata olasilig1 vermektedir.

Haberlesme sistemlerinde verimlilik ve gilivenilirlik problemine en temel yaklagim

Shannon tarafindan verilmistir.
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R hizinda v bitlik Gurdltila Kod
veri _| calisan | kanal | Coziicii
tretimi | kodlayici

A
A

Sekil 4.16 : Genel haberlesme semasi.
Sekil 4.16 *da kodlayici, kaynak bitlerini v bitlik bloklara ayirir. Kanala génderilen
veri giiriiltii tarafindan bozulur ve kod ¢oziicii giiriiltiilii veriyi , algoritmasindan
gecirerek gergek veriye ulagmaya calisir. Kod ¢oziicliniin veriyi yeniden elde

etmedeki hata olasilig1 P. genel olarak :

e—V[EL(R&)+O(V)] < Pe < e_VE(R&) (421)

ile snirhidir. E(Rg) ve E|(Rg) fonksiyonlari kanala baglidir. v blok uzunlugu
degiskeni kanala bagimli degildir. Rg=0 oldugunda E(Rg) ve E (Rg) fonksiyonlar
positiftirler ve 0 olana kadar Rg ile birlikte azalirlar. 0 olduklari noktadaki hiz Cg
kanal kapasitesidir.

Kodlanacak veri uzunlugu v, haberlesme sisteminin temel degiskenidir. Kanal
verimli olarak kullanilirsa Rg , Cg'ye yakin olur. Bunun i¢inde v degiskeni miimkiin
oldugunca biiyiik olmalidir. Basit anlamda, v biiylik olmas1 durumunda, kod ¢oziicii
boliimi , kodlayic1 bolimiinden daha karmasik iglemler yapar. Bunun i¢in , kod

¢oziicli karmagikligini azaltmak amacli 6nemli ¢caligmalar yapilmastir.

LDPC kodlarinin matematiksel olarak bazi sonuglarmi elde etmek icin, kanallar
belirli sinirlamalar ve ideallestirmeler kullanilarak diisiiniilmektedir. Dogal olarak
bu tiir kanal yaklagimlari ile elde edilen sonuglar ancak gercek ortamda bu kanallara
yakin Ozellikte olan kanallarda goriilecektir. Sonu¢ olarak ideallestirilmis

kanallardaki analizler , ger¢ek kanallar hakkinda sinirli bir bakis acis1 verir.

Genelde hata analizinde kullanilacak kanal modeli, BSC (Binary Symmetric Channel
Input) kanallardir. Bu kanallarda giris dizisi 0 ve 1'lerden olusmaktadir. Cikis dizisi
ise ayrik ya da siirekli alfabeden gelen uygun dizidir. Kanal belleksizdir ve ¢ikislar
daha onceki girislerden bagimsizdir. Genel olarak BSC’ler tamamiyla giris ¢ikis

arasindaki gecis olasiliklari ile ifade edilirler.

BSC’de kodlama kullanilmazsa , giris dizisi kanala gonderilecek, alicida alinan
simgelerden , iletilen giris dizisini kestirecektir. Kodlama yapilmasi durumunda ise
kodlayici ilk olarak kaynaktan bilgi tasiyan diziyi alacak, bunlara belirli eklemeler
yapip kod sozcliglinii olusturacak ve kanala iletecektir. Bu noktada kodun kodlama

orani tanimlanir. Bu, bir kod s6zcligii i¢in kaynaktan alinan bitin, elde edilen kod
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sozctigiindeki bite oranidir. R ile ifade edilir. Kod sdzciigii uzunlugu n ise , 2™ adet
mimkiin dizi vardir. Alicida olas1 kod sozciiklerinin bilgisi vardir ve alict aldigi
giiriiltiilii veriyi n-bitlik kod sozciiklerine ayirir ve buradan nR’lik kaynak dizisini
elde eder. Cogu kod ¢oziicii ilk olarak alicida alinan veri hakkinda karar vererek
iletilen kod sozciigiinii bulur ve sonra hatayr diizeltmek i¢in kod sozciiklerinin
bilgisini kullanilir. Bu hizli karar verme mekanizmasi ¢ok onemli miktarda bilgi
kaybina neden olur. Burada kullanilacak kod ¢6ziicli, bu tiir hizli karar vermeden
kacinir ve sonsal olasiliklar ile ¢alisir. Bu olasilik alinan simgelere uygun, kosullu

giris simge olasiliklaridir.
X5 = X1+Xo+X3
Xg = X1+Xo+Xy

X7 = X1+X3+Xy
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Sekil 4.17 : Eslik kontrol matrisine iliskin kontrol denklemleri.
Sekil 4.17 *deki matris dogrusal homojen eslik kontrol denklemlerini ifade eder.
Eslik kontrol kodlarmin kullanimi kodlamayr , kod ¢6zmeye gore kolay
gergeklesebilir yapar. [31]'de BSC’de kullanilan tipik blok uzunluklari ve kritik hiz
ile kanal kapasitesi arasindaki hiz kullanilirsa, kodlama hatasi olasiligi miimkiin

oldugunca kiigiik yapilabilir.

Ancak eslik kontrol kodlarin kod ¢oziiciilerini gergeklestirmek basit degildir. Bunun

i¢in gesitli ¢oziimler aranmaktadir.

LDPC kodlar1 ¢ok sayida 0 ve az sayida 1 iceren matris ile tanimlanir.(n,j,k) da n,
kodlanmis verinin blok uzunlugu, j matrisin siitunlarindaki 1'lerin sayis1 ve k'da
satirlardaki 1'lerin sayisidir. LDPC kodlar verilen blok uzunlugu i¢in kod ¢dzme
hatasi olasiligini kii¢iiltmede optimum degildir. Ancak kullanilabildikleri maksimum
hizin kanal kapasitesi ile sinirli oldugu gosterilebilir. Ayn1 zamanda ¢6zme basitligi

bu dezavantajini Orter.

2 sozciik arasindaki uzaklik farkli olduklari bitlerin sayisidir. Bir kod sézciigilinii

diger tiim kod sozciiklerinden ayiran uzaklik kiimesi, bir kodda ©nemli bir
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degiskendir. LDPC'de tiim kod sozciiklerinin, diger kod sozciikleriyle ayni uzaklik
kiimesine sahip oldugu gosterilebilir[30,68].

4.7.1 Uzakhk Fonksiyonlar:

Eslik kontrol kodlarin uzaklik fonksiyonu N(I), | agirlikli kod sézciigiiniin sayisi
olarak tanimlanir. Eslik kontrol kodunun grup 6zelliginden, herhangi bir verilen kod
sozcuglinden | uzaklhigindaki kod sézciigiinlin sayisi olarak ta tanimlanabilir. Bir
kodun minimum uzakligi , N(l) #Oi¢in | >0 olmak tizere, | ’nin en kiigiik degeri
olarak tanimlanabilir (D olarak gosterilir). Blok uzunlugu n ve kodlama orant R
olarak verilen bir kodda D’yi miimkiin oldugu kadar biiyiik ve D'den az biiyiik I'ler
icin de N(I)'yi miimkin oldugu kadar kii¢iik yapmak arzu edilir. N(I)'nin hata
olasiligina dogrudan etkisi bulunmaktadir. Biiylik blok uzunluklu eslik kontrol
kodlar1 i¢in uzaklik fonksiyonunu ve hatta minimum uzakli§i hesaplamak
uygulanamaz. Ciinkii ¢ok biiyiik sayida kod sozciigli olacaktir. Kodun ortalama

uzaklik fonksiyonunu analiz etmek daha basittir.

Teorem 4.1. N(l): n ve R’li bir kodda | agirlikli kod sozciiklerinin ortalama

sayist  N(I) olsun [1].

N_(l)[lﬂjz-“ﬂ-m < [2rmna@ - 2)] °° exp[H (1) — - R) In 2}, dir. Burada

L
n

H(1)=A4In % +@-A4)In ﬁ seklinde tanimlanmaktadir.

Teorem 4.2. Minimum uzaklik dagilim fonksiyonu Pr(D<nd) , 6<0.5 i¢in

asagidaki gibi sinirlidir [19]

1 [1-6
Pr(D <ns) < =25\ 211n exp n[H(5) - (1-R)In2]

Pr(D<no)<1.

4.7.2 LDPC'nin Uzakhk Ozellikleri
Kii¢iik minimum uzakliga sahip olan bir kodun mahsurlu yerleri ¢ikartilarak yeni bir

kod elde edilebilir. (n,j,k)’lik bir matris alalim. Burada herbir siitunda j adet ‘1’ ve
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her bir satirda k adet ‘1’ vardir. Bu durumda PC matrisi nj/k adet satir igerir.
Kodlama orani ise R > 1- j/k dir. Sekil 4.18’de (20,3,4) koduna iligkin 6zel bir matris

verilmektedir.

1111000O0O0O0O0O0DO0OO0ODO0OO0ODO0OGOO0CO
00001111 00O0O0O0O0O0O0O0O0O0TGO
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0O 000OO0O0OO0OOO0OOO0OOO0OOO0OO1II1IT1I1
1000100010O0O01O0O0O0O0O0ODO0CO
01 00010O0O010O0OO0OO0OO0OO0OI1IO0OO0OPO
0010001O0O0O0O0OO0OO0O11O0O0OO0O1IO0TU0
0 00100O0O0OO0OO0O1O0O0OO0O1TIO0OO0OCO0OTIIO
0 00O0O0O0OO0O1O0O0OO0O1O0O0OO0OLI1IO0OQO0TG01
10000100O0OO0OO0O1O0OO0OO0OO0OOI1ITO0OQO
01 00001O0O0OO0O1O0O0OO0OO0O1ITO0OO0CO0OPO
00100001O00O0OO0O1O0O0OO0OOCOTI1IO
0 001000O0O1O0O0O0OO0O1IO0O0OI1O0O0O0
0 000100O0OO01O0O0OO0OO0O1IO0O0O0O0?1

Sekil 4.18 : (10,3,4) kodu H matrisi gosterilimi.
Teorem 4.3. Bir (n,j,k)’daki her bir kod i¢in, | agirlikli dizilerinin sayist

N, () dir ve asagidaki gibi simirlandirilmigtir [1]

n . n .
N (i () < exp [ua(s) —su (5) + (k=D 2}
Burada s keyfi bir parametre ve u(s)veu' () ise asagidaki gibi tanimlanmistir

,u(S) —In 2—k[(1+e5)k+(1—e5)k] ve ,u'(S) _ dﬁé(s) .
S

Referans [35]°te , | =(n/k)/'(S) ’ya ayarlama, iistel ifadeyi minimize eder. Boylece
en 1yi sinirlamanin elde edildigi gosterilir.
Teorem 4.3, | agirlikli baz1 6zel dizilerin bir kod sozciigii oldugu kod sozciiklerinin

kiimesinin olasiligim1 P(I) bulmak i¢in kullanilabilir. Bir kod sodzcligiiniin tiim

permiitasyonlar1 esit oldugundan dolay1 P(l) segilen | agirlikli dizilerden bagimsizdir.

| agirlikli dizileri rasgele segersek, her bir kod igin olasilik N,(I)/n, dir. Oyle ki,
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secilen | agirlikli dizi n/k eslik kontrollerin herhangi bir blogunu saglayacaktir. Eslik

kontrollerin her bir j blogu bagimsiz olarak se¢ildiginden dolay1

i

NO gir,
y

Bu durumda uzaklik 6zelligi ve minimum uzaklik dagilim fonksiyonu P(l)

P(Il) =

kullanilarak

N, ()< ij(l) - Ojl N

Pr(Dsna)snf:(”jp(l):i(”j_“ N, (1) (4.22)

ifade edilebilir. Ayrica

Njk(l)sC(l,n)exp—nBjk(;t);/izlﬁ (4.23)

B (1) = (I=DH(A) L [u9) + k-DIn 2]+ jo2 |

C(4,n) = [2rIn21— )] 7 exp 1211{1%;2 - “'és) dir.

(2.2)’1 (2.1)’de yerine koyarsak

Pr(D<no) < iC(i, n)exp—nB, (4)dir. (4.24)

1=2

Biiyiik n’ler igin , (4.23) ve (4.24) denklemleri B, (4) 'nin davranisi ile belirlenir.
Bjk()’da ilerde ifade edilecek kod ¢oziicii hata olasiligi ile sinirhdir. B, (1) *y1 analiz

etmek kolay degildir. Clinkii s ile verilir ve s’te A 'nin fonksiyonun i¢inde saklidir.

B, (1) Skiel 4.19 da gosterilmektedir.
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Bijr(A)

Sekil 4.19 : B, (4) ‘nin dagilim1.
Herhangi bir &>, icin 4.24 teki toplamin sinirsiz olacag: agiktir, ama
minimum uzaklik dagilim fonksiyonu hala 1 ile sinirlidir.
Teorem 4.4. Bir (n,j,k) i¢in , minimum uzaklik dagilim fonksiyonu hem 4.4 hem de

Pr(D < ¢n) <1 ile sinirhdir

Pr(D <né) < k‘.fl +0( .17 )+nC(ns,n)exp—nB, (5)  (4.25)
2n!2 ni-2 !

Denklemdeki ilk ifade 2 agirlikli kod sozciiklerinden gelmektedir. Sonraki
ifade ise 2’den biiyiikk kiigiik agirliklilardan , son ifade ise biiylik agirliklilardan

gelmektedir.
0y ifadesi bir (njk)nin tipik minimum uzaklik oramidir. Sekil 4.20 ’de

verilmektedir.
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Sekil 4.20 : Tipik (n,j,k) i¢in minimum uzakligin blok uzunluguna oran.
Burada minimum uzaklik dagilim fonksiyonunun , kod c¢oziicii hata olasilig1
sonuglariin elde edilmeden Once tiiretilme nedenini gérmekteyiz. Bir gruptaki iki
sOzciik sadece iki bitiyle birbirinden farkl ise , kod ¢6ziicii hata olasiligi bu iki biti
hatali bir sekilde alma olasilig1 ile sinirhidir. Bu kod uzunlugundan bagimsizdir.
Boylece , n — o i¢in kod ¢06ziicii hata olasilig1 1/n ile orantilidir. Bu da minimum
uzakligi 2 olan kodun olasiligidir. Cok kiiciik sayida fakir kodlar , kod ¢oziicliniin

hata olasiliginda baskin ¢ikar.

N’ye gore minimum uzaklikli tipik (n,j,k) kodlarmin hata davranis olasiligini
belirlemek i¢in, (n,j,k)’y1 diizenleyebiliriz. Bir (n,j,k)’dan en kiigiik minimum
uzakliklt kodlarin yarisinin ¢ikartilmasi ve kalan yaridaki her bir kodun olasiliginin
iki katina ¢ikartilmasi durumunda sakincali boliimleri ¢ikartilmis bir (n,j,k) elde

edilir.

Sakincalt boliimleri ¢ikartilmis (n,),k)’nin minimum uzaklhigini ele alalim. Bu

durumda s, degeri, 4.25’teki denklemin sag tarafindaki degerin 0.5 olmast ig¢in o

njk
‘nin aldigr deger ile alttan simirhidir. N’in artmasi ile 4.25 denkleminin smir1 &,

’daki adim fonksiyonuna yakinsar. Sakincal1 boliimleri ¢ikartilmis (n,j,k) icin 4.26’y1

yazabiliriz:
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(4.26)

<2C(4,n)exp—nB, (1);4 26
N (D)
=0;4 <y

Benzer olarak , 4.22 ve 4.26 dan yararlanarak , rasgele kiimelerin sakincali

boliimlerini ¢ikartabiliriz

N—(I){s 2l2ra@-A)° eipor-\[ﬂH <(;(;) ~@1-R)In2} 1> 50} (4.27)

H(5,) = (1—R)In 2dir ve n yeteri kadar biiyiikse

1 1-6
¢ <0.5 ifadesi gegerlidir.
1-26, \ 2I1ng,

4.7.3 Kod Coziicii Hata Olasihd

Ikili blok kodlarda kod ¢dziicii hata olasiligimi iistten sinirlamak icin bir teknik

gelistirilecektir. Kod ¢oziiciiniin en biiylik olabilirlikli, kanalin ikili giris alfabesi ve
keyfi ¢ikis alfabesine sahip oldugu ve daha sonra tanimlanacagi gibi simetrik oldugu

varsayilacaktir.

Bu teknigi gelistirmenin nedenleri 3 adettir. Birincisi; diisiik yogunluklu kodlarin
kapasitesini gosterme gereksinimi, ikincisi; kodun uzaklik 6zelligi ile kod ¢oziicii
hatas1 olasilig1 arasinda bir baglanti saglamasi , iiglinciisii ise analitik olarak daha
karmagik olmasina ragmen fikirsel olarak daha basitlik olusturmasidir. Bu fikirsel

basitlesme kodun analizini, kanalin analizinden ayirmada yatar.
4.7.4 Simetrik Ikili Giris Kanallan
Asagida ifade edilen 6zelliklere sahip , ayrik zamanli kanallardir.
1. Giris alfabesi X , 0 ve 1den olusur.
2. Cikis alfabesi Y ya ayrik ya da siirekli say1 kiimesinden olusur.

3. Verilen bir ayrik zamanda ¢ikis y , sadece mevcut giris x’e istatistiksel

olarak
bagimlidir.

4. (4.28) ile verilen simetri durumu tiim y ¢ikiglari igin saglanir.

P (y) =PR.(y) (4.28)
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Bu denklemde Y siirekli bir kiimeyse , Px(y) kosullu olasilik yogunlugudur. Y ayrik
bir kiimeyse Py(y) kosullu olasiliktir.

4.7.5 Kod Cézme Hatasimin Olasihgmin Ust Sinir1

letilen kod sdzciikleri Uy = X;o, Xpqse- X,o V€ alan dizi V=1Y,,Y,,...., Yy 0lsun. En
biiyiik olabilirlikli kod ¢o6ziicti kullamlmasi durumunda, P(v|u;) > P(v|u,) ise kod
¢bzme hatasi yapilacaktir. Ayrica P(v|u;)=P(v|u,) ise de kod ¢dzme hatasi

yapilabilir. Kod ¢6zme hatasi olasiliginin iist sinir olasiliginda, boyle hatalarin daima
yapildigin1 varsayariz. Kanalin n adet kullanimlar1 arasindaki bagimsizlig

varsayimini kullanirsak , ¢oziicii hatasi i¢in bu durum 4.29°da verildigi gibi olur.
H xu(yi)ZHPxiO(yi) 1< J <M-1 lgll’l (429)
i=1

Boylece , kod ¢6zme hatasinin olasili1 (4.29)’da verilen denklemin sagladigi olasilik

ile tistten sinirlanmaktadir. Her iki tarafin logaritmasini alirsak

iln X'J(y ) >Z|n XIO(yi)

olacak ve son olarak, daha sonra gosterilecegi gibi , esitligin her iki tarafindan keyfi

bir fonksiyonu ¢ikartirsak ;

) fly)
; ) xu (y ) Z1 XIO(y ) (430)

olacaktir.

f(y) fonksiyonuna bir sinirlama konulursa , dyleki tiim y’ler ig¢in hem Po(y) hem de

P1(y) pozitif ise ve f(y)= f(-y)ise f(y)’de pozitif olacaktir.

Giris x; ve ¢ikis y; arasindaki farklihigr 5(x;y;) seklinde tanimlarsak;

f(y,)
o(x.y;)=In———= 4.31
(y)=in o s (4.31)

olacaktir.

Ayrica u ile v arasindaki farkliligi,
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D) = Y 5(xy,) (4.32)

seklinde tanimlayabiliriz.

Tim bu tamimlamalar sonrasinda kod ¢ozme hata olasiligi asagidaki gibi

sinirlanabilir.
M -1
P, <Prq| J(D(u;v) < D(u,v)olmas: _olayz) (4.33)
=1
Bu sinirlandirmay1 , D(upv) >nd olmak {izere ayri sinirlandirmalarin toplami olarak
gosterebiliriz. Buna gore ;
Pe<P1+P;

P = Pr{hol(D(uov) >nd,D(u,v) < D(uov)olmaSz_oIayz)},

i
M-1
P, = Pr{U(D(uov) >nd,D(u,v) £ D(uov)olmaSZ_oIayz)} olacaktir.
i
Bu noktada P; ve P, yi
P, <Pr(D(uyv) > nd),
M-1

P, < ZPr[D(uOV) <nd;D(u;v) < D(uov)] seklinde siirlayabiliriz.

j=L
Bu smirlandirmalar1  daha kullanilir hale getirmek icin Chernoff kurali
kullanilacaktir. Kuralin ayrintilar1 verilmeyecektir. Kural uygulanmasi durumunda P4

ve P, i¢in elde edilen sonuglar;
g(s) = j P,(y)"® f(y)°dy olmak iizere

P, < Pr[D(u,v) = nd] < g(s)" exp(—nsd) (4.34)

dir . Burada

+00

h(r) = [[R(PY)]*"" F(y)"dy,

—00
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g(r) = I[Po(y)](l_r) f(y)"dy olmak iizere

P, < Y NOhO] o] e (4.35)
dir.

4.7.6 Kodlar I¢in Ortalama Hata Terimi
Simdi de tim kod i¢in hata olasilifimi diistinelim. Nj(l), uj kod sozciigiine |

uzakligindaki kod sozciiklerinin sayisi olsun. Bu durumda P; ve P; esitsizliklerinden

M

P, < Zﬁ{g(s)"e‘"s" + Zn: N, (Dh(r)' g(r)™'e™™ }; s>0,r<0icin  (4.36)

=0

olur ve uj kod sozciigiinden | uzakligindaki kod sézciiklerinin sayisinin, j tizerinden

ortalamasi alinirsa ;
N
N (I :—ZNJ.(I) olacaktir.
M =

Ortalama ifadesine , bu esitligi yerlestirmemiz durumunda ;

<g(s)"e™ +ZN(I)h(r) g(r)"'e™:s>0,r <0 olacaktir. Burada
g(s) = [R(y) f(y)*dy,

h(r) = [[P,(y)P, (=0)]""" f (y)" dy dir. (4.37)

—00

Ortalama hata olasilig1 ifadesini hesaplamak zordur. Cilinkii n adet ifadenin toplamin
icermektedir ve n bir cok durumda cok biiyiik olabilir. Ikinci neden olarak tar, s, d,
f(y) gibi ¢ok sayida ayrik parametre igermektedir. Bu nedenlerle ifade miimkiin
oldugunca en uygun hale getirilmelidir. Bunun i¢in ifade optimize edilmelidir. Ancak
, bu tlir optimizasyonlar, zayiflatma yapilmaksizin gergeklestirilemez. Ortalama hata
olasig1 , n parametresine gore, yaklasik olarak {iistel olarak azalan bir fonksiyondur.
Ozellikle biiyiik blok uzunluklu kodlarda n’nin katsayis1 cok énem kazanmaktadir.

Sonug olarak diger ifade optimizasyon amagli olarak ihmal edilebilir. Tabi ki bu
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islem ortalama hata acgisindan daha kaba bir sonu¢ verecektir. Ancak sasirtict bir

sekilde yeterli olabilir.

Ozel kodlar ya da tiim kodlar icin N(I) ,N(I)<C(4,n)e"™* lzl— sekilde
n
sinirlandirilabilir.

Burada C(A,n)ifadesi yaklasimin dogru olmasi igin yeterince kiiglik olmasi

gerekmektedir.

C, = max C(4,n) olmak tizere C(A,n)yerine C, yi kullanirsak ortalama hata
olasilig1

P. <expn[Ing(s)-sd]+nC, max exp n[B(1)+ AInh(r)+(@-r)Ing(r)-rd] (4.38)
olacaktir.

Denklemde n ile iistel olarak degisen temelde iki terim bulunmaktadir. lk terim s> 0
ise d ile birlikte azalir. Ikinci terim r<0 ise d ile birlikte artar. Ustleri esit yapmak igin
d’yi segersek , d’deki degisiklik 2 iistten birini artiracaktir. d’nin bu se¢imi en biiyiik

iist ifadesinde n’nin katsayisini minimize eder. Bu yolla d’yi kaldirirsak ;

Ees(1+Cn)expl—nmjn E(s,r,ﬂ)}szo,réo ,

E(s,r,2) = S—ir Ing(s) —%[B(A) +AInh(r) + (- 2)Ing(r)] bulunur.  (4.39)

Bu sonuglar hala , g(r) ve h(r) fonksiyonlarmin tanimlarmin ic¢indeki f(y)

fonksiyonuna baglhdir. f(y) , bazi basitlestirmelerle ;

[Po(y)? " Pl(y)ﬂ

T = seklinde verilebilir. (4.40)
R(Y)™ +P(y)

f(y) =k

g(r)
g(r)+h(r)

maksimum yapmak i¢in o = A segilirse, yeni elde edilen ortalama hata olasiligr ;

Burada o = olarak alindiginda ve A iizerinden ortalama hatay1

Ee <(1+C,)exp—nE(s,r) sekilde olacaktir. Burada
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r 1-r 1-r 25

E(s, r)——ﬂ(a) |I’IJ'(|:’1S Pl‘)rS(pZ +P2)sr

Bla) = mjn[— B(A)-Alna—(@1-1)In(l-a)],

2r
1-r 1-r 1-r

(Pr=+P) (POZJFPIZJ C2(R,P) 2
_ dir. (4.41)

2s

© r 1-r r \s_r
jPl- Py {P02+Plzj

0

O'—;S

Elde ettigimiz formiilleri BSC i¢in kullanabiliriz. Bu 6zel kanallar i¢in

Ee <(@+nC,)exp—nE(s,r),

E(s,r) = S—ir B(a) +:rr|n[(1— D)t + pt* —%In{(l— D)2 + p;} (4.42)

- pypl”
—P)p] 2
o= 1-r 1-r '’

@l-p)2+p?

p(e) = min [-B(A)—Alna—(@A-2)Inl—a)]  seklinde  yazlabilir. E(S,r) *nin
. L 1 1 .
maksimum degeri E =max E(s,r)=p,In=+@-p,) Inl— —H(p,) dir. Burada
p -p

kullanilan ps ve H(ps) ifadeleri ise
Ao
ps :7+(1_/10)pr ) (443)
H(p,)=B(,)+4,In2+(@—-A4,)H(p,) bicimindedir. (4.44)

Bu denklemlerde kullanilan A,degeri B(A) +§In 4p,(1—p,) degerini maksimum

yapan A degeridir. E degerinin maksimum olmasi i¢in s ve r degerleri cinsinden

1-s
pS = pl—s _le_ p)l—s
L (4.45)
P
P =

plfr + (1_ p)lfr

olmalidir.
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(4.43) , (4.44) ve (4.45) denklemlerinin ¢oziimii, ikisinin ¢6ziimii ¢ok zor olan 3
denklemin ayni zamanda c¢oziilmesini gerektirmektedir. Ancak bu denklemlerin
avantaji, kanal gecis olasiligin1 kapsamamalaridir. Béylece bir sonug elde edilirse ,

Bu sonu¢ p, < p< pgsmirlant igerisindeki tiim gegis olasiliklart igin gegerli
olacaktir.

(4.46)’daki denklemden , p’nin siirinin $>0,r <0 oldugu goriilmektedir. Sekil

4.21, E’nin iistel olarak geometrik kestirimini vermektedir.

Sekil 4.21 : BSC i¢in lstel ifadenin geometrik kestirimi.

p < p, iken, E(s,r) degeri r = 0 i¢in maksimumdur. Ciinkii (4.45)’dan p=p; i¢in r =
0 dir. r = 0 durumunu (4.42)’deki denklemde yerine koyarsak ve bazi degisiklikler

yaparsak

) A 1
max E(s,r)=min-B(A)+=In———:p< 4.46
X E(s,1) = min-B(2)+ SIn i p< b, (4.46)

olacaktir.
p < p, icin (4.46)’yi minimum yapan A degeri , p ile birlikte kod minimum uzaklik
oranina dogru azalir.

LDPC kodlart kodlayicisinin ve kod ¢oziiciisiiniin ¢aligmasint etkileyen onemli
faktorlerden birisi , kullanilan iirete¢ matrisidir. Urete¢ matrisin elde edilmesine

yonelik olarak bircok caligma yapilmaktadir. Bu caligmalar 2. boliimde de ifade
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edildigi gibi genel olarak iki farkli yontemle yapilmaktadir. Her iki yontemin
mimkiin oldugunca olumlu yonlerini alarak matris iiretimi elde edilmesi

diisiiniilebilir.

LDPC kodlar1 6nemli noktalarindan birisi de kod ¢6zme algoritmalaridir. Cok ¢esitli

¢Ozme algoritmalart bulunmaktadir. Bunlarin bazilart ;
e Toplama-¢arpma algoritmasi (Sum-product algorithm) [26,27]
e Minimum-toplam algoritmasi(Min-sum algorithm) [21]
e {leri-geri algoritmasi(Forward-backward algorithm)
e BCJR algoritmasi
e APP yada MAP algoritmasi
e Kani-yayilimi algoritmasi (Belief-propagation algorithm) [66]
e Mesaj-aktarma algoritmasi (Message-passing algorithm) [21]
e lteratif kod coziicii algoritmasi [28,29]

Tiim algoritmalarin kullanim alanlarina gore belirli avantaj ve dezavantajlari
bulunmaktadir. Bazi algoritmalar giiriiltii giiclinlin isaret giicline oraninin (SNR)
yiiksek oldugu kanallarda basarili iken, bazilara da SNR oraninin diisiik oldugu
kanallarda diger algoritmalara gore daha basarili olmaktadir. Ayrica kanal tiiriine

gore de algoritmalarin basarim durumlar1 degismektedir.

LDPC blok kodlari, kullanilan kanal ve modiilasyon tiliriine gore diizenlenir.

Kullanilan kanallara gére LDPC c¢alismalarini 6zetlersek ;
Sontimlemeli kanallar :

Ozellikle giiniimiiz GSM kanallar1 ve diger telsiz haberlesme kanallar1 , séniimlemeli
kanaldir. Cok giincel bir konu olmasi nedeniyle {iizerinde Onemli ¢alismalar
yapilmaktadir. [34-43] numarali referanslar soniimlemeli kanallar iizerinde yapilan
caligmalara Ornek olarak verilmektedir. Soniimlemeli kanallar {izerindeki
calismalarda 6zel olarak kanal Yy, =a;X; +n; seklinde tanimlanmaktadir. Burada n;
AWGN kanali degiskenini , X; giris, a; soniimleme degiskenlerini ve Y; cikis

degiskenini ifade etmektedir. Bu degiskenler kompleks olabilir. Soniimleme
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degiskeni, dagilimi bilindigi varsayilan bir raslanti degiskenidir. Ozel bir dagilim

olarak Nakagami dagilimi kullanilabilir. Bu dagilim
2 m 2 2m-1..-ma2/o? . . . - e oo e
P.(@Q)=——| — | a"" e seklinde verilmektedir ve m degeri degistirilerek

bir ¢cok soniimlemeli kanalin modellenmesinde kullanilabilir. Denklemde m > % dir

ve Nakagami degiskeni olarak bilinir. o varyans biiyiikligi ve I'(m) gamma
fonksiyonudur. Gamma  fonksiyonu, F(m)zj.y“e*ydy,x>0 seklinde
0

tamimlanmaktadir. m=1 i¢in haberlesme sistemlerinde sik¢a kullanilan Rayleigh

sontimleme modeli tanimlanmaktadir.
Manyetik ortamlar :
Hard-disk gibi manyetik ortamlara kayit , LDPC gibi hata kodlamalar1 kullanilarak

yapilabilmektedir. Bu konuda yapilan ¢alismalar [44-49], [53-56] numarali
referanslarda verilmektedir. Bu c¢alismalarda Ozellikle Hard-disk’lerde kullanilan
Reed-Solomon  kodunu kuvvetlendirmek amaciyla LDPC uygulanmaya

calisiilmaktadir.
Optik ortamlar :

Optik lif kanallara ya da CDROM gibi optik bellek birimlerine , LDPC
uygulanmasina yonelik [32,33] numarali kaynaklarda, ornek caligmalar verilmistir.
Optik ortamlarda, 6zellikle fiziksel agidan CDROM gibi bellek birimlerinde sinir
degerlere cikilmistir. LDPC kullanilarak , daha hatasiz ve daha hizli bir ulagim
gerceklestirilmeye ¢alisilmaktadir.

Diger ortamlar :

[57] ile [64] numaralar arasindaki kaynaklar, ¢esitli kanal ve modiilasyon tiirlerine

gore yapilan caligmalar1 vermektedir.
Katlamali kodlar ile LDPC’nin birlestirilmesi :

LDPC kodlarin, blok uzunlugunun artmasi ile birlikte hata basarimi artmaktadir.
Ancak birgok wuygulama alaninda , blok uzunlugunun biiylik olmasi sorun
yaratmaktadir. Bu sorunu kapatmak amaciyla LDPC kodlar katlamali kodlar ile
birlestirilmeye ¢alisilmaktadir.[50-52], numarali kaynaklar konuya deginmektedir.
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5. BCH KOD COZUCU GERCEKLEMESI

Bu béliimde ikinci boliimden itibaren baslayan ve teorik agiklamasi yapilan DVB-S2

BCH kod ¢oziicii kismi1 FPGA gergeklemesi anlatilacaktir.

5.1 FPGA Modiil Yapilari

5.1.1 beh_decoder Modiilii

1B dvb_s2
= B xcbvb40t-1Ff1156
ch_decoder - Behavioral (EMdvb_s2 v\ dvb_s2\bch_decodervhd)

g
'y Inst_bch_receiver - bch_receiver - beh_receiver_arch (E\dvb_s2_vB\dvb_s2\bch_receivervhd)

E Inst_binary_fifo - binary_fifo - Behavioral (E\dvb_s2_vi\dvb_s2\binary_fifo.vhd)
Inst_bch_syndrome_calc - bech_syndrome_calc - Behavioral (E\dvb_s2_vE\dvb_s2\bch_syndrome_calc.vhd)
Inst_RiBM_SHORT - RiBM_SHORT - Behavioral (E\dvb_s2_vB\dvb_s2\RiBM_SHORT.vhd)
Inst_RiBM_LOMNG - RiBM_LOMG - Behavioral (E\dvb_s2_vE'dvb_s2\RiIBM\RIBM_LONG.vhd)
Inst_chien_search_short - chien_search_short - Behavioral (E:\dvb_s2_wv8\dvb_s2\chien_search_short.vhd)
Inst_chien_search_leng - chien_search_leng - Behavioral (E:\dvb_s2_vf\dvb_s2\chien_search_long.vhd)

|B-@-E- -
I o I B

Sekil 5.1 : DVB-S2 BCH FPGA tasarimi hierarsisi.
DVB-S2 BCH kod ¢6ziicii FPGA tasarimi hierarsik yapisit Sekil 5.1 ve Sekil 5.2 ‘de
gosterildigi gibidir.

bch_decoder

data_in(0:0) startstop_alarm
dfi(15:0) |
clk
datarcvd |
data_wr |
st
;stnt |
A A

bch_decoder

Sekil 5.2 : bch_decoder modiilii RTL semasi.
Bu yapiy1 blok semalar Sekil 5.3 'te gdsterecek olursak bch_decoder modiilii en {ist

modiil olmak tizere :
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bch_decoder

o RIBM_ . |:h'|EnE
Seard
wari ) SHORT <hort
= —=Thch
_syndrome
) _calculator, chien_
bch_receiver g RIBM_ search =
LONG _long
= binary_fifo

Sekil 5.3 : DVB-S2 BCH kod ¢6ziicii blok yapist.
BCH kod ¢6ziicii bloguna boliim 2.2 de bahsedilen biitiin uzunluklardaki verilerin
gelmesi muhtemeldir. Veri bit halinde her bir saat darbesinde bir bit olmak iizere
gelir, gelen verilerin hangi uzunlukta ve hangi kod yapisinda oldugu bch receiver
blogu tarafindan ayirt edilir ve bch_syndrome calculator bloguna gerekli bilgilerle
birlikte bu veri iletilir ayn1 zamanda da kullanilmak iizere fifoya yazilir. BCH kod
¢oOziicli asamalarinda daha once belirtilen sendrom hesaplama asamasi daha once
bilgileri verilen GF ¢arpict yardimiyla yapilir ve t=12 i¢in 24 , t=10 i¢in 20 ve t=8
degeri i¢cin 16 tane olma iizere hesaplanir. Bu hesaplama isleminde kisa cerceveli
(short frame) veri igin iigiincii bliimde elemanlar1 verilen GF(21®) elemanlarindan,
normal cergeveli(normal frame) veri i¢in de ayn1 sekilde GF(21*) elemanlarmdan
faydalanilir. Daha sonra kisa ya da normal ¢ergceve yapisina gére RIBM_short ya da
RIBM long bloguna giren sendrom degerleri RIBM [21] algoritmasina gore hata
bulma ve diizeltme bloguna gelmeden once gerekli olan degerler elde edilir. Sonraki
asamada kisa ya da normal ¢erceve yapisina gore chien search short ya da
chien_search long bloguna gelerek ilgili veri biti uzunlugunca hata bulma ve

diizeltme islemleri gergeklesir. Simdi kisaca anlattigimiz bu bloklar1 inceleyelim.
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5.1.2 bch_receiver Modiilii

bch_receiver

....data in(00) | __code_type(3:0)
s data_length(15:0)
data_out(0:0)
clk
t value(3:0)
delarmd | data_in_fifo
data_rd data_out_wr

empty
data_wr [—-Smety

full
st
|_sh_orlo

tint
retint | staristap_alam

A 4
Inst_bch_receiver

Sekil 5.4 : bch_receiver modiilii RTL semasi.
Sekil 5.4 'te verilen bch_receiver modiilii gelen veriyi depolayarak saglikli bir veri
akiginin olmasii saglar. Ayni zamanda verinin boyunu ve kodlanma seklini de
ortaya cikararak ilgili modiillere bildirir. Veri tamamen fifoya doldurulunca gerekli

isaretle ilgili modiilii bilgilendirir.mnnmmmn

5.1.3 bch_syndrome_calc Modiilii

Hierarchy
E

Inst_bch_syndrome_calc - beh_syndrome_calc - Behavioral (E\dvb_s2_v8\dvb_s2\bch_syndrome_calc.vhd)
o Inst_gfld_1_mult - gfld_mult - Behavioral (E\dvb_s2_vB\dvb_s2\gfld_mult.vhd)
o| Inst_gfld_2_mult - gfld_mult - Behavioral (Efdvb_s2_vB\dvb_s2\gfld_mult.vhd)
o] Inst_gfld_3_mult - gfl4_mult - Behavioral (EMdvb_s2_vi\dvb_s2\gfld_mult.vhd)
Wo| Inst_gfld_4_mult - gfld_mult - Behavioral (Ehdvb_s2_vB\dvb_s2\gfld_mult.vhd)
Wo| Inst_gfld_5_mult - gfld_mult - Behavioral (Ehdvb_s2_wvB\dvb_s2\gfld_mult.vhd)
o| Inst_gfl4_6_mult - gfld_mult - Behavioral (Efdvb_s2_vB\dvb_s2\gfld_mult.vhd)
o] Inst_gfld_7_mult - gfld_mult - Behavioral (EM\dvb_s2_vB\dvb_s2\gfld_mult.vhd)
o] Inst_gfld_8_mult - gfld_mult - Behavioral (M dvb_s2_vi\dvb_s2\gfld_mult.vhd)
H,
H
H,
H,
H,

T

| Inst_gfld_9_mult - gfld_mult - Behavioral (E\dvb_s2_vB\dvb_s2\gfld_mult.vhd)

| Inst_gfl4_10_mult - gfld_mult - Behavioral (Ei\dvb_s2_vB\dvb_s2\gfl4_mult.vhd)
| Inst_gfl4_11_mult - gfld_mult - Behavioral (E\dvb_s2_v6\dvb_s2\gfld_mult.vhd)
| Inst_gfl4_12_mult - gfld_mult - Behavioral (E\dvb_s2_vE\dvb_s2\gfld_mult.vhd)
| Inst_gfld_13_mult - gfld_mult - Behavioral (E\dvb_s2_vB\dvb_s2\gfl4_mult.vhd)
wo| Inst_gfld_14_mult - gfld_mult - Behavioral (E\dvb_s2_vb\dvb_s2\gfld_mult.hd)
| Inst_gfl4_15_mult - gfld_mult - Behavioral (Ehdvb_s2_v@\dvb_s2\gfld_mult.vhd)
iy Inst_gfld_16_mult - gfld_mult - Behavioral (E\dvb_s2_v6\dvb_s2\gfl4_mult.vhd]
"hg| Inst_gfld_17_mult - gfld_mult - Behavioral (E\dvb_s2_wB\dvb_s2\gfld_mult.vhd)
"hg| Inst_gfld 18 _mult - gfld_mult - Behavioral (E\dvb_s2_vB\dvb_s2\gfld_mult.vhd)
"y Inst_gfld_19_mult - gfld_mult - Behavioral (E\dvb_s2_vG\dvb_s2\gfld_mult.vhd)
by Inst_gfld_20_mult - gfld_mult - Behavioral (E\dvb_s2_v6\dvb_s2\gfl4_mult.vhd])
"hg| Inst_gfld_21_mult - gfld_mult - Behavioral (E\dvb_s2_wB\dvb_s2\gfld_mult.vhd)
"hg| Inst_gfld 22 mult - gfld_mult - Behavioral (E\dvb_s2_vB\dvb_s2\gfld_mult.vhd)
"hy| Inst_gfld_23_mult - gfld_mult - Behavioral (E\dvb_s2_vG\dvb_s2\gfld_mult.vhd)
"hy| Inst_gfld_24_mult - gfld_mult - Behavioral (E\dvb_s2_v6\dvb_s2\gfl4_mult.vhd]
‘g Inst_gflE_1_mult - gflé_mult - Behavioral (Efdvb_s2_vB\dvb_s2\gfl6_mult.vhd]

"hg| Inst_gfle_2_mult - gflé_mult - Behavioral (EMdvb_s2_vB\dvb_s2\gflé_mult.vhd]

"hy| Inst_gflE_3_mult - gfl6_mult - Behavioral (EMdvb_s2_vB\dvb_s2\gfl6_mult.vhd]

"hy| Inst_gfl6_4_mult - gfl6_mult - Behavioral (Eh\dvb_s2_vB\dvb_s2\gflé_mult.vhd)

M To s _p1E T ..

- - -E-E - -EE-E-E-E-E-E-E
=
=

-2 IP- N PR D S (SR S S T S LR

Sekil 5.5 : bch_syndrome_calc modiilii hierarsisi.
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Sekil 5.5 'te verilen modiil 24 adet kisa ¢ergeveli 24 adet de normal gerceveli olmak
lizere toplamda 48 adet GF carpicisi igerir. Bu ¢arpicilarin alt modiillerinde de kisa
cerceveli yapi i¢in 14x14= 196 adet, normal g¢ergeve icin de 16x16=256 adet Sekil
3.2 'de gosterilen hiicrelerden vardir. Bu hiicreler de sendrom hesaplamak igin

kullanilmaktadirlar.

Hata belirteci hesaplayict giris kod kelimesini polinom katsayisi serisiymis gibi isler
ve 2t katsayilarinin hata belirteci polinomunu hesaplar. Hata belirteci polinomlari
gecersiz (invalid) bir kod kelimesi i¢indeki t hatalar1 i¢in konum ve genlidi igerir.
Gegerli (valid) bir kod kelimesi hepsinin sifir katsayili oldugu sendrom polinomunu

uretir.

Giriltili bir gonderimde alicidaki R kod kelimesi orijinal kod kelimesine E

hatasinin eklenmesiyle olusur. Hata belirteci polinomunun tanimlanmasi ile S(x)

S(x) =¥, xS, = R(at) (5.1)
R(x) = Ry + Ryx + Ryx? ......... + Ry_qxN71 (5.2)
S, =R, + a (R1 tal (R . + ai(RN_l))) (5.3)

3. esitlik literatiirde Horney yontemi olarak bilinmektedir. Islem R, ; katsayismin a
ile garpilmasi ile baglamaktadir. Daha sonra gelen her bir katsay1 Sekil 5.6 'daki gibi
bir dnceki ¢arpim islemi ile toplanmakta ve elde edilen sonug o ile tekrardan carpilir
taki Ry katsay1 son olarak toplanana kadar. Bu yontemin uygulanmasinda en 6nemli
faktor; her bir asamada siirekli ayni o katsayisi ile carpma islemi yapmasidir. Hata

belirteci devresi paralel yapi tercih edilmistir.

Sekil 5.6 : Hata belirteci hiicresi.
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5.1.4 ribm_short Modiilii

Hierarchy

= Fuaefl Inst_RiBM_SHORT - RiIBM_SHORT - Behavioral (Etdvb_s2_w6\dvb_s?\RiBM_SHORT.wvhd)
= PE1Unitd - PELUO_short - Behawvicral (Ehdwb_s2_wbhdwb_s2WRIBRMYWPELUD_shortorhd)

it [Yg] PEL_Multh - gfld_mult - Behavioral (E\dwvb_s2_v&\dvb_s2\gfld_mult.whd)
PEL_ADDA - PEL_ADD_short - Behavioral (E\dvb_s2_v&dvb_s2\RiIBM\PEL_ADD_short.vhd)
PE1_Muxf - PE1_Mux_sheort - Behawvioral (Ex\vdvb_s2_wb\dvb_s2\RIBNMAWPEL_Muzx.vhd)
PEL1_MultE - gfld4_mult - Behavioral (E\dwvb_s2_wvEhdvb_s2\gfld_mult.rhd)
PE1_Regs - PE1_Reg_short - Behavioral (E\dvb_s2_wS\dvb_s2\RIEMMPEL_Reg_short.wrhd)
PE1_RegB - PEl1_Reg_short - Behavioral (Ei\dwvb_s2_wEh\dvb_s2\RiBEMMWPEL_Reg_shortovhd)
PE1Unitl - PE1U24_1_short - Behawvioral (Ehdvb_s2_wB'\dwvb_s2\RiBWMYPELLZ24 wvhd)

PE1Unit2 - PELU24_1_short - Behavioral (E\dvb_s2_w&hdwvb_s2\RIENMWPELUZ4 whd)

PELUnit3 - PELU24_1_short - Behavioral (BN dvb_s2_wvEhdvb_s2\RiBEMMPELUZ24 whd)

PELUnit4 - PELU24_1_short - Behavioral (E\dvb_s2_vGhdvb_s2\RiBW\PELU24 wvhd)
PELUnit5 - PELU24_1_short - Behavioral (E\dvb_s2_vGhdvb_s2\RiBWU\PELU24 wvhd)

+
B S

PE1UnNits - PELU24_1_chort - Behavioral (E\dvb_s2_w6dvb_s2\RiBWM\PELLUZ24 arhd)
PE1Unit7 - PELU24_1_short - Behavioral (E\dvb_s2_wG'dvb_s2\RiBM\PELU24 vhd)

PE1UnNits - PELU24_1_short - Behavioral (E\dvb_s2_wG\dvb_s2\RIiBWNPELUZ24 wvhd)

PE1UNit2 - PE1U24_1_short - Behavioral (E\dvb_s2_v&\dvb_s2\RIiBWMWPELU24 vhd)

PE1URNit10 - PELU24_1_short - Behavioral (Etvdvb_s2_wvE\dvb_s2\RiIBMWPELU24 .vhd)
PELUnitll - PELU24_1_short - Behavioral (Etvdvb_s2_vE\dvb_s2\RIBM\PELU24.vhd)
PE1UnNit12 - PELU24_1_short - Behavioral (Etvdvb_s2_wv6\dwvb_s2\RiBEM\PELU24 vhd)
PE1UnNitl3 - PELU24_1_short - Behavioral (Etvdvb_s2_wvE\dvb_s24\RiBM\PELU24 . vhd)
PE1UnNitl4 - PELU24_1_short - Behavioral (Efvdvb_s2_wvE\dvb_s24\RIiBM\PELU24.vhd)
PE1UNit1S - PELU24_1_short - Behavioral (Etvdvb_s2_wvB\dvb_s2\RiIBMWPELU24 .vhd)
PE1UNitl6 - PELU24_1_short - Behavioral (Etvdvb_s2_wvE\dvb_s2\RiIBMWPELU24 .vhd)
PELUnitl7 - PELU24_1_short - Behavioral (Etvdvb_s2_vE\dvb_s2\RIBM\PELU24.vhd)
PE1UNitl8 - PELU24_1_chort - Behavioral (Etvdvb_s2_vE\dwvb_s2'\RiBEM\PELU24 vhd)
PE1UNit18 - PELU24_1_short - Behavioral (Etvdvb_s2_wvE\dvb_s24\RiBM\PELU24 . vhd)
PE1UnNit20 - PELU24_1_short - Behavioral (Eivdvb_s2_wve\dvb_s2\RIiBM\PELU24 vhd)

[ = W L (= AT T T N RPN = YV PP [ =L N T g SO A Tt L = 1 = T AL 1= QI T I [
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Sekil 5.7 : ribm_short modiilii hierarsisi.
Sekil 5.7 'de verilen BCH kod ¢oziiciiniin temel pargast KES blogudur. 2t lineer
bagimli esitligin kiimesini ¢ozer. Hata belirte¢ polinomundan anahtar esiligini (o(x)
konumlayici polinomu ve €Q(x) degerlendirici polinomu) iiretir. Konumlayici
(Locator) polinomu kod kelimesinde ki hatali simgelerin konumu hakkinda bilgi
igerir. Degerlendirici polinomu hatali simgelerin hata genlikleri hakkinda bilgi igerir.

Bu o(x) ve Q(x) polinomlarinin matematiksel modelleri asagidaki gibidir.
o(x) = [liZ,(1 —x* X)) (5.4)
w, R(x)’te olusan hata sayisini, X, hata yerini ve Y, hata degerini belirtmektedir.
Q) = XiZq Yy * Xj * X [[[Z (1 — Xj * %) (5.5)

Iki polinom anahtar esitlik’ten kaynakli S(x) ile dogrudan iliskilidir. Boylece anahtar
esitlik ¢oziimiinii kullanarak bilinmeyen o(x) ve €)(x) polinomlar1 asagidaki gibi

belirlenebilir.
S(x) * 0(x) = Q(x)modx?* (5.6)
KES blogu farkli yontemler kullanilarak yapilabilmektedir. Bunlar;

a) Berlekamp-Messay algoritmasi

b) Euclidean Algoritmasi
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ve turevleridir.

Cizelge 5.1 : KES blogu donanimsal olarak karsilastirilmasi.

Algorithm | Multipliers | Adders | D-FFs | Mux | Latency | Critical path
delay

ME 64 48 628 322 60 Tt Tm+Ta+ Timux

DCME 48 24 48 48 15 Tm+Ta+Tmux

RiBM 50 25 50 25 16 TmtTa

pRiBM 50 24 100 25 32 Tmt+TatTe

PF-RiBM 4 2 62 6 225 TmtTa

UiBM 2 1 50 1 384 Tw+Ta

FRIBM 12 6 78 18 65 TmtTa

Cizelge 5.1 'de gorildigi tizere gecikmenin(Latency) ve kritik  yol
beklmesinin(Critical path delay) en az oldugu RiBM (Reformulated inverse-free

Berlekamp-Massey) algoritmasina karar verilmistir.

&'o(r)
CONTROL
who(r) wha(r) Ace2)(r) Ac-1)(r)
PElo PE11 -———= PE12t-2 PEl2t-1 K—
At(r)
o) b o] e [ ] -
0
T PElo PE11 -———- PE12t-2 PE12t-1
v(r)
5(r)
MC(r)

Sekil 5.8 : RiBM devre semasi.
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(r)

) &) MC(r)

Sekil 5.10 : Kontrol devresinin yapisi.
Sekil 5.8 'de verilen KES blogunda karmasikligin en aza indirgenmesi ve hizli bir

sekilde calisabilmesi i¢in 36 adet PE1 ve bir adet kontrol altblogundan olugmaktadir.

KES blogunda en o6nemli devre yapist PE1 yapisidir. Sekil 5.9 'daki yapida
parametreler, Cf Sigmaout, Cf Sigmain, Sendrome, Gamma, Sigma temel
parametleri ve Load, Init, Hold ve MC kontrol parametleri bulunmaktadir. Kontrol

parametreleri Sekil 5.10 'da verilen kontrol devre yapisi tarafindan tiretilmektedir.

Kisaca kontrol parametlerini agiklamak gerekirse, Init parametresi aktif olmasi ile
beraber hata belirteci degerleri kayitgilara yiiklenir. Load parametleri Init
parametresinin devre dis1 olmasi ile beraber aktif olmakta ve CF_Sigmain degerini
iterasyona dahil eder. Her bir blogun gorevini yerine getirmesi sonucunda Hold
parametresi hesaplamanin sonlanmasiyla aktif olup blogun bir c¢ergevenin

islenmesini bitirir.
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RiIBM_SHORT

S1_short(13Q) ga_shortd{13:0)
52_short(13Q) short1{13:0)
33_short(13Q) short2{13:0)
54_short(1%0) Omega_shert3{13:0)
5_short{1%0) Omega_short4(13:0)
58_short{1%0]) short5{13:0)
S7_short{1%0) Omega_short6(13:0)
38_short(1%0) Omega_shertT(13:0)
55_short(1%0) Omegs_shortB(13:0)
S10_short{13:0) Omegs_shortd(13:0)
S11_short{1%0) Omega_short10{12:0)
S12_short(13:0) Omegs_short11{13:0)
513_short(13:0) Sigms_shori{120)
514_short{13:0) Sigms_shorti{120)
S15_short(13:0) Sigms_shor2{120)
518_short(13,0) Sigma_shor3{130)
S17_short(13,0) Sigma_shart4{120)
518_short(13,0) Sigma_shorts(130)
519_short(13,0) Sigma_shor6{130)
520_short(13,0) Sigma_shorf{133)
S21_short{13Q) jgms_shor £(130)
S22_short(1%Q) jgms_shor (1330
523_short(13]) igma_shortio[13.0)
524_short{13]) jgma_shortt1{12:0)
dk Sigms_shorti2(130)
st | | RiaM_resdy
Sresdy |

RiIBM_SHORT

Sekil 5.11 : ribm_short modiilii RTL semasi.
RIBM_LONG isimli modiil de Sekil 5.11 'de gosterilen RIBM_SHORT isimli
modiille ayn1 yapidadir. Farklilik olarak sadece sendrome, omega ve sigma degerleri
veri uzunluklar1 RIBM_SHORT’ta 14 bit iken RIBM _LONG’da 16 bittir ve
gf14_mult yerine gf16_mult blogu kullanilmistir.
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5.1.5 chien_search_short Modiilii

Hierarchy

[ ;;?;; Inst_RiIBM_SHORT - RIBM_SHORT - Behavioral (E\dvb_s2_vb\dvb_s2\RIEM_5H...
Inst_RiIBM_LOMG - RiIBM_LONG - Behavioral (E\dvb_s2_v6\dvb_s2\RiIBEMARIEM_L...
[=} m Inst_chien_search_short - chien_search_chort - Behavioral (Ehdvb_s2 wvB\dvb_s2\c...
'] C0 - csee_cell_short - Behavioral (E\dvb_s2_vidvb_s2'csee_cell_shart.vhd)

" CSCMun - mux_short - Behavioral (E\dvb_s2_v6\dvb_s2\mux_short.vhd)

m C5CReq - reg_cell_short - Behavioral (Ehdvb_s2_vB\dvb_s2hreg_cell_short....
g CSCMult - gfld_mult - Behavioral (E\dvb_s2_vf\dvb_s2\gfl4_mult.vhd)

1 - csee_cell_short - Behavioral (EMdvb_s2 vihdvb_s2\csee_cell_shortvhd)

2 - csee_cell_short - Behavioral (EMdvb_s2 vihdvb_s2\csee_cell_shortvhd)

3 - csee_cell_short - Behavioral (Eh\dvb_s2_wihdvb_s2\csee_cell_short.vhd)

C4 - csee_cell_short - Behavioral (EMdvb_s2 vihdvb_s2h\csee_cell_shortvhd)

5 - csee_cell_short - Behavioral (EMdvb_s2 vihdvb_s2\csee_cell_shortvhd)

Ch - csee_cell_short - Behavioral (Ehdvb_s2_wihdvb_s2\csee_cell_short.vhd)

7 - csee_cell_short - Behavioral (Eh\dvb_s2_wB\dvb_s2\csee_cell_short.vhd)

8 - csee_cell_short - Behavioral (Eh\dvb_s2_ vB\dvb_s2\csee_cell_short.vhd)

9 - czee_cell_short - Behavioral (EMdvb_s2 wvbhdvb_s2\csee_cell_shortvhd)
10 - csee_cell_short - Behavioral (E\dvb_s2_wbhdvb_s2\csee_cell_short.vhd]
11 - csee_cell_short - Behavioral (Eh\dvb_s2_wbh\dvb_s2\csee cell_shortvhd)
(12 - csee_cell_short - Behavioral (ENdvb_s2 w@'\dvb_s2\csee_cell_shortvhd)
KO - csee_control_short - Behavioral (E\dvb_s2_vBh\dvb_s2\csee_control_short...
[+ . Ir|5t chien_search_long - chien_search_long - Behavioral (Ehdvb_s2_vBhdvb_s2\c.
m gf_mult - Behavioral (E\dvb_s2_vb\dvb_s2\gf_mult.vhd)

U gfrnult - sooc (Fhdvb_s2_vidvb_s?\RiBMygfrultvhd)

(+

e
=

m

- - - -

-

Sekil 5.12 : chien_search_short modiilii hierarsisi.
Hata konumlayici polinomun bilinmesi ile hata ile konumlayici polinomun sifira esit
olup olmadiginin kontrolii yapilarak hatanin yerinin belirtilmesi miimkiindiir. Hata
konumlayici polinomun kokleri kod kelimesinin hatali yerlerinin tersidir. Polinomun
koklerini bulmak igin Sekil 5.12" deki yapida ve Sekil 5.13" de verilen Chien
aragtirmas1 yapilir. Tim giris degerlerini kullanir ve daha sonra ¢ikistan sifiri
gordiiglinii kontrol eder. Bu sadece bir hata olustugunda meydana gelir. Sifira esit
polinomlar i¢indeki yedeklenen elemanlarin ve hafizada saklanmis elemanlarin her

biri i¢in polinomun kokleri gibidirler ve bu yilizden hata konumunun tersidirler.

Kayitgi K
— o;*(d)

9

Sekil 5.13 : Chien arastirma hiicresi.
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csee_cell_short

Alphai(13:0
Sigma(13:0

CSCClk

Rst

Vid

CSEECout(13:0)

| |

csee_cell _short

Sekil 5.14 : csee_cell_short modiilii RTL semasi.

Ty

o
L3 C1

—3 Cs

%o cs

—3 C7

-

Cs

T

o(@)

o'(a')

Sekil 5.15 : t=8 i¢in Chien aragtirma yapist.

Donanimda Sekil 5.14 'te verilen yapida Sekil 5.15 'te uygulanacak CA t+1 asamaya
sahiptir. Bu asamalardan (bir asama bir adet ¢arpici, ¢cogullayict (mux) ve kayitct
igerir) her biri CA esitligi lizerinde ki j degerleri i¢in farkli bir degeri yansitir. Arama
n saat darbesi (her saat darbesi esitlik tizerindeki i’nin farkli degerlerini gosterir) ile
calisir ve toplayict ¢ikist sifir esitligi gormek i¢in inceleme yapar. Sayet ¢ikis 0 ise
sifir algilayict devre ¢ikisi 1 yapar degilse O yapar. Her bir “1” degeri hatadaki
simgenin konumunu gosterir. ilk saat darbesi i¢in ¢ogullayici hata konumlayici
polinom katsayilarin1 kayitgrya yonlendirir. Geriye kalan n-1 saat darbesi i¢in

carpicinin ¢ikisi kayiter icindeki ¢ogullayiciya yonlendirilmistir. RTL semas1 Sekil

5.16 'da verilmistir.
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sigma_short10(13.0)
sigma_short11(13,0)

sigma_short12(13.0)

chien_search_short

sigma_short0(13.0} |
sigma_short1(13:0) _|
sigma_short2(13.0) _|
sigma_short3(13:0)_|

sigma_shortd (13,0}

SigmaCF_w(13.0)

sigma_short5(13.0}_|
sigma_short6(13.0) |
sigma_short7(13:0)_|
sigma_shorts(13.0)_|

sigma_short9(13:0)

clk

RIBM_ready

rst

h A4

Sigma_v(13:0)

chien_search_short

Sekil 5.16 : chien_search_short modiilii RTL semasi.

5.2 FPGA Benzetim Sonuclari

GF(2*) carpicist igin O'te verilen yapiya gore toplam 14x14 (mxm) olmak iizere

196 tane gf cell modiilii kullanmilmaktadir. Ain degerleri GF(2'*) ve GF(21°)

carpicilart igin tablolarda verilen o degerleridir. Asagida Sekil 5.17 'de 196 tane

...ome_calcfinst_gfi4_1_multfof_celloo/z

...ome_calcfinst_gf14_1_mult/af celloo/a_in
...ome_calcfinst_gf14_1_multfaf_celld0/b_in
...ome_calcfinst_gf14_1_multfaf_celloo/fb_in

...ome_calcfinst_gf14_1_multfaf_celloo/pi
...ome_calcfinst_gf14_1_mult/gf_cell0d/b_out
..ome_calcfinst_gf14_1_multfof_celld0/a_out
..ome_calcfinst_gf14_1_multfof_celldd/fb_out
...ome_calcfinst_gfi4_1_multfof_celloofy

o o o~ off o = o

Now  pO00000 ns

hiicrenin ilk hiicresi olan gf cellO0 hiicresinin benzetimi goriilmektedir.

Sekil 5.17 : GF carpici benzetimi.
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Aym sekilde GF(216) carpicist igin de Sekil 3.1 'de verilen yapiya gore toplam
16x16 (mxm) olmak tizere 256 tane gf cell modiilii kullanilmaktadir. Giris ve ¢ikis
portlar1 da Sekil 3.2 ’de verilen GF(21*) carpicisiyla ayni sekildedir. Ain degerleri
GF(21*) ve GF(garpicilari i¢in tablolarda verilen o degerleridir. Asagida Sekil 5.18
'de 24 tane GF(2!*) carpicisinin ilki olan gfl4 1 mult hiicresinin benzetimi
goriilmektedir. Ain degeri GF(21%) elemanlar1 tablosunda verilmistir. Ayn1 sekilde

GF(21%) carpicisi i¢in benzetim yapacak olursak da ain ve bin degerlerinin 14 bit

yerine 16 bit olacaktir.

...ome_calcfinst_gf14 1 mult/ain
...ome_calcfinst_gf14 1 mult/bin
...ome_calcfinst_gf14_1 mult/temp
...ome_calcfinst_gf14_1_multfgf_cellout
...ome_calcfinst_gf14_1_multfa
...ome_calcfinst_gf14_1_mult/b
.ome_calcfinst_af14_1_mult/fb

Mow  pO0D000 ns

Cursor 1 B07.102ns
Cursor 2 | 287775 ns

Sekil 5.18 : GF(21%) carpic1 benzetimi.
Syndrome hesaplayict modiilde 12 bit hata diizeltici (t=12) BCH kod ¢6ziicii i¢in 24
tane GF(21%), 24 tane de GF(2'%) carpicisi kullamilmaktadir. Toplamda 24 tane
syndrome degeri hesaplanmaktadir. DVB-S2 paket yapisi diisiiniildiigiinde normal ve
kisa olmak iizere iki farkli data yapisi igin syndrome hesaplama sekli GF(2*) ve
GF(21%) carpicilariyla farklilastirilmistir. Asagida Sekil 5.19 'da syndrome
hesaplayicisinin benzetimi goriilmektedir. Gelen veri benzetimde DVB-S2 paket
yapilarindan kisa paket yapisina denk gelmektedir ve t=12 secilmistir. Olusan
syndrome degerleri de 24 tane 14 bitlik degerden olusmaktadir. Ayn1 sekilde paket
yapisina gore degismekle birlikte normal paket yapisi i¢in de 16 bitlik syndrome
degerleri olusacaktir. Asagida 500 us kosturulan benzetim sonucunda olusan
syndrome degerleri goriilmektedir. Olusan syndrome degerleri MATLAB yardimiyla

dogrulanmistir.
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...uutfinst_bch_syndrome_calcfs1_short 01110010001100
...uutfinst_bch_syndrome_calc/s2_short 00110111101101
...uutfinst_bch_syndrome_calc/s3_short 11010000100001
...uutfinst_bch_syndrome_calc/s4_short 11010100010110
...uutfinst_bch_syndrome_calc/s5_short 11101111101100
..uutfinst_bch_syndrome_calc/s6_short 11101110111101
..uutfinst_bch_syndrome_calc/s7_short 10010101100001
...uutfinst_bch_syndrome_calc/s8_short 10000111101011
...uutfinst_bch_syndrome_calc/s9_short 00001001001101
...uutfinst_bch_syndrome_calc/s10_short 00111100001000
...uutfinst_bch_syndrome_calc/s11_short 01101011010001
...uutfinst_bch_syndrome_calcfs12_short 10000011010001
...uutfinst_bch_syndrome_calcfs13_short 00110101010010
..uutfinst_bch_syndrome_calc/s14_short 11100110111000
.uutfinst_bch_syndrome_calc/s15_short 11001001111011
...uutfinst_bch_syndrome_calc/s16_short 01010000100000
...uutfinst_bch_syndrome_calc/s17_short 00110100011011
...uutfinst_bch_syndrome_calc/s18_short 11101011011101
...uutfinst_bch_syndrome_calc/s19_short 10111111100110
...uutfinst_bch_syndrome_calc/s20_short 01110100010101
...uutfinst_bch_syndrome_calc/s21_short 10010110101001
..uutfinst_bch_syndrome_calc/s22_short 00110001011100
.uutfinst_bch_syndrome_calc/s23_short 00101111101100
...uutfinst_bch_syndrome_calc/s24_short 11000111011001

1001885 ns

Sekil 5.19 : Syndrome hesaplayici benzetimi.
Olusan syndrome degerleri RIBM modiiliine giris olarak alinir. RIBM modiiliinden

c¢ikan sonuglar ise hata ayiklama ve diizeltme modiiliinde kullanilir.

Sekil 5.20 'de kisa paket yapisi i¢in olusturulan RIBM modiilii goériilmektedir.
Benzer sekilde normal paket yapisi i¢in olusturulan RIBM modiiliinde tek fark data
boyunun 14 bit yerine 16 bit olmasidir. Asagida verilen sekilde RIBM modiiliiniin
benzetimi goriilmektedir. Gelen veri benzetimde DVB-S2 paket yapilarindan kisa
paket yapisina denk gelmektedir ve t=12 segilmistir. Olusan syndrome degerleri de
24 tane 14 bitlik degerden olusmaktadir. Ayni sekilde paket yapisina gore
degismekle birlikte normal paket yapisi i¢cin de 16 bitlik syndrome degerleri

olusacaktir.
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10010110101001
ribm_short/sigma_short9 00110001011100
ribm_short/sigma_short10 00101111101100
ribm_short/sigma_short11 1100011011001
. ribm_short/sigma_short12 00000000000000
...uutfinst_ribm_shart/ribm_ready
fbch_decoder_tbw/uutfinst_ribm_short/sigload
fbch_decoder_tbw juut/finst_ribm_short/siginit
fbch_decoder_tbw/uut/finst_ribm_s
fbch_decoder _thwfuut/inst_ribm_s i 1
fbch_decoder _tbw/fuutfinst_ribm_shortfomegd 01110010001100
fbch_decoder_tbw/fuutfinst_ribm_shortfomegi 00110111101101
fbch_decoder_tbw/fuutfinst_ribm_shortfomeg2 1101000010000 1
fbch_decoder_tbw/uut/inst_ribm_ 3 11010100010110
fbch_decoder_tbw/uut/inst_ribm_ 11101111101100
fbch_decoder_tbw/uutfinst_ribm_shortfomegs 11101110111101
fbch_decoder_tbw/uutfinst_ribm_shortfomegs 10010101100001
/bch_decoder_tbw/uutfinst_ribm_shortfomeg7 10000111101011
fbch_decoder_tbw/uut/finst_ribm_s 00001001001101
fbch_decoder_tbw/uut/finst_ribm_s 00111100001000
/bch_decoder_tbw/uutfinst_ribm_shortfomeg10 |01101011010001
/bch_decoder_tbw/uutfinst_ribm_shortfomeg11  |10000011010001
00110101010010
11100110111000

Sekil 5.20 : RIBM benzetimi.
Chien arastirmasi blok yapilart da RIBM deki blok yapilariyla ayni 6zelliktedir bu
nedenle ayr1 bir benzetim semas1 seklinde gosterilmesine yer verilmeyecektir. BCH
kod c¢oziiclisii tasariminda da hizli ayn1 zamanda kapladigi alan agisindan da az ve
esnek bir yap1 olusturulmustur. Disaridan set edilebilen parametrelerle degisik veri
uzunluklarina uyumlu bir tasarim yapilmistir. Hata belirteci(syndrome) hesaplamada
paralel GF carpicilar1 kullanilarak hizli olmasi saglanmistir. Anahtar esitlik ¢oziiciide
gecikmenin ve kritik yol beklemesinin(Critical path delay) en az olmasi i¢in RiBM
(Reformulated inverse-free Berlekamp-Massey) algoritmasi kullanilmigtir. Fifo

bliytikliikleri disaridan set edilebilecek sekilde esnek yapilmistir.
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6. LDPC KOD COZUCU GERCEKLEMESI

DVB-S2 i¢in LDPC kod c¢oziiciisii kabul edilebilir performans elde etmek igin
milyonlarca mesajin ge¢cmesini gerektiren, hesaplama acisindan yogun bir islemdir.
Bu uygulamada yiiksek verimlilik ve hata diizeltme performansi elde etmek i¢in
paralel blok yapilar1 kullanilmistir. Standartlarda yer alan LDPC kod yapisinin
donanimsal olarak en az komplekslige sahip olacak sekilde tasarlanilmaya

calisilmigtir.

Tasarlanan bu kod ¢oziiciide Belief-propagation(BP)[68] algoritmasi kullanilmistir.
LDPC kod ¢oziiciilerde oldukga sik kullanilan bu algoritma Tanner grafikteki biitiin
kenarlardan tekrarlamali mesaj gecisi mantigina dayanir. Bu algoritmada parite bitler
ve olasilik(likelihood) degerleri mesaj gibi VN ve CN ler arasinda gidip gelir. Ilk
olasilik degerleri kanal kalitesinden ve alinan semboller ile takimyildizi noktalar
(constellation points) arasindaki Oklid uzakligindan hesaplanir. Mesajlar daha basit
bir aritmetik saglayan log-olasilik oranlari(log-likelihood ratios LLR's) seklinde
gecirilir. Diger baglanan CN lerin isaretlerine gore parite denklemlerinin sifira set
edilmesinden yola ¢ikilarak CN ler baglanan VN lerdeki beklenen parite bitleri
belirler. Beklenen bu parite bitleri biitiin VN lere LLR degerleri ile birlikte giderler.
VN ler bu degerleri VN parite bitlerini ve LLR degerlerini gilincellestirmek igin
kullanirlar ve dongii yeniden baslar. Bu sekilde parite denklemleriyle uyumlu olan

dogru olan mesaj bitleri saglamlastirilirken diger bozuk olan bitler de diizeltilir.

BP nin dogrulugu test edilmistir ve donanim agisindan uygun olan modeliyle de
karsilagtirilmistir[69]. Donanimla uyumlu modelinde ideal BP ye yakin 6zellik
gosteren Min-Sum algoritmasi kullanilmistir ve hemen hemen ayni performansi
saglamasiin yaninda ¢cok daha az komplekslige sahiptir[65]. Bu algoritmada CN
lerde biitiin LLR degerlerini tutmak yerine en kii¢clik LLR degerleri tutulmaktadir. Bu
nedenle hem komplekslik azalmakta hem de RAM biiyiikliigiinde kaydadeger bir

azalma saglamaktadir.

Asagidaki Sekil 6.1 'de ideal BP ve Min-Sum kullanilan BP arasindaki performans

farkliliklar1 gosterilmektedir. Matlab benzetiminden yola c¢ikilarak olusturulan bu
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sekilden tasarimda kullandigimiz iterasyon sayisini 30 degerine sabitlememizdeki
neden de goriilebilmektedir. Iterasyon sayisi bakimmdan 30 ve 500 iterasyon
karsilastirildiginda performans agisindan ¢ok fazla bir kazang¢ saglamamasina ragmen
donanimsal devreye gerek hiz gerekse kullanilan RAM acgisindan oldukga yiik
getirmektedir. Performans farkliliklari en iyi 4 bit kuantalamada goriilmektedir.
((n,k)=(163200, 7200)). DVB-S2 sistemi miimkiin oldugunca az giiriiltiilii bir akis1
saglamak amaciyla tasarlanmistir bu nedenle en fazla hata oram 107*
seviyelerindedir. Bu sebeplerden 30 iterasyon seviyesi yeterlidir ve onemli bir

kazanim saglamaktadir.

1E+0

1E-2 “\

S
/
Pl

//

BER

e (

—e— BP ideal, 500 iterations K\

—a— BP ideal, 30 iterati
e ] ideal iterations \ \

—o— Min-Sum BP, 30 iterations, \
12-bit \ O\

—8— Min-Sum BP, 30 iterations, \
12-bit, clipped \ \

—A— Min-Sum BP, 30 iterations,
8-bit, clipped

—»— Min-Sum BP, 30 iterations,
4-bit, clipped \ \

1E-6
0.6 0.8 1 12 14 1.6 18
EbNO (dB)

Sekil 6.1 : Min-Sum BP yaklagimi ile ideal BP karsilastirmas.
Bu béliimde ti¢iincii boliimden itibaren baslayan ve teorik agiklamasi yapilan DVB-

S2 LDPC kod ¢oziicti kism1 FPGA gergeklemesi anlatilacaktir.
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6.1 FPGA Modiil Yapilari

6.1.1 Idpc_decoder Modiilii

& dvb_s2
[ £ xchuhc240t-1FF1156

;?33 bch_decoder - Behavioral (EAWORKNTEZ\dvb_s2_vB'\dvb_s2\bch_decodervhd)

= | ldpc_decoder - Behavioral (E\WORK\TEZ\dvb_s2_v6\dvb_s2\Idpc_decodervhd)

=} ldpc_vncluster_firsti - ldpc_vn_cluster - Behavioral (ENWORK\TEZ\dvb_s2_vb\dvb_s2\|ldpc_vn_clustervhd)
m Inst_ldpc_vn0i - ldpc_vn - Behavicral (EAWORK\TEZ\dvb_s2_vE\dvb_s2\ldpc_vn.vhd)
% Inst_ldpc_vnlasti - Idpc_vn - Behavioral (EA\WORK\TEZ\dvb_s2_v6\cdvb_s2\/dpc_wn.vhd)
% Inst_ldpc_vni - Idpc_vn - Behavioral (E\WORK\TEZ\dvb_s2_v6\dvb_s2\Idpc_vn.vhd)
% Inst_ldpc_rami - Idpc_ram_behav - Behavioral (E\WORK\TEZ\dvb_s2_v&'dvb_s2\ldpc_ram_behavivhd)
g Inst_ldpc_ramlasti - ldpe_ram_behav - Behavioral (E\WORK\TEZ\dvb_s2_vE\dvb_s2\ldpc_ram_behavvhd)
m Inst_ldpc_rami - ldpc_ram_behav - Behavioral (E\WORK\TEZ \dvb_s2_vB\dvb_s2\ldpc_ram_behav.vhd)
Inst_ldpc_vnlasti - ldpc_wn_cluster - Behavioral (ENWORKNTED \dvb_s2_vB'\dvb_s2\ldpc_vn_clustervhd)
Inst_ldpc_vni - Idpc_vn_cluster - Behavioral (EAWORK\TEZ\dvb_s2_vid\dvb_s2\ldpc_vn_clustervhd)
Inst_ldpc_edgetable - ldpc_edgetable (E\WORK\NTEZ dpc_trunkitrunkirthldpc_edgetable_bu.w)
Inst_ldpc_iocontrol - Idpc_iocontrol - Behavioral (ENWORK\NTEZ\dvb_s2_vBh\dvb_s2\ldpc_iccontrol.vhd)
Inst_ldpc_shuffle - Idpc_shuffle - Behavioral (E\WORK\NTEZ\dvb_s2_vb\dvb_s2\ldpc_shufflewhd)
[ Inst_ldpc_muxregi - Idpc_muxreg - Behavioral (E\WORK\TEZ\dvb_s2_vB\dvb_s2\ldpc_muxreg.vhd)
g Inst_ldpc_muxregi - Idpc_muxreg - Behavioral (E\WORK\TEZ\dvb_s2_v6\dvb_s2\ldpc_muxreg.vhd)
g Inst_ldpc_muxregi - [dpc_muxreg - Behavioral (EAWORK\TEZ\dvb_s2_v6\dvh_s2\ldpc_muxreg.vhd)
Inst_ldpc_cni - ldpc_cn - Behavioral (EAWORKNTEZ\dvb_s2_vE\dvb_s2\ldpc_cn.wvhd)
Inst_ldpc_cnholder i - Idpc_rar_behav - Behavioral (EAWORK\TEZ\dvb_s2_wvB\dvb_s2\ldpc_ram_behavichd)
Inst_ldpc_cnli - ldpc_cn - Behavioral (EAWORK\TEZ\dvb_s2_v6\dvb_s2\ldpc_cn.vhd)
Inst_ldpc_cnholder_li - Idpc_rarm_behav - Behavioral (EANWORK\TEZ\dvb_s2_vBhdvb_s2\ldpc_ram_behav.vhd)
Inst_ldpc_cni - Idpc_cn - Behavioral (EAWORKANTEZ \dvb_s2_wvb\dvb_s2\ldpc_cnwhd)
Inst_ldpc_cnholder_i - ldpc_ram_behav - Behavioral (EAWORK\TEZ\dvb_s2_vB\dvb_s2|dpc_ram_behav.vhd)

Sekil 6.2 : DVB-S2 LDPC FPGA tasarimi hierarsisi.
DVB-S2 LDPC kod ¢o6ziicii FPGA tasarimi hierarsik yapisi Sekil 6.2 ' de gosterildigi

gibidir.

Idpc_top
iter_limit(5:0) IIr_dout(2159:0)
lr_addr(10:0) |

lr_din(2152:0) |

mode(40l |
ok |

lir_access |

lir_din_we
st |
start done

|
Idpc_top

Sekil 6.3 : ldpc_decoder modiilii RTL semasi.
Bu yapiy1 Sekil 6.3 'teki gibi blok semalar seklinde gosterecek olursak ldpc decoder

modiilu en ust modul olmak tizere :
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Idpc_decoder

cl -
»! Idpc_edgetable

done
-

lIr_din_we Idpc_shuffle
—

out[2159:0]
>

lIr_address

iter_limit[5{0]
—

mode[4:0]
—

lIr_din[215$:0'
—

Sekil 6.4 : DVB-S2 LDPC kod ¢dziicii blok yapisi.
ldpc_decoder modiilii Sekil 6.4 'te en iist modiilii olusturur. Bu modiiliin altinda
hierarsik yapida ise su modiiller bulunmaktadir; Idpc vn_cluster, ldpc vn,

Idpc_edgetable, Idpc_iocontrol, Idpc_shuffle, Idpc_cn .

nnnnnnnnnnnnnnnnn

P ]

,,,,,,,,,,,,,,,,,,

Sekil 6.5 : ldpc_decoder modiilii i¢ yapisi RTL semasi.
Sekil 6.5 'te verilen LDPC kod ¢oziicii bloguna boliim 2.2 de bahsedilen biitiin
uzunluklardaki verilerin gelmesi muhtemeldir. DVB-S2 standardinda 64800 bit veri
uzunluguna karsilik kullanilmas1 gereken Tanner grafikteki kenar uzunlugu yaklasik
olarak 280000 dolaylarindadir. Projede hedeflenen performans 100Mbps olarak
ongoriilmektedir bu nedenle bu kadar yogun miktardaki veriyi tamamen parallel
islemek yerine bu hiz diizeyini yakalamamizi saglayacak sekilde optimize etmek
hem kullanilacak alan ve kaynak acisindan hem de pratik olmasi agisindan 6nem arz

etmektedir. Bu nedenle daha esnek yap1 saglayan 2 donmede veriyi gonderen tek
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portlu RAM ler tercih edilmistir. Bu varsayimdan yola ¢ikarak gerekli olan minimum

parallelik derecesi su sekilde hesaplanabilir:

iterasyon /

kmesaj /
kod s6zcigi

Mbit
30 *2%233 ite‘rasyonloo /S “300 (6 1)

Mdénme mesaj kbit
200 /50'5 /dtjm‘ne64 /kod mesaji

DVB-S2 standardi 360 bitlik gruplar halinde diizenlenmistir bu nedenle bu ¢alismada
paralellik derecesi 360 olarak ele alinmistir. Frekans arttirilimak istenirse bir parca
karmagikligi artirmakla birlikte iki portlu bir RAM yapisi kullanilarak yeniden
gergeklenebilir.

Sekil 6.6 'da verilen tasarimda karistirma modiilii(ldpc_shuffle) olarak gecen ve 360
tane giris mesajini 360 tane ¢ikis mesajina dogru kaydiran bir modiil kullanilmistir.
DVB-S2 standardinda giris ¢ikis baglantilari rastgele olmadigindan dolay: karistirma
modiilinde her girisinde bir c¢oklayicinin yer aldigi rotasyonel bir yap1

olusturulmustur.

Herbir VN iki tane RAM e baglidir bunlardan bir tanesi LLR degerini, digeri ise CN
den gelen mesajlarin toplamini tutmaktadir ve herbir VN gelen mesajlar1 birlestirmek
ve ¢ikis mesajlarii olusturmak icin toplayicilar icermektedir ve registerlarda bu

girig-¢ikis mesajlarin1 tutmaktadir.

Herbir CN ise bir tane biiylik RAM e baghdir ve bu RAM ilgili iterasyondaki en
kiigiik 1ki LLR degerini yerleri ile birlikte ve herbir giris mesajinin isareti ile giris
mesajlarinin parite bitlerini tutmaktadir. VN e gidecek mesajlar da herhangi bir LLR

degerinin okunmasi ile olusturulur.

Kontrol modiilii ise karistirma modiiliinde kullanilmak iizere kayma degerlerini ve
CN lar i¢in de okuma-yazma adreslerini ROM dan okur. VN den CN e mesaj tasimak
icin bu degerler dogrudan kullanilir. CN de VN e mesaj tasimak icin ise her iki
yonde veri akigint saglamak amaciyla kaydirma degerleri etkisiz hale getirilir. Ayn1
zamanda kontrol modiiliinde tiim bu islemler sirasinda olusabilecek gecikmeler telefi

edilmektedir.
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<dout _¢ ¢ ¢ \* \*‘ \i‘ din

» vn[0] lvn[1]|vn[2]| e e e

[357] |[358] [359]

addr_vn

S |shiftval o v i

= w karistirici ‘

o)

5 . ] ] _ ]

addr_cn \ 4 \ 4 h 4 v v y
- e o o cn cn on
» cn[0]| cn[1] cn[2] [357]|[358] [359]

| | [ I I I

Sekil 6.6 : Idpc_decoder blok semasi.
Mesaj grubundaki 360 tane degisken noktasina(VN) paralel erisime izin vermek

amaciyla Sekil 6.7 'deki VN RAM yapisi organize edilmistir.

vn vn vn
vn[O] ‘vn[l] ‘vn[2] | o o [357] [358] [359]
179 [n-360 | [n-350 | [ n-3s8 | [ na ][ n2 || n1
° ! ! ! ! | |
. | | | | | |
3 /1080|1081 1082 11437| 143811439
2 720 | 721 ||| 722 | 11077|/1078}|1079
1 360|361 362 | 717 || 718 ||| 719
addr=0 | 0 ||| 1 || 2 | | 357|358 }| 359

Sekil 6.7 : VN RAM organizasyonu.
DVB-S2 standardinda [2] Idpc icin rastsal diizensiz bir kenar tablosu yaratmak
n-k

amaciyla q dedigimiz sifre faktorii yayinlanmistir. Bu formiil standartta g = 200

seklinde karakterize edilmistir. Onceden belirtildigi gibi ldpc yapisinda 20 farkli esit
modulasyon yapis1 vardir ve n, k degerleri degiskendir. Bu nedenledir ki kenar
degerleri herbir ¢esit i¢in farklilik gostermektedir. Buna gore standartta belirtildigi

gibi herbir vn[m](kenar baglama referans noktasi) olmak iizere;
cn[y] = x + (m * g)mod(n — k) (6.2)

denklemi ile ifade edilen Sekil 6.8 'deki CN RAM organizasyonu ifade edilmektedir.
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cn[0] cn[l] cn[2]
g-1 g-1 20-1 30-1
3 [ 3 |[q+3] [29+3]
2 2 q+2 |||29+2]
1 1 q+l |1 2g+1]
addr=0 | 0 q ||| 29 |

. cn cn cn
[357] [358] [359]
| 3589-1 || | 3599-1 | | | 360g-1
|| 357q+3 || | 358q+3 | | | 359q+3
||357q+2 | || 358q+2 | | | 359q+2
‘ 357g+1 ‘ 358q+1 ‘ 359q+1

357q 358q 359q

Sekil 6.8 : CN RAM organizasyonu.
Bu yapt ldpc kodlama asamasinda ayni sekilde kullanilir. Bu CN RAM
organizasyonuna uyum saglamasi agisindan VN RAM organizasyonu yeniden Sekil

6.9 'da verildigi gibi yapilabilir:

vl vn1]  vni2] . “[’3”57] }’;58] “[’3[‘59]
179 | kol H k+2q-1 H k+3q-1 \ Hk+358q-le+359q-lm =
° ! ! ! ! ! !
[ )
i | | |
k/360+1 k+1 k+qg+1 k+2g+1 : k+357qg+1 : k+358q+1 : k+359q+1
k/360 k k+q k+2q | k+357q | k+358q | k+359q
/360 -1 k-360 k-359 k-358 k-3 k-2 k-1
[ ]
°
[ )
2 720 721 722 1077 1078 1079
1 360 361 362 717 718 719
addr=0 0 1 2 357 358 359

Sekil 6.9 : Karar verilen VN RAM organizasyonu.
VN RAM de 30 kadar gelen mesaj1 saklamak icin olduk¢a biiyiikk bir RAM
gerekmektedir. Biiyiik bir RAM den kaginmak i¢in CN de bir 6nceki mesaj ile yeni
gelen mesaj saklanir ve birbirinden ¢ikarilir. Bu yaklagim biitiin mesajlar1 saklayarak
elde edilen LLR degeri ile ayni sonucu verir. Karsimiza ¢ikabilecek bir problem
olarak goziiken herhangi bir mesajin doygunluga ulasmasi ve bozulmasidir. Bu

durumu engellemek igin ise giden mesaji gelen mesajdan bir bit daha az kabul
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etmekle ¢6ziilmiistiir. Bu bize daha VN de daha az RAM kullanmamizi sagladig: gibi
getirdigi dezavantaj ise etkili mesaj biti sayisini bir bit azaltarak performans

diisiikliigiine yol agmasidir.

Bu projede katmanli kod ¢ozme kullanilmistir ve bu da VN den ¢ikan ve CN e giden
herbir mesaj1 yenileyerek iterasyon sayisinda azalmaya neden olur. Bu yaklasim da
herbir iterasyonda mesaj gecme yonlerinin siirekli kaydirilmasina vee VN RAM
indeki degerlerin siirekli son gelen mesajlarla yenilenmesine neden olur. Muhtemel
bir parite matris satir diizeni yerine siitiin i¢inden geg¢en mesaj diizenine donmek

RAM organizasyonunda birtakim diizenlemeler gerektirecektir.

Simdi kisaca anlattigimiz bu bloklari inceleyelim.

6.1.2 Idpc_ram_behav Modiilii

ldpc_ram_behav_4

din(6gQ) doyts:0)

rdzd dr{ 10
wrd dr{ 1ﬁﬂi

h 4
checknodes[246].Idpc_cnholder_i

Sekil 6.10 : Idpc_ram_behav modiilii RTL semas.
Tek port girisli Idpc_ram_behav modiilii projede bir¢cok modiiliin alt birimi olarak
kullanilmistir. RTL semast Sekil 6.10 'da verilen modiil CN RAM olarak
kullanilmaktadir, veri yazma islemi belirtilen adrese "we" sinyali veri boyunca
kaldirilarak yapilir. Okuma iglemi de ayn1 sekilde gerceklesmektedir. Oldukca esnek
olmasi agisindan veri boyu "WIDTH" ad1 verilen ve biitiin modiillerde ortak olarak

kullanilan data port genisligi ile degistirilebilmektedir.

6.1.3 Idpc_shuffle Modiilii

= Inst_|ldpc_shuffle - Idpc_shuffle - Behavioral (EANWORKNTE  \dvb_s2_vi\dvb_s2\dpc_shuffle.vhd)
m Inst_ldpe_muxregi - ldpc_muxreg - Behavioral (EAWORKNTED dvb_s2_vBdvb_s2\dpc_muxreg.vhd)
m Inst_ldpe_muxregi - ldpe_muxreq - Behavioral (EAWORKNTED dvb_s2_vEhdvb_s2\dpc_muxreg.vhd)
= '] Inst_ldpc_muxregi - ldpc_muxreg - Behavioral (E\WORK\TED\dvb_s2_v&'\dvb_s2\Idpc_muxreg.vhd)

Sekil 6.11 : Idpc_shuffle modiilii hierarsisi.
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ldpc_shuffle

on_concat{21500 N e )
UL,
shiitizn L
AL,
mmnm‘tjg'lfﬂ:gi I
...................... gk [
first_half
...................... L S I
|
Idpc_shufflei

Sekil 6.12 : Idpc_shuffle modiilii RTL semas.
Sekil 6.11 ve Sekil 6.12 'de verilen ldpc_shuffle modiilinde de daha 6nceki
modiillerde oldugu gibi esnek bir yapida olmasina dikkat edilmistir ve gerek data
boyunu gerekse kullanilmak istenen karigtirict sayisi degistirilerek direk olarak
modil yapist degistirilebilmektedir. Karistirict CN ve VN mesajlarin1 kaydiricalara
yiikleyerek muxlar. Bu yapida multiplexerlar1 "first_half" kontrol eder, isaret kalktig1
zaman "vn_concat" mesajlar1 ilk olarak multiplexerlara girer daha sonraki saat

darbesinde de "cn_concat" mesajlar kullanilir.
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6.1.4 Idpc_cn Modiilii

Idpc_cn
T 1 S0 meq(5:0)
dm dout I
= lir addrif
sh msg (30 dnmsg_din{88:0)
...................... gk |
on_rd
cn_we
— dn rcaddin] 10:
disable_cn
first_half
first_iteration
iteration 8 WA 10:0)
............. Ir aooess |
............. lrdinwe |
...................... ast | | dnmsg_we
A 4

checknodes[246].Idpc_cni

Sekil 6.13 : Idpc_cn modiilii RTL semas.
Sistem kontrol merkezi olan "ldpc_iocontrol" modiili CN ve VN arasindaki mesaj
aligverisini okuma ve yazma adreslerini kullanarak yonetir. Bu kontrol merkezi kenar
hedeflerini de ROM dan okur ve "dnmsg we" isaretiyle de CN mesajlarinin Sekil
6.13 'te verilen CN RAM e yazilmasini saglar.
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6.1.5 Idpc_vn Modiilii

oo Addrovn(10:0) 1
e M addr(1020) L

IIr_din(5:0}

ldpc_vn

IIr dout(5:0)

sh _msg(5:0)

ypmsq din(16:0)

upmsg_dout(16:0)

ynram rdaddr(10:(

ynram wraddr{10:|

......................... iteration
..................... llr_access | yn_msg(5:0)
..................... lr_din_we |
................................... rSt | I

upmsg_we
b we vnmsg |

varnodes[0].ldpc_vnOi

Sekil 6.14 : Idpc_vn modiili RTL semasi.

Sistem kontrol merkezi olan "ldpc iocontrol" modiilii CN ve VN arasindaki mesaj

aligverigini okuma ve yazma adreslerini kullanarak yonetir. Bu kontrol merkezi kenar

hedeflerini de ROM dan okur ve "upmsg we" isaretiyle de VN mesajlarinin Sekil

6.14 'te verilen VN RAM e yazilmasini saglar.

91



6.1.6 Idpc_iocontrol Modiilii

ldpc_iocontrol

A l 2" cn(70)

L7 cn_lo(1:0y
Zidr wn{T:0)
addr_wn_lof1:0)

romaddr{ 120

..... LA —

Shit0{10)
romndata( 14:0) swi{z.ﬂ}
Shife{1:0y

cn_rd

clk Ch_we

dieable_on

first_ieration

start iteration

WE_Wmsg

h 4
ldpc_iocontroli

Sekil 6.15 : Idpc_iocontrol modiilii RTL semasi.
Sekil 6.15 'te verilen kontrol modiilii karistirma modiiliinde kullanilmak tizere kayma
degerlerini ve CN lar i¢in de okuma-yazma adreslerini ROM dan okur. VN den CN e
mesaj tasimak i¢in bu degerler dogrudan kullanilir. CN de VN e mesaj tagimak i¢in
ise her iki yonde veri akisini saglamak amaciyla kaydirma degerleri etkisiz hale
getirilir. Ayn1 zamanda kontrol modiiliinde tiim bu islemler sirasinda olusabilecek

gecikmeler telafi edilmektedir.
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6.2 FPGA Benzetim Sonuclari

Xilinx ISE de yazilan fpga kodlar1 ayr1i ayri testbengler yazilarak Modelsim

kullanilarak simiilasyonlar1 yapilmistir.

Sistemde 20 farkli moda karsilik gelen DVB-S2 biitiin data formatlar
desteklenmektir. Kod ¢oziiciiniin ¢alismasi i¢in ldpc decoder modiiliine disaridan
verilmesi gereken giris sinyalleri Oncelikle ortak bir saat darbesiyle birlikte rst,
lIr din_we, mode, llr din, llIr access, llr_addr, iter limit ve start sinyalleridir. ilk
olarak sisteme llr din datast seri bir sekilde yiiklenmelidir. Yiikleme sirasinda
lIr_access ve llr_din_we sinyalleri kalkik durumdadir. Mesaj 0 gosterildigi gibi
yiiklenmelidir. Mesajin hepsi kod ¢dziiciiye yazildiktan sonra artik kod ¢ézme islemi
"start" sinyali kaldirilarak yapilabilir. Ayn1 anda mode ve iterasyon bilgisinin de

girilmesi gerekmektedir. Uygulanabilecek mode degerleri Cizelge 6.1 'de

gosterilebilir:
Cizelge 6.1 : Mode degerleri.

mode aciklama n Kk
numarasi
0 1/4 normal 64800 16200
1 1/3 normal 64800 21600
2 2/5 normal 64800 25920
3 1/2 normal 64800 32400
4 3/5 normal 64800 38880
5 2/3 normal 64800 43200
6 3/4 normal 64800 48600
7 4/5 normal 64800 51840
8 5/6 normal 64800 54000
9 8/9 normal 64800 57600
10 9/10 normal 64800 58320
11 1/5 short 16200 3240
12 1/3 short 16200 5400
13 2/5 short 16200 6480
14 4/9 short 16200 7200
15 3/5 short 16200 9720
16 2/3 short 16200 10800
17 11/15 short 16200 11880
18 7/9 short 16200 12600
19 37/45 short 16200 13320
20 8/9 short 16200 14400
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1aviave

Messages
fidpc_top_tbjuut/dnmsg_we

fpc_top_thfuutfdrmsg e gated
Hdpc_top_tbfuuitfdnmsg_mracde
dpe_top_thjuutfdane
feipe_top_thjuut/frst half

lsto
st
[oooo000000¢ 0000z
S
st1

Mdpc_top_tbfuutffirst iteration Jstt

fdpc_top_tb/uut/FOLDFACTOR. o

Adpc_top_thjuutfiter_limit 011110

dpc_top_thfuut/iteration

fdpc_top_tb/uut]L ASTSHIFTDIST

fidpe_top_thjuut/L ASTSHIFTWIDTH

fdpc_top_tbjuutfstart

fdpe_top_tbfuut/ir_access.

[dpc_top_th/uut/lr_din_we

fdpc_top_tbjuut/lr_addr

fdpc_top_tb/uutflr_din

Adpc_top_thfuut/ir_din_2d

fdpe_top_thjuut/lr_dout

fpc_top_tbjuutflr_dout_2d

Adpc_top_th/uut LLRWIDTH

fidpc_top_thfuut/L 0G2FOLDFACTOR

fdpc_top_tb/uutfmode

Adpc_top_th/uut/NUMINSTANCES

MAdpc_top_thfuut/NUMVNS

fdpc_top_tb/uutfromaddr

fdpe_top_thjuutjromdzta

Adpc_top_thfuutfrst

fdpe_top_tbjuut/sh_duster_msg 1x00110x101 D001

fdpc_top_tbfuutfsh_coneat 0100101000011011,

fdpc_top_tbjuut/sh_msg o010 0x1011 1x0(x

fidpc_top_tb/uutfshifto 00 0

fdpe_top_tjuut/shifts 111

Adpc_top_thfuut/shift2 00

fdpc_top_thjuut/vn_duster_msg 0011101x 101130
o101110101111010

Now
Cursor 1
Cursor 2
Cursor 3

3 11—

Sekil 6.16 : 1dpc_decoder modiilii benzetimi.
Sistemde benzetim amacl Sekil 6.16 'da 6rnek olarak mode degeri 0' a set edilerek
1/4 kod oranli QPSK modiilasyonuna karsilik gelen 64800 bitlik veri girisi
yapilmaktadir. Veri 2160 bitlik 30 saat darbesiyle Idpc decoder modiiliine
alinmaktadir. Daha once de anlatildig1 gibi veri girisi sirasinda "ldpc din_we" ve
"ldpc_access" sinyalleri kalkik durumdadir ve veri bitimiyle birlikte “ldpc_din_we"
sinyalinin diisen kenartyla "start" sinyali kaldirilarak "mode" ve "iter limit" girisleri
yapilmaktadir. Iter limit yapilan arastirmalar sonucunda hem sistemi gereksiz mesgul
etmemesi hem hizli caligmasi ve yer bakimindan optimum seviyede olmasi agisindan
ve gerekli gorilen hata diizeltme oranmi saglamasi agisindan 30 sayisina
sabitlenmistir. Belirtildigi tizere sistemde disaridan veri uzunlugu, iterasyon sayisi,
RAM biiyiikliigii gibi degerlerin ihtiyaca gore degistirilebilmesiyle olabilecek en

genis esneklik saglanmistir.
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:iomllmiﬁsla't
+tldpc_iocontrolifmode
-:tfdpc_jocontrolifter_lmit

oo D O )
) O VR ) -

Sekil 6.17 : io_control modiilii benzetimi.
Sekil 6.17 'deki kontrol modiilii karistirma modiiliinde kullanilmak {izere kayma
degerlerini ve CN lar i¢in de okuma-yazma adreslerini ROM dan okur. VN den CN e
mesaj tasimak icin bu degerler dogrudan kullanilir. CN de VN e mesaj tasimak icin
ise her iki yonde veri akisini saglamak amaciyla kaydirma degerleri "disable vn" ve
"disable cn" sinyalleri kaldirilarak etkisiz hale getirilir. CN ve VN lere gidecek
mesajlarin  kaydedilecegi RAM bolgeleri "addr cn" ve "addr vn" sinyalleriyle
belirtilir ve "cn rd" "cn we" isaretleriyle de islem gergeklestirilir. io control
modiiliiniin birbagka islevi de "shift" ve "first half" isaretlerini set ederek

"ldpc_suffle" modiiliiniin ¢aligmasini yonetmesidir.

. Wave Hdl >

[N S IS S S 01441041000 614 000011 FEUN N 00141110 8 0 00 I O 0 ) S | ) O O - T N O 0 ¥ SN B P01 WA

N S S S— — T 81117188808 (67 B V8111188001 BU§ 08 o000 N0 111117817 B 01118 AT} 08 V1
LD T DD O i D e Iiol— deniOpt—— iy
w 0

LUEEHIEEHFCHORIFOREIIEROIN)
poosose a0t K6 hocooc edocoracaboc... T

EOEFRIDEOVCRONTENERSCRERNY)

AEREROIEPORTERERHDOIR

g fshifted_2 EEREHIEARIERE AR
B4 .. feifincrement_int

cme Now 1000000 s

[ o1 | oosmesoims

Sekil 6.18 : Idpc_shuffle modiilii benzetimi.
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Karigtiriet CN ve VN mesajlarin1 kaydiricalara yiikleyerek muxlar. Bu yapida
multiplexerlar1 "first half" kontrol eder, isaret kalktig1 zaman "vn_concat" mesajlari
ilk olarak multiplexerlara girer daha sonraki saat darbesinde de "cn_concat" mesajlari

kullanilir.

4
“
4
4
4
-
4
[
-
.
-
4. ...
.
4
-

How

T s | e
;

Sekil 6.19 : Idpc_cn modiili benzetimi.
Sistem kontrol merkezi olan "ldpc iocontrol" modiili CN ve VN arasindaki mesaj
aligverisini okuma ve yazma adreslerini kullanarak yonetir. Bu kontrol merkezi kenar
hedeflerini de ROM dan okur ve "dnmsg we" isaretiyle CN mesajlarinin Sekil 6.19
'daki gibi CN RAM e yazilmasin1 saglar ve "upmsg we" isaretiyle de VN
mesajlarinin Sekil 6.20 'deki gibi VN RAM e yazilmasini saglar.
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Sekil 6.20 : Idpc_vn modiilii benzetimi.
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7. SONUC VE ONERILER

Bu calismada literatiirden farkli olarak 21 adet farkli uzunlukta veri icin, DVB-S2
standard1 hata diizeltme kodlar1 olan BCH ve LDPC kodlar1 analizi ve donanim
gerceklemesi yapilmistir. DVB-S2 gibi yiiksek hiz ve biiyiik uzunluktaki veriler i¢in
yiikksek basarim saglayan ve hizli, esnek bir yapi lizerinde durularak oldukca
kullanish ve karmagikliktan uzak bir tasarim gerceklestirilmistir. Literatiirde gecen
bir ¢cok farkli yaklasim incelenmis ve en uygun modellerde karar kilinarak miimkiin

oldugunca hizli olmasi igin gerekli paralellestirmeler yapilmistir.

BCH kod ¢oziiciisii tasariminda da hizli ayn1 zamanda kapladig alan agisindan da az
ve esnek bir yapt olusturulmustur. Disaridan set edilebilen parametrelerle degisik
veri uzunluklarma uyumlu bir tasarim yapilmistir. Hata belirteci(syndrome)
hesaplamada paralel GF carpicilart kullanilirak hizli olmasi saglanmistir. Anahtar
esitlik ¢oziiclide gecikmenin ve kritik yol beklemesinin(Critical path delay) en az
olmasi i¢in RiBM (Reformulated inverse-free Berlekamp-Massey) algoritmasi

kullanilmistir. Fifo biiyiikliikleri disaridan set edilebilecek sekilde esnek yapilmistir.

LDPC kod ¢oziicii yapisinda hizli haberlesme sistemleri i¢in ideal olan belief
propagation yontemi secilmis literatiirden farkli olarak karmasikligr ve kapladigi
alani azaltmak amaciyla min-sum algoritmasi kullanilmigtir. Tekrar hiz agisindan
verimli olmas1 amaciyla diizenli H matrisi giivenilir bir kaynaktan kenar tablosu
almarak olusturulmustur. Iterasyon sayisi, mod kodu, veri uzunluklar1 disaridan
girilebilecek sekilde yapilarak hertiirlii(yer ya da hiz) kisit i¢in optimum
ayarlanabilecek bir tasarim olusturulmustur. Gerek hiz gerek yer agisindan bit ve
kontrol noktalart RAM leri 360 bitlik gruplara ayrilarak kismi paralel bir yapi
olusturulmustur. Hesaplanan LLR degerlerinden sadece 2 si tutularak
literatiirdekilere gore yerden kazan¢ saglanmistir. Yumusak karar LDPC kodu

kullanilarak yerden tasarruf saglanmis kodlama performansi artirilmistir.

Sentez sonucunda BCH kod ¢oziicii algoritmasi kullanilan Virtex-6 (XC6VLX240T
— 1FFG1156) FPGA de %13 kadar yer kaplamaktadir ve minimum periodu 4.345 ns

olmak iizere maksimum frekans1 230 MHz'dir. LDPC kod ¢6ziiciisiiniin kapladig
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alan ise %45 ve minimum periodu 4.49 ns olmak iizere maksimum frekansi 222
MHz seviyedindedir. Elde edilen sonuglar diisiiniildiigiinde gerekleri (100MHz
frekansinda) hem kapladigi alan hem de hiz agisindan gerekleri fazlasiyla yerine
getiren bir tasarim yapilmis oldugu goriilmektedir. Herbir modiil islevsel bir sekilde
tasarlanmistir ve bagka amaclarda da kullanilabilecek ¢ok esnek bir yapi

olusturulmustur.

Bu c¢alismada tasarlanan kod ¢oziicii yapist biitiin DVB-S2 standardi paket ve kod
yapisim desteklemektedir. ileriki calisma olarak bu tasarim bloklar1 donanimsal
olarak sentezlenerek Virtex-6 FPGA e yiiklenerek gergek calisma ortaminda

kullanilacaktir.

Tasarim her yoniiyle incelenmis, benzetimi ve sentezi yapilmistir. Hem LDPC hem
de BCH bloklar1 tasarimiin yapilmis olmasi DVB-S2 ileri hata diizeltme birimi

tasariminin tamamiyla tamamlanmasi sonucunu dogurmustur.
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0.026597 0.026597 0.026597 0.026597

0.916827 0.926500 0.834648 0.916827

0.880797 0.840312 0.880797 0.669368

0.012128 0.012128 0.012128 0.012128

0.167982 0.167982 0.167982 0.167982

0.008163 0.008163 0.008163 0.008163

qi[0]

0.469321 0.731659 0.026921 0.852338 0.590464 0.018941 0.160839 0.007830
4. iterasyon ci degerleri10100111

parite kontrol degerleri0 10 1
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R R R 2 2 2 R R R R R R R R R R R R R R R R R R R R R S R R S S S S S S R R R R S S R S S S R S R R R S S S S S S S S R S S S S e
rji[0]

0.273360 0.394284 0.553455 0.000000 0.000000 0.000000 0.000000 0.000000
0.000000 0.000000 0.000000 0.167943 0.083846 0.790286 0.000000 0.000000
0.277782 0.000000 0.000000 0.463156 0.000000 0.000000 0.537135 0.000000
0.000000 0.333397 0.000000 0.000000 0.321534 0.000000 0.000000 0.561456
qij[0]

0.461205 0.689974 0.455706 0.689974

0.526759 0.689974 0.689974 0.591619

0.026597 0.026597 0.026597 0.026597

0.916827 0.904854 0.689915 0.916827

0.880797 0.777865 0.880797 0.403428

0.012128 0.012128 0.012128 0.012128

0.167982 0.167982 0.167982 0.167982

0.008163 0.008163 0.008163 0.008163

qi[0]

0.243583 0.420139 0.032756 0.657479 0.242700 0.044220 0.189819 0.010426
5. iterasyon cidegerleri1 1101111

parite kontrol degerleri1 001

KAAAAAAAAAAAAAAAAAAAhAdAhhhhhhhhhhhrdhhrhikhrhkhrhhdhhdhhhihhhhkhihiiiiiiih
rji[0]

0.474665 0.536731 0.497924 0.000000 0.000000 0.000000 0.000000 0.000000
0.000000 0.000000 0.000000 0.228875 0.104967 0.724990 0.000000 0.000000
0.373890 0.000000 0.000000 0.529413 0.000000 0.000000 0.483176 0.000000
0.000000 0.594996 0.000000 0.000000 0.409877 0.000000 0.000000 0.482304
qij[0]

0.570633 0.689974 0.667871 0.689974

0.765784 0.689974 0.689974 0.720550

0.026597 0.026597 0.026597 0.026597

0.916827 0.925379 0.765904 0.916827

0.880797 0.836925 0.880797 0.464257

0.012128 0.012128 0.012128 0.012128

0.167982 0.167982 0.167982 0.167982

0.008163 0.008163 0.008163 0.008163

qi[0]

0.545624 0.791146 0.026383 0.786358 0.375735 0.031351 0.158782 0.007609
6. iterasyon ci degerleri00101111

parite kontrol degerleri 1010

*kkkkk

rji[0]

0.248354 0.433124 0.537546 0.000000 0.000000 0.000000 0.000000 0.000000
0.000000 0.000000 0.000000 0.171248 0.084939 0.786642 0.000000 0.000000
0.323430 0.000000 0.000000 0.388528 0.000000 0.000000 0.589275 0.000000
0.000000 0.535160 0.000000 0.000000 0.283051 0.000000 0.000000 0.484234
qij[0]

0.515482 0.689974 0.423747 0.689974

0.719276 0.689974 0.689974 0.629690

107



0.026597 0.026597 0.026597 0.026597

0.916827 0.875064 0.694913 0.916827

0.880797 0.744715 0.880797 0.406837

0.012128 0.012128 0.012128 0.012128

0.167982 0.167982 0.167982 0.167982

0.008163 0.008163 0.008163 0.008163

qi[0]

0.260097 0.661896 0.030783 0.591382 0.213084 0.043306 0.224605 0.007667
7. iterasyon cidegerleri1 0101111

parite kontrol degerleri0 000

R R R R R 2 R R R R R R R R R R R R R R R R R R R R R R R R R R S S S S S R R R R S S R R S S R R R R R S S S S S S S S S S S S e e o
rji[0]

0.292388 0.485342 0.506790 0.000000 0.000000 0.000000 0.000000 0.000000
0.000000 0.000000 0.000000 0.261221 0.134034 0.683568 0.000000 0.000000
0.370571 0.000000 0.000000 0.550635 0.000000 0.000000 0.470275 0.000000
0.000000 0.591642 0.000000 0.000000 0.372428 0.000000 0.000000 0.475835
qij[0]

0.567150 0.689974 0.479059 0.689974

0.763282 0.689974 0.689974 0.677291

0.026597 0.026597 0.026597 0.026597

0.916827 0.931070 0.795820 0.916827

0.880797 0.814298 0.880797 0.533512

0.012128 0.012128 0.012128 0.012128

0.167982 0.167982 0.167982 0.167982

0.008163 0.008163 0.008163 0.008163

qi[0]

0.351243 0.752522 0.027309 0.826870 0.404303 0.025837 0.151995 0.007416
8. iterasyon cidegerleri1 0101111

parite kontrol degerleri0 000

*kkkhkkhkkhkkkhkhkhkkhkkhkkhkkkhhkhkkikhkkhhkkhhkhkkhhkhkhhkkhhhkkihkhkihkkhhhkkihkhkihkhhhkkihkhihkkhhkhkihhkihkiiikk
rji[O]

0.250723 0.436422 0.535359 0.000000 0.000000 0.000000 0.000000 0.000000
0.000000 0.000000 0.000000 0.193326 0.079387 0.770969 0.000000 0.000000
0.303565 0.000000 0.000000 0.513905 0.000000 0.000000 0.487611 0.000000
0.000000 0.467036 0.000000 0.000000 0.325603 0.000000 0.000000 0.511883
qij[0]

0.492406 0.689974 0.426839 0.689974

0.661044 0.689974 0.689974 0.632813

0.026597 0.026597 0.026597 0.026597

0.916827 0.920973 0.725410 0.916827

0.880797 0.781061 0.880797 0.389193

0.012128 0.012128 0.012128 0.012128

0.167982 0.167982 0.167982 0.167982

0.008163 0.008163 0.008163 0.008163

qi[0]

0.245059 0.601629 0.030521 0.736352 0.235260 0.039688 0.161167 0.008557
9. iterasyon cidegerleri10101111

parite kontrol degerleri0 000
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rji[0]

0.347522 0.507190 0.497554 0.000000 0.000000 0.000000 0.000000 0.000000
0.000000 0.000000 0.000000 0.225756 0.089239 0.736638 0.000000 0.000000
0.350320 0.000000 0.000000 0.548582 0.000000 0.000000 0.467018 0.000000
0.000000 0.608998 0.000000 0.000000 0.369355 0.000000 0.000000 0.470567
qij[0]

0.545465 0.689974 0.542411 0.689974

0.776104 0.689974 0.689974 0.696093

0.026597 0.026597 0.026597 0.026597

0.916827 0.930535 0.762706 0.916827

0.880797 0.812298 0.880797 0.419953

0.012128 0.012128 0.012128 0.012128

0.167982 0.167982 0.167982 0.167982

0.008163 0.008163 0.008163 0.008163

qi[0]

0.389936 0.781062 0.026345 0.796168 0.297768 0.033200 0.150316 0.007262
10. iterasyon cidegerleri10101111

parite kontrol degerleri0 000

kkhkhkkhhhhkhkhkhkkhkhkhrrhrrrkhkhkhhkhdrirrrrhkhhhkhdrrrrrhhhhhirrirrhhhthhhihiiiiiihhiix

*hkkkhkk
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