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OZET

VERI MADENCILIGINDE SINIFLANDIRMA VE KUMELEME
ALGORITMALARI iLE COVID-19 SUPHESI TASIYAN HASTALARIN
DEGERLENDIRILMESI

Beyza DURMAZ
Ondokuz May1s Universitesi
Lisansiistii Egitim Enstitiisii
Akilli Sistemler Miihendisligi Ana Bilim Dali
Yiiksek Lisans, May1s/2024
Danigsman: Dog¢. Dr. Asli CALIS BOYACI

Veri madenciligi biiylik hacimdeki karmagik verilerin islenebilmesine olanak
saglayarak, anlamli bilgi ve oriintiileri ortaya ¢ikararir. Boylece karar vericilerin karar
stireclerine destek olur. Gilinlimiizde karar verme siirecine ihtiya¢ duyulan birgok
sektorde oldugu gibi saglik sektoriinde de veri madenciligi teknikleri yaygin bir
sekilde kullanilmaktadir.

Koronavirilis pandemisi ilk gilinden itibaren tiim diinyay: fiziksel, mental ve
ekonomik olarak tehdit etmistir. Tirkiye’de etkileri agirlikli olarak 2020-2022
yillarinda hissedilmis olsa da, Koronaviriis hastaligi yok olmamis olup etkilerini
sirdiirmektedir. Koronaviriis hastaligi ve pandemi donemi hala anlasilmaya
calisilmakta, konuyla ilgili giincel calisma ve yayimlar devam etmektedir. Bu
baglamda hastaligi anlamak; teshis konulmasi, bireylere ve iilkelere olan etkilerin
azaltilmasi1 ve alinacak onlemler acgisindan son derece kritik bir rol oynamaktadir.

Bu ¢alismada, COVID-19 siiphesi ile hastaneye basvurarak test yaptirmis olan
hastalarin siniflandirma algoritmalari kullanilarak test sonuglarinin tahmin edilmesi ve
kiimeleme analizi ile test sonucu pozitif ve negatif olan hastalara iliskin
degerlendirmelerin yapilmasi amaclanmaktadir. Siniflandirma i¢in Olusturulan veri
seti karar agaci, K-en yakin komsu, Naive Bayes, lojistik regresyon, rastgele orman ve
destek vektor makineleri algoritmalariyla KNIME 5.2.2 kullanilarak modellenmistir.
En yiiksek dogruluk orani 0,796 ve en yiiksek tanisal iistiinliik oran1 15,340 ile rastgele
orman modelinde elde edilmistir. En diisiik dogruluk 0,690 ve en diisiik tanisal
ustiinliik oran1 5,729 degeri ile K-en yakin komsu modelinde elde edilmistir.
Kiimeleme asamasinda veri seti, COVID-19 test sonucu negatif ve pozitif olan hastalar
i¢in ayrilmis, iki ayr1 iki asamali kiimeleme analizi gerceklestirilmistir. Uygulama i¢in
SPSS Clementine 12.0 programi kullanilmigtir. Her iki durumda da iki kiime elde
edilmistir.

Anahtar Sézciikler: COVID-19, Veri Madenciligi, Simiflandirma Yéntemleri, iki
Asamali Kiimeleme Analizi



ABSTRACT

EVALUATION OF PATIENTS WITH SUSPECTED OF COVID-19 USING
CLASSIFICATION AND CLUSTERING ALGORITHMS IN DATA MINING

Beyza DURMAZ
Ondokuz Mayis University
Institute of Graduate Studies
Department of Intelligent Systems Engineering
Master, May/2024
Supervisor: Assoc. Prof. Dr. Asli CALIS BOYACI

Data mining enables the processing of large volumes of complex data and
reveals meaningful information and patterns. Thus, it supports the decision processes
of decision makers. Today, data mining techniques are widely used in the health sector,
as in many sectors where decision-making is needed.

The coronavirus pandemic has threatened the whole world physically, mentally
and economically since day one. Although its effects were felt mainly in 2020-2022 in
Turkey, the coronavirus disease has not disappeared and continues its effects. The
coronavirus disease and the pandemic period are still being understood, and current
studies and publications on the subject continue. In this context, understanding the
disease plays a critical role in terms of diagnosis, reducing the effects on individuals
and countries, and the measures to be taken.

This study aims to predict the test results of patients who have been tested by
applying to the hospital with suspicion of COVID-19 by using classification
algorithms and to make evaluations of patients with positive and negative test results
using cluster analysis. For classification, the created data set was modeled using
KNIME 5.2.2 with decision tree, K-nearest neighbor, Naive Bayes, logistic regression,
random forest and support vector machines algorithms. The highest accuracy rate of
0.796 and the highest diagnostic superiority rate of 15.340 were obtained in the random
forest model. The lowest accuracy was obtained in the K-nearest neighbor model with
a value of 0.690 and the lowest diagnostic superiority rate with a value of 5.729. For
clustering, the data set was separated for patients with negative and positive COVID-
19 test results and two different two-stage clustering analyzes were performed. SPSS
Clementine 12.0 program was used for the application. In both cases, two clusters were
obtained.

Keywords: COVID-19, Data Mining, Classification Methods, Two-Step Cluster
Analysis
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1. GIRIS

2019 yilinin son giinlerinde, Cin’in Wuhan sehrinde bir deniz iirlinleri pazarinda
nedeni belirsiz bircok pnomoni hastasi oldugu kayitlara ge¢mistir. 2020 yilinin ilk
giinlerinde hastalik sebebinin yeni tip koronaviriis (2019-nCoV) oldugu Diinya Saglik
Orgiitii (DSO) tarafindan agiklanmistir. Salgin Aralik 2019°da Cin’de baslayip Ocak
2022°de ilk kez Cin sinirlarini agmustir. Mart 2022°de viriisiin 50°den fazla iilkede
goriildiigii DSO tarafindan bildirilmis ve COVID-19 kiiresel salgin olarak ilan
edilmistir (DSO, 2020a; TUBA, 2020).

COVID-19, diinyadaki bireylere ve toplumlara biiyiik zarar vermistir. Bu salgin
giinliik yasam seklini degistirmis, ekonomileri ve sosyal hayati baski altina almistir
(DSO, 2020b). Bununla beraber bireylerin psikolojik saglamlik diizeyleri diismiis
(Killgore vd., 2020), depresyon, anksiyete ve stres gibi ruh saglig1 sorunlarinin arttigi
tespit edilmistir (Wang vd., 2020).

COVID-19, ilk giinden bu yana tiim diinyay1 fiziksel, mental ve ekonomik olarak
tehdit etmistir. Bu baglamda hastalig1 anlamak; teshis konulmasi, bireylere ve iilkelere
olan etkilerinin azaltilmasi ve alinacak onlemler acisindan son derece kritik bir rol

oynamaktadir.

Bu ¢alismada, COVID-19 siiphesi tasiyan hastalara iligkin verilerin veri
madenciliginde smiflandirma ve kiimeleme yontemleri ile degerlendirilmesini
amaglanmaktadir. Smiflandirma algoritmalar1 ile hastalarin laboratuvar test
sonuglarindan COVID-19 test sonucunun tahmin edilmesi, kiimeleme analizi ile ¢ok
sayida Oznitelige gore vakalarin degerlendirilerek ilging oriintiilerin kesfedilmesi
hedeflenmektedir. Bu baglamda oncelikle COVID-19 testi yaptirmis olan hastalara ait
cinsiyet, yas, WBC, RBC, HGB, LYM%, MONO%, ALT, AST, CRP, Kreatin Kinaz,
Kreatinin ve Ure dznitelikleri kullanilarak test sonucu karar agaci, K-en yakin komsu,
Naive Bayes, lojistik regresyon, rastgele orman ve destek vektdr makineleri
algoritmalariyla tahmin edilmektedir. KNIME 5.2.2 kullanilarak olusturulan modeller
dogruluk orani, hata orani, duyarlilik, belirleyicilik, yanls pozitif orani, yanlis negatif
orani, kesinlik, negatif 6ngorii degeri, F, pozitif olabilirlik orani, negatif olabilirlik
orani ve tanisal iistiinlilk orant bakimindan degerlendirilmektedir. Calismanin ikinci
asamasinda ise veri seti COVID-19 test sonucu negatif ve pozitif olan hastalar igin

ayrilmis ve iki asamali kiimeleme analizi gerceklestirilmistir. Uygulama i¢in SPSS



Clementine 12.0 programi kullanilmigtir. Calisma sonuglarinin saglik kuruluslart ve

bilim i¢in yol gosterici olabilecegi diisiiniilmektedir.

Calismanin geri kalan1 su sekilde organize edilmektedir: ikinci béliimiinde veri
madenciliginden bahsedilmektedir. Ugiincii boliimde c¢alismada kullanilan veri
madenciligi yontemleri agiklanmaktadir. Dordiincii boliimde literatiir aragtirmasina
yer verilmektedir. Besinci bolimde COVID-19 siiphesi tasiyan hastalar igin
gergeklestirilen veri madenciligi uygulamasina ve altinct bdliimde elde edilen
bulgulara yer verilmektedir. Yedinci bolimde ise sonuglar degerlendirilmekte ve

ileriki caligsmalar i¢in oneriler sunulmaktadir.



2. VERI MADENCILIGI

Veri madenciligi, veri yigmlarinin icerisinden anlamli olan bilgilerin ortaya

cikarilmasi siirecidir.

Bilgi sistemleri, artik geleneksel yontemlerle anlagilmayacak kadar biiyiik ve
belirsiz bilgi kiitleleri igermektedir. Gliniimiizde elde edilen verileri analiz edebilmek,
isleyebilmek ¢ok daha onemli hale gelmistir. Artik veri, mal veya hizmet liretimi

etkenlerinden biri olarak tanimlanmaktadir.

Veri madenciliginin en degerli 6zelligi, ¢ok biiylik miktarlardaki verinin
islenebilmesini saglamasidir. Boylece karar vericilerin daha iyi karar vermelerine

yardimc1 olur, rekabet¢iligi arttirir.

Veri madenciligi glinlimiiz rekabet diinyasinda, miihendislik, tiretim, saglik
sektort, glivenlik, bankacilik, lojistik, istihbarattan spor alanlarina kadar bir¢ok farkli

sektorde aktif kullanilmaktadir (Ers6z, 2019).
2.1. Veri Madenciligi ve Istatistik Iliskisi

Veri madenciligi kavram olarak ilk defa istatistik¢iler tarafindan verinin

arastirilmasi gereken durumlar i¢in kullanilmistir (Erséz, 2019).
Veri madenciligi ve istatistigin ortak 6zellikleri;
* Verinin bilgiye doniistiiriilmesi hedeflenir.
* Verilerin anlamlandirilmasi ve rakamlar1 okuyabilmek hedeflenir.
* Belirsizliklerin agiga kavusturulmasi ve gelecege dair bilgi vermeyi amaglar.

* Bir olay1 etkileyen dnemli faktorlerin saptanmasini ve daha iyi tahminleme

hedeflenir.

Bahsedilen ortak ozelliklerle beraber istatistik ve veri madenciligi arasinda
giiven diizeyi, hipotez testi, genellenebilirlik ve teorinin rolii olma {izere dort temek

farklilik oldugu Zhao ve Luan tarafindan ortaya koyulmustur.

Istatistik bilimi ¢ogunlukla bir orneklemden anakiitle hakkinda cikarim
yaparken, veri madenciligi istatistigin tersine tiimevarimla degil tiimdengelim ile

ilgilenir.



Istatistiksel analizler bilgiye dayali teorilerle baslar ve teorinin reddedilmesi ve
onaylanmastyla kanitlanmasi tizerine dogrulayici bir siiregtir. Bununla berbaber veri

madenciligi, teorilerin dogrulanmasi lizerinden ilerlemez.

Veri madenciligi ¢ogunlukla anakiitle ile ¢alisildigindan istatistikte kullanilan

anlamlilik siizeyinde ¢ikarimlara ihtiya¢ duymaz, hipotez testi kullanilmaz.

Istatistik alaninda veriler belirli sorular igin toplanir. Veri madenciliginde ise

toplanan veri iizerinden anlaml iligkiler kesfedilir (Ersoz, 2019).
2.2. Veri Madenciligi Asamalar

Veri madenciligi; problemin tanimlanmasi, verilerin hazirlanmasi, modelin
kurulmasi, modelin degerlendirilmesi, model ¢iktilarinin karar verici tarafindan
kullanilmast ve modelin izlenmesi olmak iizere ana olarak alti asamaya ayrilabilir

(Ersoz, 2019).
2.2.1. Problemin Tanimlanmasi

Bu asamada yapilan ¢alismanin amaci tamimlanir. Ihtiyaclar agik bir sekilde

tanimlanir, performans 6l¢iitleri belirlenir.
2.2.2. Verilerin Hazirlanmasi

Veri hazirlig1 agsamasinda veri kaynaklarinin belirlenmesi, veriyi tanimlama, veri
kalitesinin degerlendirilmesi, veri gruplarmin degerlendirilmesi gibi calismalar
icermektedir. Veri hazirlama siireci veri toplama, temizleme, biitlinlestirme,

doniistiirme ve indirgenmesi olmak {izere bes agsamaya ayrilmaktadir.
2.2.2.1. Verilerin Toplanmasi

Bu asamada belirlenen amaglar dogrultusunda giivenilir kaynaklardan veriler

cekilir.
2.2.2.2. Verilerin Temizlenmesi

Elde edilen veri setinde ug degerler, hatali veya uygunsuz veriler ¢ikartilir, eksik
veriler temizlenir veya uygun sekilde doldurulur. Bu asama modelin giivenilirligi ve

kalitesi acisindan kritik rol oynamaktadir.
2.2.2.3. Verilerin Biitiinlestirilmesi

Bu asamada farkli veri kaynaklarindan elde edilen veri kiimeleri biitlinlestirilir.

Biitiinlestirilmis veri tekrarli kayitlardan ve ilgisiz niteliklerden arindirilir.
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2.2.2.4. Verilerin Doniistiiriillmesi

Veriler, 6zellikleri korunarak veri madenciligine uygun forma doniistiiriiliir. Bu

siirecte diizeltme, birlestirme, genellestirme ve normallestirme islemleri yer alir.
2.2.2.5. Verilerin Indirgenmesi

Bu asamada model, daha saglikli sonuglar verebilmesi igin yalinlagtirilir.
Degisken sayisinin ¢ok fazla oldugu veya degiskenlerin 6nem derecesine gore
siralandirilmasi gereken durumlarda uygun yontemlere bagvurularak boyut indirgeme

islemi gergeklestirilir. Faktor analizi, temel bilesenler analizi bu yontemlere 6rnektir.
2.2.3. Modelin Kurulmasi

Problem i¢in en uygun modelin bulunabilmesi i¢in fazla sayida modelin kurulup
denenmesiyle gergeklestirilir. Bu sebeple veri hazirlama ve model kurma asamalari

yinelenen siireclerdir.
2.2.4. Modelin Degerlendirilmesi

Bu adimda kurulan modeller degerlendirilir ve en iyi performans gosteren model
secilir. Modellerin performanslarinin degerlendirilmesi i¢in kullanilan teknikler,

modelde kullanilan veri madenciligi yontemlerine gére degiskenlik gosterir.
2.2.5. Modelin Ciktilarimin Karar Verici Tarafindan Kullanilmasi

Modelin ¢iktilarinin uygulanabilirligi ve kullanilabilirligi daha ¢ok karar
vericilerin, modeli kullanacak kisilerin karra vermesi gereken bir konudur. Model
secenegi sayisi birden fazla ise karar vericiler gereksinimlerine gore tercihlerini
yaparlar. Tercih edilen model dogrudan bir uygulama olarak kullanilabilecegi gibi,

bagka bir uygulamanin bir alt pargasi olarak da kullanilabilir.
2.2.6. Modelin Izlenmesi

Model bu agsamada kullanim esnasindayken stirekli izlenmeye devam edilir. Eger

gerekliyse modelde diizenlemeler yapilir (Ersoz, 2019).
2.3. Veri Madenciligi Yontemleri

Veri madenciligi yontemleri iic ana sinifta incelenebilir. Bunlar simiflandirma
yontemleri, kiimeleme yontemleri ve birliktelik kurallaridir. Siniflandirma tahmin

edici, kiimeleme ve birliktelik kurallar1 ise tanimlayici yontemlerdir.



Tahmin edici yontemlerin amaci, sonuglar1 bilinen veri kiimelerinden model

gelistirilerek sonuglari bilinmeyen verilerin sonug¢ degerlerinin tahminlenmesidir.

Tanimlayic1 yontemlerin amaci ise mevcut verilerdeki oriintiilerin kesfedilerek

karar vermeye yardimci olmasini saglamaktir (Dagaslani, 2022).

Birliktelik kurallari, olaylarin birlikte gergeklesme durumlarini inceler.
Olaylarin birlikte gergeklesme kurallar1 tespit edilerek olasiliklarla ifade edilir.
Birliktelik kurallarmin kullanim alanlarina miisteri satin alma aliskanliklari, satis
analizleri, katalog tasarimlar1 vb. problemler 6rnek verilebilir (Dagaslani, 2022). Bu
calismada kullanilan smiflandirma ve kiimeleme yontemlerinden iiglincli boliimde

detaylica bahsedilecektir.



3. YONTEM

3.1. Simiflandirma Yontemleri

Siniflandirma ydntemleri 6grenme ve siniflandirma olmak tizere iki adimli bir
siireglerdir. Ogrenme asamasinda egitim verileri ile smiflandirma algoritmalart
kullanilarak sinif kurallar1 ¢ikartilir. Ikinci asamada ise test verileri, ilk asamada
¢ikartilan sinif kurallarinin dogrulugunu tahmin etmek i¢in kullanilir (Han vd., 2023).
Sekil 2.1°de bir smiflandirma algoritmasinin c¢alisma sekli bir 6rnek {izerinden

gorsellestirilmistir.

Bu yontem bir gézlemin veya nesnenin nitelik ve nicegini degerlendirerek
onceden belirlenmis olan bir sinifa atar. Bu yonteme 6rnekler; karar agaci, yapay sinir
ag1, genetik algoritma, K-en yakin komsu, rassal orman olarak 6zetlenebilir (Yalginer

Cal, 2023).

I Classification algorithm

name age income loan_decision

Sandy Jones  youth Tovw risky

Bill Lee youth low risky

Caroline Fox muddle_aged high safe

Rick Field  muddle_aged low risky

Susan Lake  senior o safe

Claire Phips  senior medium safe _— T

Joe Smith middle_aged high safe — —=
. . . IF age = youth THEN lpan_decision = risky

IF income = high THEN loan_decision = safe
IF age = middle_aged AND income = low
THEN loan_decision = risky

(a)

Classification rules

Test data

___7________——- -——________7___ ~_

name age income loan_decision /""'i@rmy. middle_aged, 10;?5""“\_
Loan decision”

Juan Bello  senior low safe

Sylvia Crest muddle aged low risky

Anne Yee  middle aged high safe l

rsky

Sekil 3. 1 Smiflandirma Algoritmas1 Ornegi Grafiksel Gosterim (Han vd., 2023)



3.1.1. Karar Agaclari

Bir karar agaci, her i¢ diigiimiin bir 6znitelige iliskin bir testi gosterdigi, her dalin
bir test sonucunu temsil ettigi ve her yaprak diigiimiiniin bir sinif etiketini tasidig akis
diyagrami benzeri bir aga¢ yapisidir. Bir agagtaki en iist diigiim kok diiglim olarak
adlandirtlir. Tipik bir karar agaci sekil 2.2°de gosterilmistir. Bu yontem bir
siiflandirma algoritmasi olarak sinif etiketsiz bir veri kiimesinin 6zniteliklerine gore
karar agaci kokten yaprak diigiime kadar yol izlenerek test edilir. Son yaprak diiglimii

ilgili veri kiimesi i¢in elde dilen tahmindir. (Han vd., 2023)

Sekil 3.2. Karar Agac1 Ornegi (Han vd., 2023)

Karar agaglar1 kesifsel bilgi i¢in uygun olmasi, ¢ok boyutlu verilerle basa
c¢ikabilmesi, bilginin aga¢ formunda temsil edilmesinin anlagilirligini kolaylastirmasi

bu yontemin ¢ok popiiler olmasini saglamistir.
3.1.1.1. Karar Agaci Algoritmalari

Karar agaclarinin, diiglimlerde gelisen yeni diiglimlerin sayisi, agacin
biiylimesini durdurma kriteri, en iyi bolen 6zniteligin secilmesi ve budama siireci gibi

ozellikler agisindan farklilik gosteren farkli algoritmalari mevcuttur (Toprak, 2017).
Bu algoritmalar agsagidaki gibi 6zetlenebilir;
+ ID3 (Iterative Dichotomiser 3), C4.5 ve C5.0.
* SLIQ (Supervised Learning in Quest)
* SPRINT (Scalable Parallelizable Induction of Decision Trees)
* CART (Classification and Regression Trees)

* CHAID (Chi-Squared Automatic Interaction Detector)



ID3 algoritmasi, Ross Quinlan tarafindan 1986 yilinda agiklanmistir. Bu
algoritmada bolen Ozniteligin se¢imi i¢in entropi veya gini indeksi kullanilir. Her
diigtim, kokten itibaren hi¢ dikkate alinmamis 6zelliklerden en kazanglis1 segilerek

belirlenir. Bu algoritma C4.5 algoritmasinin 6nciilidiir.

C4.5 algoritmasi, Ross Quinlan tarafindan 1993 yilinda agiklanmistir. Bu
algoritma ID3 algoritmasindan farkli olarak hem kategorik hem de siirekli 6znitelik
degerlerini isleyebilmektedir. Kayip verileri hesaba katmaz, boylelikle daha duyarli ve

daha anlaml1 kurallar ¢ikartabilir.

C5.0 algoritmasi, ID3 ve C4.5 algoritmalarina gore ¢cok daha hizlidir. Bu
algoritmanin digerlerine gore ayirt edici olan 6zelligi faydasiz oznitelikleri eleyen
winnowing Ozelligidir.

SPRINT algoritmasi, degiskenlere ait sinif ve sira numaralarini belirlemek icin
ayr bir liste kullanir, bu liste sinif ve kayit numaralarin1 saklar. Aga¢ olusturma
stirecinde, egitim kiimelerinden elde edilen baglangi¢ listeleri siniflandirma kokiiyle
iligkilendirilir. Agac biiyiidiikce ve diiglimler yeni dallara boliindiikce, diigiimlere ait

degisken listeleri de boliinerek yeni dallarla iliskilendirilir.

CART algoritmasi, ikili agacglar tireterek hangi diugiimiin kok veya digim
olacagina karar verir. Bununla beraber, belirlenen diigiimiin hangi noktadan ikiye
ayrilacagin1 da hesaplar. Algoritma bu siirecte, en uygun degiskeni bulurken hem
dallara ayirma islemini gergeklestirir hem de degiskenin iki veya daha fazla farkl: tiirde
deger tasiyorsa bu degerleri nasil iki gruba ayiracagini belirler. CART algoritmast,
bagimli degisken ile bagimsiz degiskenler arasindaki iliskiyi arastirmakla kalmaz, ayni
zamanda bagimsiz degiskenlerin birbirleriyle olan etkilesimlerini de saptar. Bu sayede,
bagimsiz degiskenlerin bagimli degiskenle olan iliskisini daha iyi degerlendirir ve
model igindeki etkilesim durumlarini ortaya koyar. Bu algoritma C&RT adiyla da
bilinir.

CHAID algoritmasi, parametrik olmamasi, kullanilan verilerin normal dagilmasi
zorunlulugunun olmamasi, eksik degerleri ayr1 bir kategoride analiz edebilmesi gibi
esnekliklere sahiptir. ID3, C4.5, C5.0 ve CART algoritmalarindan ¢oklu agaglar
tiretebilmesi ozelligiyle ayrilir. Hem siirekli hem kategorik degisken tipleriyle
caligabilir. Benzer kategorilerin adim adim birlestirilmesinde ki-kare istatistigi

kullanilir ve bu siire¢, degiskenler arasinda istatistiksel olarak daha fazla birlestirme



yapilamayacagina karar verilene kadar devam eder. Degiskenlerin boliinmeye uygun

olup olmadigi, Bonferroni diizeltilmis p degeri kullanilarak belirlenir (Toprak, 2017).

3.1.1.2. Ayristirma Kcriterleri

Ayristirma kriteri, sinif etiketli egitim veri setini en iyi sekilde ayristirmak icin
kullanilan yontemlerdir. Veri ayristirma kriterine gore ayr1 gruplara ayirildiginda, her
bir grubun kendi icinde benzer ve diger gruplardan benzersiz olmasini saglanir.
Dolaystyla en iyi bolme kriteri, gruplar arasindaki benzersizligi maksimize eden

kriterdir.

Ayristirma kriteri, egitim veri setindeki Oznitelikler icin bir siralama saglar.
Skoru en yiiksek olan 6znitelik, bolme 6zniteligi olarak secilir. Eger bolme 6zniteligi
stirekli bir degere sahipse veya ikili agaclara sinirliysak, sirastyla, bolme kriterinin bir
pargasi olarak ya bir bolme noktasi ya da bir bolme alt kiimesi de belirlenir (Han vd.,
2023).

Ayristirma kriterleri asagidaki gibi 6zetlenebilir;
* Bilgi Kazanci (Information Gain)

* Kazang Orani1 (Gain Ratio)

+ Gini Indeksi (Gini Impurity)

3.1.1.2.1. Bilgi Kazanci Kriteri

Bilgi kazanci kriteri, Claude Shannon’1n bilgi teorisi lizerine yaptigi calismalara
dayanir. En yiiksek bilgi kazancina sahip olan 6znitelik, diiglim N i¢in bolme 6zniteligi
olarak secilir. Bu 0Oznitelik, sonucta ortaya ¢ikan boliimlerdeki veri gruplarini
siniflandirmak i¢in gereken bilgiyi en aza indirir ve bu boéliimlerdeki en az
rastlantisalligt veya “kirliligi” yansitir. Bu yaklasim, belirli bir veri grubunu

smiflandirmak i¢in gerekli beklenen test sayisini en aza indirir.

Info(D) = = > pilog, () 3.1

Burada D sinif etiketli egitim veri seti, pi D'deki rastgele bir veri grubunun C;
siifina ait olma olasiliginin, |C;,D|/|D| ile tahmin edilen, sifir olmayan bir olasiliktir.
Bilgi bitleriyle kodlandig1 i¢in 2 tabaninda bir logaritma fonksiyonu kullanilir.
Info(D), D'deki bir veri grubunun sinif etiketini tanimlamak igin gereken ortalama

bilgi miktaridir (Denklem 2.1). Info(D) ayni zamanda D'nin entropisi olarak da bilinir.
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Egitim verilerinden goézlemlenen v farkli degere sahip A adli bir 6zniteligi baz
alarak D igindeki veri gruplarinin bolindigi kabul edilsin. A niteligi D’ i
{D1,Ds,...,Dv} seklinde v adet boliime ayrilir. (D;j” de A niteligi g degerini almis
gozlemler bulunmaktadir), bununla beraber ama¢ en iyi smiflandirmanin
olusturulmasidir. Bir smiflandirmaya kesin olarak ulasmak igin (bdliimleme
sonrasinda) ne kadar daha fazla bilgiye ihtiyag¢ olacagi Denklem 3.2 ile hesaplanur.

Info,(D) = Z% X Info(Dj) 3.2
j=1

[Dj| / |D| terimi, j. bolimiin agirligini temsil eder. Infoa(D), A tarafindan
boliimlendirilmis D’nin bir veri grubunu siniflandirmak igin gereken beklenen bilgidir.
Beklenen bilgi ne kadar kiiclikse, boliimlerin saflig1 o kadar yiiksektir. Infoa(D) ayni

zamanda A'ya bagli olarak D'nin kosullu entropisi olarak da bilinir.
Gain (A) = Info(D) — Info,(D) 3.3

Bilgi kazanci, orijinal bilgi gereksinimi ile (sadece sinif oranlarina dayali olarak)
ve yeni gereksinim (6znitelik A'ya gore boliimlendirme yapildiktan sonra elde edilen)
arasindaki fark olarak tanimlanir (Denklem 2.3). Diger bir deyisle, Gain(A), A
tizerinde dallanmanin ne kadar kazang getirecegini belirtir. En yiiksek bilgi kazancina
sahip olan 6znitelik A, Gain (A), diigiim N’de boliinme 6zniteligi olarak segilir (Han
vd., 2023).

3.1.1.2.2. Kazan¢ Oram

Kazang orani, ¢cok sayida sonuca sahip testlere yoneliktir.

sotiingonoy = 3120 (121
plitinfo,(D) = D] xlog, D] 3.4
j=1

Bu deger, egitim veri kiimesini, A Ozniteligi lizerinde yapilan bir testin v
ciktisina karsilik gelecek sekilde bolmenin potansiyel bilgisini temsil eder. Her ¢ikti
icin, D’deki ilgili ¢iktiya sahip olan veri grubu sayisini, toplam D veri grubu sayisina
gore diisliniir. Bu, ayn1 boliinme {izerinden elde edilen siniflandirmaya goére kazanilan

bilgiyi dl¢en bilgi kazancindan farklidir.

GainRatio(4) = —on(4) 3.5
AMRAtions) = Splitinfo,(D) '
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En yiiksek kazang oranina sahip Oznitelik, boliinme 6zniteligi olarak segilir.
Ancak, boliinme bilgisi 0’a yaklastik¢a, oran dengesiz hale gelir. Bunu 6nlemek igin
bir kisitlama eklenir; se¢ilen testin bilgi kazanci biiyilik olmalidir, en az tiim testlerin

ortalamasina esit olmalidir (Han vd., 2023).

3.1.1.2.3. Gini indeksi
Gini indeksi, CARTta kullanilir. Daha dnce tanimlanan gésterimleri kullanarak,
Gini, D'nin (bir veri boliimii veya egitim Ornekleri kiimesi) belirsizligini Slger

(Denklem 2.6).

m
Gini(D) =1 — Z p? 3.6
=

L

Bu formiilde m sinif olmak iizere, pi’nin D i¢indeki bir 6rnegin Ci sinifina ait
olma olasilig1 oldugu ve |Ci,D|/|D| ile tahmin edildigi belirtilmektedir. Gini indeksi,
her bir degisken i¢in ikili bir boélinmeyi dikkate alir. D sinif etiketli egitim verisi i¢inde
bulunan v farkli degere sahip A 6zniteligi icin; A'da en iyi ikili bolinmeyi belirlemek
icin, A'min bilinen degerlerini kullanarak olusturulabilecek tiim olast alt kiimeler
incelenir. Veri setini iki boliime ayirmak i¢in A {izerinde ikili bir béliinmeye dayanan
(2" —2)/2 olast yol vardir. Ikili bir béliinme goz oniine alindiginda, her bir olusan
bolimiin karigikliginin agirlikli toplamini hesaplanir Denklem 2.7, A tizerindeki ikili
bir béliinme, D’yi D1 ve D2 olarak bélerse, boliinme durumunda D’nin Gini indeksi

sOyle hesaplanir:

|D1| D]
WGml(Dl) + ——Gini(D,) 3.7

Her bir 6znitelik i¢in, miimkiin olan her ikili boliinme goz oniine alinir. Bir
kategorik Oznitelik igin, o Ozniteligin en az Gini indeksine sahip olan alt kiimesi,
boliinme alt kiimesi olarak seg¢ilir. Siirekli degerli 6znitelikler i¢in her olas1 bdliinme
noktasi dikkate alinir. Yontem, bilgi kazanci i¢in yontemine benzerdir, burada her bir
(siralanmis) bitisik deger c¢iftinin orta noktasi, bir olas1 boliinme noktasi olarak alinir.
Belirli bir (stirekli degerli) 6zniteligin minimum Gini karisikligina sahip noktasi, o

Ozniteligin boliinme noktasi olarak alinir.
Bir kesikli veya siirekli degerli bir 6znitelik A i¢in ikili bir boéliinmeyle
saglanacak indeks azalmasi denklem 2.8’de belirtilmistir.
AGini(A) = Gini(D) — Giniy (D) 3.8
12



Indeksin azalmasin1 maksimize eden 6znitelik boliinme dzniteligi olarak secilir.
Bu 6znitelik veya bir boliinme 6zniteligi i¢in boliinme alt kiimesi (kesikli degerli bir
boliinme 6zniteligi i¢in) ya da boliinme noktasi (siirekli degerli bir boliinme 6zniteligi

i¢in) birlikte boliinme kriterini olusturur (Han vd., 2023).

3.1.1.3. Aga¢ Budama

Karar agaci olusturuldugunda, bazi dallar giiriiltii veya aykiri veriler nedeniyle
egitim verilerindeki anormallikleri yansitabilir. Aga¢ budama yontemleri, bu tiir veriye
asirt uydurma sorununu ele alir. Bu yontemler genellikle en giivenilmez dallar
kaldirmak icin istatistiksel 6l¢iimler kullanir. Budanmis agaclar genellikle daha kiiciik
ve daha az karmasik olup, bu nedenle daha anlasilmasi daha kolaydir. Ayrica,
genellikle bagimsiz test verilerini (yani dnceden goriilmemis 6rnekleri) daha hizli ve
daha dogru bir sekilde siniflandirir. Aga¢ budama, agacin asir1 uyumunu 6nlemek ve
genelleme yetenegini artirmak ic¢in belirli dallar1 veya diiglimleri kaldirarak ¢alisir.
Agag¢ budamanin iki yaygin yaklasimi vardir: 6n budama(prepruning) ve sonradan

budama (postpruning) (Han vd., 2023).

On budama yaklasiminda, bir aga¢ yapisi olusturulmasi erken durdurularak
budanir. Ornegin, belirli bir diigiimde egitim drneklerinin alt kiimesini daha fazla
bolmeme veya bolememe karari alinir. Durduktan sonra, diiglim bir yaprak haline
gelir. Yaprak, alt kiime Ornekleri arasinda en sik goriilen smif etiketini veya bu
orneklerin sinif etiketlerinin olasilik dagilimini igerebilir. Agac yapist olusturulurken,
istatistiksel onem, bilgi kazanci, Gini indeksi gibi dlgiiler, bir boliinmenin kalitesini
degerlendirmek i¢in kullanilir. Bir diiglimdeki ornekleri bélme 6nceden belirlenmis
bir esigin altina diiserse, verilen alt kiimenin daha fazla béliinmesi durdurulur. Bununla
beraber uygun bir esik segmek zor kritiktir. Yiiksek esikler basitlestirilmis agaglara yol
acabilirken, diisiik esikler ¢ok az basitlestirmeye neden olabilir (Han vd., 2023).

Ikinci ve daha yaygmn olan yaklasim sonradan budamadir. Bu yaklasim,
tamamen biiyiimiis bir agactan alt agaclar1 kaldirir. Bir diiglimdeki bir alt agag, dallari
kaldirilarak ve yerine bir yaprak eklenerek budanir. Yaprak, degistirilen alt agacin

igindeki en sik sinif etiketi ile etiketlenir (Han vd., 2023).
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Sekil 3.3. Budanmamis(sol) ve Budanms(sag) Karar Agac1 Ornegi (Han vd., 2023)

3.1.2. K-En Yakin Komsu

K-en yakin komsu yontemi ilk kez 1950'lerin baginda tanimlanmaistir. Yntem,
biiylik bir egitim seti verildiginde isglicii yogun olup, 1960'larda artan hesaplama giicii
kullanilabilir hale gelinceye kadar popiilerlik kazanmamaistir. O zamandan beri desen

tanima alaninda genis ¢apta kullanilmistir (Han vd., 2023).

Veri uzayinda birbirine yakin olan ayn tiir gézlemler, birbirlerinin komsusu
durumundadir. Bu anlayisa dayanarak, ¢cok basit ancak gii¢lii bir k - en yakin komsu
algoritmas1 gelistirilmistir. Ozetle k-en yakin komsu algoritmasinin temel mantig,
komsunun ne yaptigina bakarak karar vermektir. Belirli bir gézlemin davranigi tahmin
etmek istenirse, veri uzayinda o gozleme yakin olan k adet komsunun davranigi
incelenir. Bu k komsunun davranislarinin ortalamasi hesaplanir ve bu hesaplanan

ortalama, g6zlemin tahmini olur (Dolgun, 2006).

K-en yakin komsu algoritmasinin calisma mantigt dort ana madde ile

Ozetlenebilir (Harrington, 2012);

e Sinifi tahminlemek istenen gézlemin, veri setindeki tiim gozlemlere olan
uzaklig1 hesaplanir.

e Hesaplanan uzaklik degerleri artan sekilde siralanir.

e En kiiciik uzaklik degerine sahip olan, belirli k adet komsu gozlem alinir.

e K adet gozlemin icindeki en sik tekrarlanan sinif, tahminlenerek istenen

gbzlemin sinifi olarak tahminlenir.

14



Bu yontemde, belirli bir test gozlemi benzer olan egitim go6zlemiyle
karsilagtirilir. Egitim gozlemleri n 6znitelikle tanimlanmistir. Her gézlem, n boyutlu
bir uzaydaki bir noktay1 temsil eder. Bu sayede, tiim egitim gézlemleri n boyutlu bir
Oznitelik uzayinda saklanir. Bilinmeyen bir gozlem verildiginde, k-en yakin komsu
algoritmasi, bilinmeyen gozleme en yakin k egitim gozlemini arar. Bu k egitim
gozlemi, bilinmeyen gozlemin k "en yakin komsusu" olarak kabul edilir. K-en yakin
komsu algoritmasi, bilinmeyen gozlemin tahmin edilen sinif etiketini belirlemek igin

k-en yakin komsular arasinda en yaygin olan smif etiketini secer (Han vd., 2023).

“Yakinlik” 6rnegin, Oklid mesafesi gibi bir mesafe 6l¢iitii agisindan tanimlanir,
Iki nokta veya gozlem arasindaki Oklid mesafesi, diyelim ki, X1 = (X11, X12, . . . , X1n)

ve X2 = (X1, X22, - - ., Xon), denklem X.X’deki gibi hesaplanir:

n
dist(X;, X,) = Z(xu — x50)? 3.9
i=1

Her sayisal 0znitelik i¢in, gézlem Xi'deki bu 6zniteligin karsilik gelen degeri ile
gozlem Xo'deki bu 6zniteligin karsilik gelen degeri i¢in formiil uygulanir. Tipik olarak,
uzaklik formiilii kullanmadan once her 6zniteligin degerleri normalize edilir. Bu,
baslangigta bliylik araliklara sahip Ozniteliklerin (6rnegin, gelir) baslangigta daha
kiiciik araliklara sahip Oznitelikleri (6rnegin, ikili Oznitelikler) domine etmesini

onlemeye yardimei olur.

K-en yakin komsu algoritmasinda bilinmeyen gozlem, k-en yakin komsulari
arasinda en yaygin sif etiketi ile atanir. k = 1 oldugunda, bilinmeyen gozleme,
Oznitelik uzayinda en yakin olan egitim demetinin sinifi atanir. k > 1 oldugunda, k-en

yakin komsular1 arasinda sinif etiketleri lizerinde (agirlikli) cogunluk oylamasi yapilir.

Nominal nitelikler i¢in, gdzlem Xi'deki niteligin karsilik gelen degerini gdzlem
Xz'dekiyle karsilastirmaktir. Iki deger birbirine esitse (6rnegin, gdzlemler Xi ve Xz her
ikisi de mavi renkteyse), o zaman ikisinin arasindaki fark 0 olarak alinir. iki deger
farkliysa (6rnegin, gozlem X1 mavi iken gézlem Xz kirmizidir), o zaman fark 1 olarak
kabul edilir. Baska yontemler daha karmasik derecelendirme semalarini (6rnegin,
mavi ve beyaz i¢in mavi ve siyah gibi bir fark puanindan daha biiyiik bir fark puam

atanir) igerebilir.
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Sekil 3.4. K-En Yaki Komsu Algoritmasinin Farkli Mesafe Olgiitleri (Han vd., 2023)

Sekil X.X 1-en yakin komsu siniflandiricisinin farkli mesafe olgiitleri tizerindeki
etkisini gostermektedir. Iki egitim ornegi verildiginde, pozitif bir ek (1, 0) ve
negatif bir drnek (—1, 0) icerir. Farkli mesafe dlgiitlerini kullanan 1-en yakin komsu
siniflandiricisinin karar sinirlart oldukga farklidir. Lo normunu kullanirken (solda),
karar sinir1 x2 = 0 olan dikey bir ¢izgidir. L, normunu kullanirken (sagda), karar sinir1

(0,—1) ve (0, 1) arasinda bir ¢izgi parcasini ve tarali alanlari igerir.

K komsu sayis1 deneysel olarak tespit edilebilir. K = 1'den baslayarak, bir test
seti kullanarak siniflandiricinin hata oranini tahmin edilir. Bu islem, her seferinde bir
komsuya izin vermek i¢in k degerini artirarak tekrarlanir. En diisiikk hata oranim
saglayan k degeri secilir. Genel olarak, egitim verilerinin sayisi arttik¢a, k degeri de

artar (Han vd., 2023)
3.1.3. Naive Bayes

Naive Bayes, veri simiflandirmasinda istatistiksel bir yontem olarak kullanilir.
Bu model, smiflandirilacak olaylar1 birbirinden bagimsiz olarak ele alir ve her bir
Ozniteligin sonuca etkisini olasilik olarak hesaplar. Bu o6zellikleri sayesinde,
arastirmacilar tarafindan sikga tercih edilen bir siniflandirma yontemi haline gelmistir.
Bunun sebeplerinden biri de uygulamasmnin kolayligt ve hizli hesaplama

performansidir (Kurnaz, 2019).
Naive bayes algoritmasi su sekilde isler;

D’nin, igerdigi gozlemlerin ve bunlara iliskin simif etiketlerinin egitim seti

oldugu varsayilsin. Her gozlem, sirastyla Ai, A2, ..., An olarak adlandirilan n
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Ozniteligin 0l¢limlerini igeren bir n boyutlu 6znitelik vektoriiyle temsil edilir, X = (x1,
X2, ..., Xn) (Han vd., 2023).

Cy, Cy, ..., Cm olmak iizere m adet sinif oldugu varsayilsin. Bir gdzlem olan X
verildiginde, siniflandirici X'e kosullanmis en yiiksek sonsal olasiliga sahip sinifa ait
oldugunu tahmin eder. Yani, Naive Bayes algoritmasi, gézlem X'in yalnizca su kosulu

sagladiginda X'in Cj sinifina ait oldugunu tahmin eder:
P(C|X) > P(CilX), 1 <j<migin, j#i 3.10

Bu durumda P(Ci|X) maksimize edilir. P(CiX) maksimize edilen smif C;,

maksimum olasilikli hipotez olarak adlandirilir.

P(C;|X)P(C;
P(Ci|X) = %)() 3.11

P(X) tiim smuflar igin sabittir, bu yiizden yalnizca P(X|Ci)P(Ci) 'nin maksimize
edildigi sinifin bulunmasi yeterlidir. Siif dncelik olasiliklar bilinmiyorsa, genellikle
smiflarin esit olasilikli oldugu varsayilir, yani P(C1) = P(C2) = - - - = P(Cnm), bu
durumda P(X|Ci) 'yi maksimize edilir. Aksi halde, P(X|Ci)P(Ci) 'i maksimize edilir.
Sinif 6ncelik olasiliklari, |Ci,D|, D ig¢indeki Ci sinifina ait egitim demetlerinin sayisi

oldugunda tahmin edilebilir.

Onceden belirtilen nedenlerden dolay1 P(X|Ci) degerini hesaplamak son derece
maliyetlidir. P(X|Ci) degerini degerlendirme isleminde hesaplamanin azaltilmasi igin
siif sarth bagimsizlik varsaymmi yapilir. Bu, gozlemin simif etiketine bagl olarak
ozellik degerlerinin birbirinden kosullu olarak bagimsiz oldugunu varsayar diger bir
deyisle gozlemin hangi sinifa ait oldugunu bildigimizde 6zellikler arasinda bagimlilik

iliskileri bulunmaz. Boylece;

n
Pexicy = | [ Peudc 3.12
k=1
= P(x1|C))xP(x5|C)x ... xP(x,,|C;) 3.13
Egitim gozlemlerinden olasiliklar P(x1|Ci ),P(x2|Ci), . . ., P (Xn|Ci ) kolayca

tahmin edilebilir. Burada xk, gézlem X igin 6zniteligin Ak degerine isaret eder. Her
ozniteligin kategorik veya siirekli deger olduguna bakilir. Ornegin, P(X|Ci)'yi

hesaplamak i¢in;
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Eger Ak kategorik ise, P(x|Ci), Ax i¢in xx degerine sahip D’deki Ci sinifi

gozlemlerinin sayist, |Ci,D|, yani D’deki C;j sinifi gézlemlerinin sayisina boliiniir.

Eger Ak siirekli bir degere sahipse, bir siirekli degerli 6znitelik genellikle bir

ortalama p ve bir standart sapma o ile Gauss dagilimina sahip oldugu varsayilir.

Boylece;
( ) e 3.14
g x’ IJ‘IO- = e 20 ) .
V2no
P(xklci) = .g(xk, l’l‘Cil O-Ci) 3.15

pci ve oci’i sirastyla simif Ci’nin egitim gozlemlerinin Ozniteligi Ak igin
degerlerinin ortalamasi ve standart sapmasidir. Daha sonra, bu ortalama ve standart
sapma degeri denklem 2.14°de x ile birlikte kullanilarak P(xx|Ci)’nin tahmin edilmesi

icin kullanilir.

X gozleminin siif etiketini tahmin etmek i¢in, her bir sinif Cj igin P(X|C;)P (Ci)
degeri hesaplanir. Algoritma, X gozleminin sinif etiketini su kosullar altinda tahmin
eder (Denklem 2.15):

P(X|CHP(C) > PXICHP(C;), 1<j<micgin, j#i 3.16

Diger bir deyisle, tahmin edilen sinif etiketi, P(X|Ci)P(Ci)'nin maksimum oldugu
siif Ci’dir (Han vd., 2023).

3.1.4. Lojistik Regresyon

Ik olarak, lojistik regresyonun biyolojik deneylerin analizinde kullanilmasi
1944, 1953 ve 1955 yillarinda Berkson tarafindan incelenmistir. Daha sonra, 1972'de
Finley, probit analizine bir alternatif olarak lojistik regresyonu onermistir. Son 20
yilda, bu yontem askeri, meteoroloji ve saglik alanlarinda yaygin bir sekilde

kullanilmaktadir.
Eger bagimli degisken iki kategoriye sahipse, bu durumda ikili (binary) lojistik
regresyon kullanilirken, bagimli degiskenin kategorisi ikiyi asarsa, bu ¢ok kategorili

(multinomial) lojistik regresyon olarak adlandirilir (Dogangay, 2023).

Ikili lojistik regresyon modelinde, bagimli (agiklanan) degiskenin gozlenen
degeri iki olas1 durumu temsil eder. Olay gerceklesirse 1, ger¢eklesmezse 0 degerini

alir. Bu algoritmada kullanilan bagimsiz degiskenlerin siirekli veya kategorik olmasi
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gibi bir zorunluluk bulunmamaktadir. Bagimsiz degiskenlerin tiimii veya bir kismi,
stirekli veya kategorik tipte olabilirler. Bununla birlikte bagimsiz degiskenlerin ikili

veya lclii etkilesimleri ortak degisken olarak modele dahil edilebilir (Kurnaz, 2019).

Bagimsiz degisken X, bagimli degisken Y olmak tizere, ikili lojistik regresyon
modelinin agiklanmasinda lojistik dagilim fonksiyonundan yararlanilir (Denklem
3.17).

1
Pi=E(Y =1\X) = T 50 3.17

Pi bagimsiz degiskeni, X i. birey i¢in Y nin 1-0 degerini alma olasiligini ifade
eder. Bu fonksiyonda, Pi'nin hem X'e hem de B'lara gore dogrusal olmayan bir sekilde
degistigi goriilmektedir. Dogrusal olmayan bir yapiya sahip olan lojistik regresyon
modeli uygun dontisiimlerle dogrusallastirilabilir ve bu model “Logit” olarak

adlandirilir. Bu sekilde bahsedilen modeller "Logit Model" olarak ifade edilir.

Iki veya daha fazla bagimsiz degiskenin oldugu durumlarda, bu model ikili goklu
logit regresyon modeli olarak adlandirlir. Ikili coklu logit regresyon modeli igin, coklu

lojistik dagilim fonksiyonundan yararlanilir.

1
P=E¥ =1\X) = 1 4 e—(Bo+B1x1+Baxz++Prxy) 3.18

Odds (iistiinliik) olasilik orani, meydana gelen olay sayisinin meydana gelmeyen
olay sayisina oranidir. 1’den biiyiik bir Odds orani olayin ger¢ceklesme olasiliginin
arttigin1 ifade eder. 1’den kiigii bir Odds orani ise olayin gergeklesme olasiliginin
diistiigiinii ifade eder. P ilgili olaym gozlenme olasihigini ifade eder. Ustiinliik
degerlerinin birbirine orani olan iistiinliik orani, lojistik regresyon denkleminde Exp
(B) olarak ifade edilir. Exp (B), bir olayin meydana gelme olasiliginin meydana
gelmeme olasiligia orani olan Odds'un, Xk degiskeninin Y degiskeni iizerindeki
etkisiyle ne kadar veya ne kadar yiiksek bir olasilik artisi oldugunu veya azalisi

oldugunu agciklar.

Coklu lojistik regresyon modelinde, bagimli (aciklanan) degiskenin gbézlenen
degeri ikiden fazla olasi durumu temsil eder. Ornegin, bagimli degiskenin 0, 1, 2 gibi
ic farkl kategoriye sahip oldugu varsayilsin. Bu durumda, 0 kategorisi goz Oniine
alindiginda, 2 numarali kategorinin 1 numarali kategori ile karsilastirilmasi igin

asagidaki Denklem 3.19 ve Denklem 3.20 kullanilir.
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X)=1L ( 1\ ) = X pX 3.1

gl()_ Og<(—\>—ﬁ10+ﬁ111+"'+,81 » .19
P(Y = Z\X)

g2(X) = Log <—P(Y 0\X> = B0 + P21 X1 + -+ ,32po 3.20

Bu denklemlerden hareketle {i¢ kategori i¢in kosullu olasiliklar k=0,1,2, i¢in

asagida yer alan Denklem 3.21 ile hesaplanir.

exp(gk(X))

PO = S expl(ge )

3.21

Bu denklemden hareketle, 0 kategorisi sabitken, 1 kategorisinin ger¢eklesme
olasiliginin, 2 kategorisinin gergeklesme olasiligina gore yiizde x kadar daha fazla ya

da az oldugu yorumu yapilabilir (Kurnaz, 2019).
3.1.5. Rastgele Orman

Rastgele orman algoritmasi Leo Brieman tarafindan 2001 yilinda gelistirilmistir.
Bu algoritma birden fazla karar agaci tireterek siniflandiricinin degerini yiikseltmeyi
hedefler. Hem gozlem hem de degisken se¢imini rastgele yapmasi sebebiyle rassal

(random) adin1 almistir (Dogancay, 2023).

Rastgele orman algoritmasi, birden fazla karar agacindan olusan bir topluluk
yontemidir. Her karar agaci, veri setinden rastgele secilen bir 6znitelik alt kiimesine
dayanarak olusturulur. Bu durum, her agacin daha farkl bir karar kurali 6grenmesini
saglar. Simiflandirma sirasinda, her karar agaci yeni bir veri noktasi i¢in bir sif
tahmininde bulunur. Son olarak, en ¢ok oy alan sinif, nihai tahmin olarak dondiirtiliir.
Bu yaklasim, tek bir karar agacina kiyasla daha saglam ve daha az asir1 uyuma sahip

modeller olusturmaya yardimeci olur (Han vd., 2023).

Rastgele ormanlar, rastgele Oznitelik se¢imi igin bootstrap kullanilarak
olusturulabilir. D’nin d adet gozlemden olusan bir egitim veri seti oldugu varsayilsin.
Topluluk igin k adet karar agaci olusturacak proses soyledir (her agag i¢in tekrarlanir

i=1,2,....k);

e D egitim setinden iadeli olarak(secilen 6rnek tekrar veri setine konularak
bir sonraki se¢cimde de segilebilme ihtimaline sahiptir) d adet Grnek
iceren bir alt egitim seti olusturulur. Bu durum, baz1 6rneklerin Di'de

birden fazla yer almasina, bazilarinin ise hi¢ yer almamasina neden olur.

20



e Bir diigiimde boliinme i¢in aday olacak F adet 6znitelik, rastgele segilir.
F, her diigiimde boliinme kararini belirlemek i¢in kullanilacak 6znitelik
sayisidir, toplam 6znitelik sayisindan ¢ok daha kii¢iik olmalidir.

e CART yontemi kullanilarak karar agaci biiyiitiiliir. Agaclar maksimum

boyutlarina kadar biiytitiiliir ve budama yapilmaz.

Bu sekilde olusturulan, rastgele girdi se¢imi kullanilan rastgele ormanlar, Forest-

RI olarak adlandirilir.

Rastgele ormanlarin bir bagka formu olan Forest-RC, geleneksel yaklasimdan
farkl1 olarak giris Ozniteliklerinin rastgele dogrusal kombinasyonlarini kullanir.
Ozniteliklerin bir alt kiimesini rastgele segmek yerine, var olan dzniteliklerin dogrusal
kombinasyonlarindan olusan yeni 6znitelikler olusturur. Bir 6znitelik, birlestirilecek
orijinal Oznitelik sayis1 olan L'yi belirterek olusturulur. Belirli bir diigiimde, L adet
Oznitelik rastgele segilir ve [-1, 1] araliginda esit dagilmis rastgele sayilar olan
katsayilarla birlikte toplanir. F adet dogrusal kombinasyon olusturulur ve bunlar
arasinda en iyi boliinmeyi bulmak i¢in bir arama yapilir. Bu tiir rastgele orman, az
sayida Oznitelik oldugunda, bireysel siniflandiricilar arasindaki korelasyonu azaltmak
icin faydalidir. Forest-RC, geleneksel yaklasima kiyasla daha az sayida Gznitelik
oldugunda daha faydali bir secenek olabilir (Han vd., 2023).

L2
1.Karar ﬂfiilﬂ Sonucu 2. Karar Aact Sonucu N. Karar Afiaci Sonucu
|
\ Gogunluk Oylamasi
- Kak Diigiim Ig Diigtim Yaprak Dagim

Sekil 3.5 Rastgele Orman (Gok, 2021)
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3.1.6. Destek Vektor Makineleri

Destek vektor makineleri, Vladimir Vapnik ve Alexey Chervonenski tarafindan
1960’11 yillarda gelistirilmistir. Aykir1 degerlere kars1 dayanikli olmasi, biiyiik veri
setleri ve Oznitelik sayisinin fazla oldugu veri setleri igin kullanisli olmasi bu yontemin

onemli 6zelliklerindendir (Dogancay, 2023).

Kisaca, bir destek vektdr makinesi egitim verilerini daha yiiksek boyutlu bir
uzaya doniistiirmek i¢in dogrusal olmayan bir esleme kullanir. Bu yeni uzayda, bir
siniftaki veri noktalarimi diger smiftaki veri noktalarindan ayiran dogrusal optimal
ayirma hiper diizlemini (bir karar siir1) arar. Yeterince yiiksek boyutlu bir uzaya
uygun bir dogrusal olmayan esleme ile iki siniftaki veriler her zaman bir hiper
diizlemle ayrilabilir. Destek vektér makinesi bu hiper diizlemi destek vektorleri
(support vectors) (6nemli egitim go6zlemleri) ve marjinler (margins) (destek

vektorleriyle tanimlanan) kullanarak bulur (Han vd., 2023).

En hizli destek vektdr makinelerinin bile egitimi yavas olsa da, karmasik
dogrusal olmayan karar simirlarini modelleme yetenekleri sayesinde oldukca

dogrudurlar. Diger yontemlere gore asir1 6grenmeye ¢ok daha az egilimlidirler.

Bu algoritma, veriye dair herhangi bir birlesik dagilim fonksiyonu bilgisine
ihtiya¢ duymaz. Bu sebeple dagilimdan bagimsiz ¢alisan bir 6grenme algoritmasidir.
Destek vektor makineleri, veri setinin dogrusal ayrilip ayrilmama durumuna gore
dogrusal ve dogrusal olmayan destek vektor makineleri olmak iizere ikiye ayrilir

(Kurnaz, 2019).

Simiflarin dogrusal olarak ayrilabildigi iki sinifli bir problem i¢in; D, bir veri seti
olmak tizere (X1, y1), (X2, y2), ..., (X|D|, y|D|) seklinde oldugu varsayilsin. Burada
Xi, smf etiketleriyle birlikte egitim gdzlemlerini ve yi, her bir gozleme ait sinif
etiketlerini temsil etmektedir. Her yi, +1 veya -1 degerlerinden birini alabilir (yi € {+1,
-1}). Sekil 2.6’da goriildigli {iizere, 2 boyutlu verilerin dogrusal olarak
ayrilabilmektedir, +1 smifindaki tim goézlemleri -1 smifindaki tim goézlemlerden
ayiran diiz bir ¢izgi ¢izilebilmektedir. Sekil 3.6’da kesikli ¢izgiler halinde gosterilenler
de dahil olmak iizere sonsuz sayida olast ayirict hiper diizlem (karar sinirlari) vardir

(Han vd., 2023).
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(O Class 1, y=+1 (buys_computer=yes)

@ Class 2. y=—1 (buys_computer=no)}

Sekil 3.6 Dogrusal Olarak Ayrilabilen iki Oznitelikli Bir Egitim Veri Seti Ornegi (Han vd.,
2023)

Bir ayristirict hiperdiizlem aslinda bir dogrusal siniflayicidir. Denklem 3.22°de
W bir agirlik vektoridir. W = {wl, w2, . . ., wn}, n Oznitelik sayisidir ve b bir

skalerdir, genellikle bir sapma olarak adlandirilir.
W.X+b=0 3.22
Iki dznitelikli (A1 ve A2) bir veri seti i¢in Denklem 2.21 su sekilde yazilabilir;
b+ wix; +wyx, =0 3.23

Boylece, ayirict hiper diizlemin iizerinde bulunan herhangi bir nokta asagidaki
denklemi saglar (Denklem 3.24). Bu nokta smifi +1 olarak siniflandirilacakken, 3.25
numarali denklemi saglayan herhangi bir nokta ayirict hiper diizlemin altinda yer

alacak ve simnifi -1 olarak siniflandirilacaktir.
b+ wix; +wyx, >0 3.24
b+ wix; +wyx, <0 3.25

Agirliklar, marjin smirlarint  tanimlayan hiper diizlemlerin su sekilde

yazilabilmesi i¢in ayarlanabilir (Denklem 3.26 ve 3.27):
Hi:b+wixs +wyx, =1, y; = +1icin 3.26
Hy: b+ wix; + wyx, < —1, y; = —1licin 3.27

H1 lizerinde veya iistiinde yer alan herhangi bir gdzlem +1 sinifina aitken, Hz
tizerinde veya altinda yer alan herhangi bir gézlem —1 sinifina aittir. Esitsizliklerin

(2.25) ve (2.26) birlestirilmesiyle, Denklem 3.28 elde edilir.
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yi(h + wix; +wpx, ) 21, Vi

H: veya H: hiper diizlemlerine diisen herhangi bir egitim gdzlemi destek

vektorleri olarak adlandirilir. Destek vektorleri maksimum marjin ayirici diizlemine

esit uzakliktadirlar. Destek vektor makineleri maksimum marjin ayirici diizlemini (en

yakin egitim 6rnekleri arasindaki mesafeyi maksimize eden diizlemi) bulur (Sekil 3.7)

Ay
O Class 1, y==+1 (buys_computer=yes)
O O Class 2, y=—1 (buys_computer=no)
-
\\\ (.\
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Sekil 3.7 Destek Vektorleri (Han vd., 2023)

Ayni veri setine ait iki olas1 marjin(kiigiik(a) ve biyilik(b)) Sekil 3.8’de

gosterilmistir. Daha biiyiik marjine sahip olan(b), daha yiiksek genelleme dogruluguna

sahiptir.
A, A,
H,| H
1
Ll 1° e QO
| | N
| P e ® “O o ©
| N
i : O N O
Small margin O \ ,5:'%(\//\ ~0O
:4 I >i ;I\\ < 4 N
| N

] o N, ¥

o | o Y

o @ | | o &2
O | Q@ 3N
o @ | @ @
| | N
Ay A,
O ciass 1, y=+1, buy_computer =yes O ciass 1, y=+1, buy_computer =yes
© class 2, y=-1, buy_computer =no © class 2, y=-1, buy_computer =no
(a) (b)

Sekil 3.8 Kiigiik ve Biiyiik Marjin Ornegi (Han vd., 2023)

W ={wl, w2, ...,wn}ise, VIW.W denklem 3.29’daki gibi olacaktir.

VW.W = \/W12+W22+--~+W,%
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Boylece, VIW. W tanim geregi H2 iizerindeki herhangi bir noktadan ayirict hiper
2

diizleme olan mesafeye esittir. Dolayisiyla, maksimum marjin T

olacaktir. Boylece

marjini maksimize edilmesi i¢in ||W||?’nin minimize edilmesi gerekir. Eger gozlemler

n boyutlu bir uzayda ise esitlik su sekilde olur (Denklem 3.30):
yilW'X;+b) 21 3.30
Boylece, destek vektor makinesinin matematiksel formiilii Denklem 3.31’daki
gibidir.
min||W||?,
y,(W'X; +b) =1, Vi 3.31

Destek vektdr makineleri yeni bir gézlemi siniflandirirken ise 3.32 numarali

denklemi kullanir.

!
d(X) = ZyiaiX’Xi +b 3.32
i=1

Burada yi, Xi destek vektoriiniin smif etiketini, X sinifi tahminlenecek bir
gozlemi,  bir vektoriin transpozunu gosterir. o ve b, dnceden belirtilen optimizasyon
veya SVM algoritmasi tarafindan otomatik olarak belirlenen sayisal parametrelerdir. |
destek vektorlerinin sayisidir, genellikle toplam egitim Orneklerinin sayisindan ¢ok
daha kiiciiktiir. Verilen bir gozlem, X, Denklem 2.32’ye yerlestirilir ve ardindan
sonucun isareti kontrol edilir. Bu, gézlemin hiper diizlemin hangi tarafinda oldugunu

gosterir (Han vd., 2023).

Dogrusal br hiper diizlem ile ayrilamayan veri setlerinde cekirdek hileleri
(Kernel tricks) kullanilir (Sekil 3.9). Cekirdek hileleri ayn1 zamanda c¢ekirdek
numaralar1 olarak da bilinir. Polynomial kernel, Gaussian RBF (Radial Basis
Function) en sik kullanilan g¢ekirdek fonksiyonlarina 6rnek verilebilir (Dogancay,
2023).
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Sekil 3.9 Dogrusal Olmayan Destek Vektor Makinesi - Kernel Hilesi (Han vd., 2023)

3.2.7 Model Degerlendirme ve Secimi

Karigiklik matrisi, siniflandiricinin farkli siniflara ait 6rnekleri ne kadar iyi
tanidigini analiz etmek i¢in kullanigh bir aragtir.
Tablo 3. 1 Karmasiklik Matrisi

Tahmin Sinifi
Evet Hayir Toplam

Gereek Evet DP YN P
eree Hayir YP DN N
Sinif
Toplam P’ N' P+N

Tablo 3.1’deki karmagsiklik matrisinde kullanilan terimlerin ag¢iklamasi su

sekildedir;

Dogru Pozitifler (DP): Smiflandirict tarafindan dogru bir sekilde etiketlenen

pozitif 6rneklerdir.

Dogru Negatifler (DN): Siniflandirici tarafindan dogru bir sekilde etiketlenen

negatif 6rneklerdir.

Yanlis Pozitifler (YP): Smiflandirici tarafindan yanlis bir sekilde pozitif olarak

etiketlenen fakat gergekte negatif olan 6rneklerdir.
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Yanlig Negatifler (YN): Simiflandirici tarafindan yanlis bir sekilde negatif olarak

etiketlenen fakat gergekte pozitif olan 6rneklerdir.

DP ve DN, siniflandiricinin dogru tahminler yaptig1 durumlar1 belirtirken, YP
ve YN smiflandiricinin yanlis tahminler yaptig1 durumlar gosterir. ideal olarak, YP
ve YN sifira yakin olmalidir. P' siniflandirici tarafindan pozitif olarak etiketlenen
orneklerin sayisidir (DP+YP), N' siniflandirici tarafindan negatif olarak etiketlenen
orneklerin sayisidir (YN+DN). Orneklerin toplam sayist DP+DN+YP+YN veya P'+
N' veya P+N’dir. Gosterilen karisiklik matrisinin ikili siniflandirma problemi i¢in
oldugu gibi, karisiklik matrisleri ¢oklu siniflar i¢in benzer sekilde kolayca c¢izilebilir

(Han vd., 2023).

Degerlendirme 6l¢iitlerinden dogruluk (accuracy), bir siniflandiricinin dogru bir
sekilde smiflandirdigi test seti Orneklerinin yiizdesini iade eder. Desen tanima
literatiirinde, bu ayni zamanda siniflandiricinin genel tanima orani olarak da
adlandirilir; smiflandiricinin gesitli siniflarin 6rneklerini ne kadar iyi tanidiginm
yansitir. Dogruluk, sinif dagilimi nispeten dengeli oldugunda en etkilidir. Denklem

3.33 ile hesaplanur.

Dog lk—DP+DN 3.33
ogruluk = ——— :

Degerlendirme oOlgiitlerinden hata orani (error rate), bir siniflandiricinin yanlis
bir sekilde siniflandirdig: test seti 6rneklerinin yiizdesini iade eder. Hata orani (1-

Dogruluk) seklinde hesaplanabilir veya denklem 3.34 ile hesaplanir.

Hata O _ Y rn 3.34
ata Orant = PN .

Veri setindeki dagilim 6nemli dlgiide negatif sinifin ¢ogunlugunu ve azinlik
pozitif sinifindan olustugunda sinif dengesizlik problemi ortaya ¢ikar. Tibbi verilerde

"kanser" gibi nadir bir sinif olabilir.

Tibbi veri 6rneklerini siniflandirmak igin bir siniflandiric egitildigini, burada
siif etiketi Ozelligi "kanser" ve olast smif degerleri "evet" ve "hayir" oldugu
varsayilsin. Bu durumda %97'lik bir dogruluk orani, siniflandiricinin olduk¢a dogru
goriinmesini saglar, ancak eger egitim drneklerinin sadece %3'li gercekten kanser ise
%97'lik bir dogruluk orani kabul edilemez olabilir. Smiflandirici yalnizca kanser

olmayan ornekleri dogru bir sekilde etiketleyebilir ve tiim kanser drneklerini yanlig
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etiketleyebilir. Bunun yerine, siniflandiricinin pozitif 6rnekleri (kanser = evet) ve
negatif Ornekleri (kanser = hayir) ne kadar iyi taniyabildigini degerlendiren diger

degerlendirme Olglitlerine ihtiya¢ duyulur.

Duyarlilik (sensitivity) ve belirleyicilik (specificity) oOl¢ltimleri bu amacla
kullanililir. Duyarlilik ayn1 zamanda dogru pozitif (tanima) orani olarak da adlandirilir
(dogru sekilde tanimlanan pozitif 6rneklerin orani), belirleyicilik ise dogru negatif
oranidir (dogru sekilde tanimlanan negatif 6rneklerin orani). Bu 6l¢iitler Denklem 3.35

ve Denklem 3.36 ile tanimlanir.

DP
Duyarlilik = 2 3.35
DN
Belirleyicilik = N 3.36

Dogruluk (accuracy) duyarlilik ve belirleyicilik fonksiyonu olarak gosterilebilir
(Denklem 3.37):

3.37

Dogruluk = duyarlilik + belirleyicilik

P+N P+N

Kesinlik/pozitif 6ngorii degeri (precision / positive predictive value) ve geri
cagirma (recall) olgiitleri de simiflandirmada yaygin olarak kullanilir. Kesinlik,
dogrulugun o6lgiisti, pozitif olarak etiketlenen drneklerin ne kadarinin gergekten pozitif
oldugunu ifade eder. Geri ¢agirma ise eksiksizlik 6l¢iisiidiir, ger¢ek pozitif 6rneklerin
ne kadarmin dogru bir sekilde pozitif etiketlendigini ifade eder. Kesinlik ve geri

cagirma Denklem 3.38 ve Denklem 3.39 ile hesaplanur.

Kesinlik = br___DF 3.38
= DP YR T P '
Geri Cab . bp DP 3.39
erlCaglrma—DP_l_YN— P .

Iyi bir kesinlik (precision) skoru, érnegin C sinifi i¢in 1.0 degeri, sinif C'ye ait
oldugunu belirttigi her 6rnegin gercekten sinif C’ye ait oldugu anlamina gelir. Ancak

bu, sinif C 6rneklerinin kaginin yanlis etiketlendigini ifade etmez.

Iyi bir geri ¢cagirma (recall) skoru, drnegin C igin 1.0 degeri, simf C’den her
0genin bu sekilde etiketlendigi anlamina gelir, ancak simif C’ye ait oldugu yanlis

etiketlenen diger 6rneklerin sayisini ifade etmez.
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Kesinlik ve geri ¢agirma arasinda genellikle ters bir iliski bulunur, birini
artirmanin digerini azaltma maliyetiyle miimkiin oldugu durumlar mevcuttur. Ornegin,
tibbi siniflandirici, belirli bir sekilde sunulan tim kanser orneklerini kanser olarak
etiketleyerek yiiksek bir kesinlik elde edebilir, ancak bir¢ok baska kanser 6rnegini
yanlis etiketledigi i¢in diisiik bir geri ¢agirma skoru elde edebilir. Kesinlik ve geri
cagirma skorlar1 genellikle birlikte kullanilir, kesinlik degerleri sabit bir geri ¢agirma

degeri i¢in karsilastirilir veya tersi yapilir.

Kesinlik (precision) ve geri ¢agirma (recall) kullanmanin alternatif bir yolu,
bunlari tek bir dlgiitte birlestirmektir. Bu, F ve Fp 6l¢iitii yaklagimidir. F, F1 skoru veya
F-skoru olarak da bilinir. Bunlar su sekilde tanimlanir (Denklem 3.40 ve Denklem
3.41):

_ 2x kesinlik x geri ¢cagirma 3. 40
~ kesinlik + geri cagirma '

B (1 + B?)x kesinlik x geri ¢cagirma

Fp = 3.41

B? x kesinlik + geri cagirma

Burada B, negatif olmayan bir gergek sayidir. F olgiitii, kesinlik ve geri
cagirmanin harmonik ortalamasidir. Kesinlik ve geri ¢cagirmaya esit agirliklar verir. Fp
olgiitii ise, kesinlik ve geri ¢agirmanin agirhikli bir olciisiidiir. Geri ¢agirmaya,
kesinlige gore B kat1 agirlik verir. Yaygin olarak kullanilan Fp 6lciileri F2 (geri ¢agirma,
kesinligin iki kat1 agirlikta) ve Fo s (kesinlik, geri cagirmanin iki kat1 agirlikta)’dir (Han
vd., 2023).

Yanlis pozitif oran1 (false positive rate), yanls pozitif etiketli 6rneklerin tiim

negatif etiketli 6rneklere oranidir. Denklem 3.42 ile hesaplanir.

YP
Yanlis Pozitif Orani = N 3.42

Yanlis negatif oran1 (false negative rate), yanlis negatif etiketli 6rneklerin tiim

pozitif etiketli 6rneklere oranidir. Denklem 3.43 ile hesaplanir.

YN
Yanlis Negatif Orant = 3 3.43

Negatif 6ngorii degeri (negative predictive value), dogru negatif Grneklerin

toplam negatif tahmin edilen 6rneklere oranidir. (Denklem 3.44).
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DN DN

DN+YN N’ 3.44

Negatif Ongorii Degeri =

Pozitif olabilirlik orani (positive likelihood ratio (LR+)), duyarlilik degerinin

yanlis pozitif oran1 degerine oranidir. Belirleyicilik kullanilarak da formiile edilebilir

(Denklem 3.45).

o o Duyarlilik
Pozitif Olabilirlik Orani (LR +) = (1= Belirleyicilik) 3.45

Negatif olabilirlik oran1 (negative likelihood ratio (LR+)), yanlis negatif orani
degerinin negatif 6ngorii degerine oranidir. Belirleyicilik ve duyarlilik kullanilarak da

formiile edilebilir (Denklem 3.46).

Negatif Olabilirlik Orant (LR =) = (1 — Duyarlilik) 246
o Olabil oo ~ Belirleyicilik '

LR+ degerinin yliksek olmasi gercekte pozitif sinif etiketi almis drneklerin iyi
siiflandirildigini, LR- degerinin ¢ok diisiik olmasi ise gercekte sinif etiketine sahip

orneklerin iyi ayrildigini ifade eder.

Tamsal Ustiinliik Oran1 (Diagnostic Odds Ratio), tahmin edilen pozitif sinifin

istlinliigiiniin negatif sinifin tstiinliige oranidir (Denklem 3.47) (Kurnaz, 2019).

. LR +
Tanisal Ustinlik Orant (DOR) = TR 3.47

3.2. Kiimeleme Yontemleri

Kiimeleme analizi, gdzlemleri veya nesneleri aralarindaki uzakliklara gore kiime
olarak adlandirilan gruplara bolme islemidir. Bu yontemde amag, bir kiime i¢inde yer
alan {iiyelerin niteliklerinin birbirine ¢ok benzerken (homojen), farkli kiimelere ait
tiyelerin niteliklerinin birbirine benzemeyecek (heterojen) sekilde gruplara bolmektir
(Yalginer Cal, 2023).

Kiimeleme analizi iliskilerin goriintiilenebilmesi, anormalliklerin tespiti i¢in
kullanilabilecegi gibi diger veri madenciligi yontemleri i¢in bir 6n hazirlik stireci

olarak da kullanilabilir. (Tasatan, 2018)

Veri madenciligi alaninda kiimeleme yontemleri hiyerarsik ve hiyerarsik

olmayan olmak tizere iki ana grupta incelenebilir.

3.2.1. Hiyerarsik Kiimeleme Yontemleri
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Hiyerarsik kiimeleme yontemleri ayristirict ve birlestirici teknikler olmak tizere
ikiye ayrilabilir. Birlestirici teknikler, gézlemleri veya nesneleri siirekli bir bicimde
birlestirerek kiimeler. Birleserek yeni bir kiime olusturan gozlem sonraki adimlarda
ayrilamaz. Analizin basinda her bir gozlem birer kiime olarak ele alinir. Her bir adimda
birbirine en yakin olan kiimeler birlestirilerek yeni bir kiime elde edilir. Bu islem
“gdzlem -1 defa yani tiim kiimeler birlesip tek bir kiime olusturuncaya dek devam
eder. Analizin sonucunda bu siire¢ dendogram adi verilen diyagram ile gosterilir.
Ayrstirict tekniklerde ise birlestirici tekniklerin adimlar tersten izlenir (Tasatan,

2018).

Step0 Stepl Step2 Step3 Step 4 Agglomerative
1 1 1 1 1 (AGNES)

Root

Divisive
(DIANA)

I T T T T
Step4 Step3 Step2 Stepl Step O

Sekil 3.10. Hiyerarsik Kiimeleme Grafiksel Gosterim (Takaoglu ve Takaoglu, 2019)

Hiyerarsik kiimeleme adimlar1 Sekil 3.10°da incelenebilir. Grafikte birlestirici
tekniklerde adimlar mavi isaretli ok ile gosterildigi gibi soldan saga izlenirken,

ayristirict teknikler tam tersi, kirmizi k ile gosterildigi gibi sagdan sola izlenir (Tasatan,

2018).

to T i o

111 6§ 22021 9 3 8 7 41424101925 6 26 12 16§ 17 27 22 268 18 23 16 30 13 29

Sekil 3.11. Dendogram (Takaoglu ve Takaoglu, 2019)

Sekil 3.11°de bir dendogram 6rnegi gosterilmistir.
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Bu tekniklerde en biiyiik problem gdozlemlerin birleserek kiimelere dahil olma
siirecinde analizi nerede durdurmak gerektigidir. Ideal kiime sayis1 kiime iginde iiyeler
arast uzakliklarinin minimum, kiimeler arasindaki uzakligin ise maksimum oldugu

noktadir. Ideal kiime sayis1 i¢in farkli yaklasimlar mevcuttur (Tasatan, 2018).

Hiyerarsik kiimeleme yontemlerine Ward teknigi, Centroid teknigi, tek baglanti
teknigi, tam baglanti teknigi 6rnek gosterilebilir (Tagatan, 2018).

3.2.2. Hiyerarsik Olmayan Kiimeleme Yontemleri

Hiyerarsik olmayan kiimeleme ydntemlerinde kiime sayist dnceden bellidir.
Amag analizle gozlemleri belirlenen K adet kiimeye bdlmektir. Analizin baginda K
adet kiime i¢in kiime merkezleri rastgele segilir. Her bir gozlem, belirlenen kiime
merkezlerine gore uzakliklari hesaplanarak en yakin kiime merkezinin kiimesine
atanir. Bu islem sonrasi olusturulan kiimelerin kiime merkezleri tekrar hesaplanir.
Hesaplanan yeni kiime merkezlerine gore tiim gozlemlerin uzakliklari tekrar
degerlendirilir ve en yakin kiime merkezinin oldugu kiimelere atamalar1 yapilir. Bu
islemler, kiimeler arasi iiye gec¢isi olmayana dek siirdiiriiliir. Hiyerarsik kiimeleme
yonetiminin aksine bu yontemlerde gozlemler atandiklar1 kiimelerden ayrilabilirler.
Ayrica hiyerarsik olmayan kiimeleme yontemleri hiyerarsik yontemlere gore daha

bliyiik veri setlerine uygulanmaya elverislidir (Tasatan, 2018).

A. Pick a number (K) of cluster centers - centroids B. Assign every item to its nearest cluster center C. Move each cluster center to the mean of its
(at random) (e.g. using Euclidean distance) assigned items
. * Y . < o®e . * %
*® ® o @ ® ® e @
—_—
LY e ¢ K1 o ¢ @ K1 e ¢ ¢
* ®
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* . K2 * . K2 * K2 * )
* . * * . * * . ° *
¢ ¢ * * ¢ * * L K2 ot *
¢ * * M * * * * <3
* * *
e LR ¢ et 0. ¢ et LR ¢
D. Repeat steps 2,3 until convergence (change in
F. Final Result (Convergence) E. Re-compute cluster means cluster assignments less than a threshold)
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Sekil 3.12. Hiyerarsik Olmayan Kiimeleme Yontemi Adimlar (Pandey vd., 2022)
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Sekil 3.12°de hiyerarsik olmayan kiimeleme adimlarmin gorsel oOrnegi

mevcuttur. ilk adimda segilen rastgele kiime merkezlerinin her adimda nasil degistigi

goziikkmektedir.

Hiyerarsik olmayan kiimeleme yontemlerinde en yaygin kullanilan teknik K-

ortalamalar teknigidir (Tasatan, 2018).
3.2.3. iki Asamah Kiimeleme Analizi

Iki asamali kiimeleme analizi, hiyerarsik yontemlerden Ward ile hiyerarsik
olmayan yontemlerden K-ortalamalar tekniklerinin birlesiminden olusan hibrit bir

yaklagimdir. Bu yontemin baglica 6zellikleri;

e Biiyiik veri setlerine uygulanabilir
e Hem kategorik hem de siirekli degiskenlerle uygulanabilir
e Kiime sayist konusunda 6n bilgi olmadiginda kullanilabilir, optimum

kiime sayini1 otomatik belirler (Giray, 2016).

ki asamali kiimeleme analizi, 6n kiimeleme ve kiimeleme olmak iizere iki

adimdan olusur.

On kiimeleme adiminda, gdzlemler kiigiik alt kiimelere ayrilir ve 6n kiimeleme
islemi gergeklesmis olunur. Mesafe kriterine dayanarak mevcut kaydi 6nceden
olusturulmus kiimelerden birine ekleyip eklemeyecegini veya yeni bir kiime baslatip
baslatmayacagini belirler. Burada mesafe kriteri i¢in Oklid veya log-olabilirlik uzaklik

olgtisii kullanilir (Schiopu, 2010).

Iki asamal1 kiimeleme analizinde en az bir kategorik degisken mevcutsa log-
olabilirlik uzaklik 6l¢tisii kullanilir. Bu uzaklik 6l¢iisti olasiliga dayali mesafeyi temsil
eder, kategorik degiskenler i¢cin multinomial dagilim, siirekli degiskenler i¢in ise
normal dagilim varsayimi yapilir. Bununla beraber degiskenlerin birbirinden bagimsiz
oldugu varsayilir (Schiopu, 2010). Eger tiim degiskenler siirekli ise Oklid uzaklig
kullanilir. Log-olabilirlik uzakligi, (2.36), (2.37) ve (2.38) numarali denklemler ile

hesaplanir:
d(@,j) = §i +$j = Sup 3.48

Denklem 3.48°de i ve j kiimeleri, ¢; i kiimesi i¢indeki varsayansi, d(i,j) i ve ]
kiimeleri arasindaki log-olabilirlik uzaklik Sl¢tistinii, < i,j > 1 ve j kiimelerinin

birlesiminden olusan kiimeyi ifade eder (Ceylan vd., 2017).

33



KA KB
1
5= =Ny | D 3log(of +of) + ) Ey 3.49

Denklem 3.49°da j kiime, k kategorik veya siirekli olan degisken, N; j kiimesinin
gbzlem sayisini, K4 siirekli degiskenlerin toplam adetini, K2 kategorik degiskenlerin
toplam adetini, ¢ k siirekli degiskeninin tahminlenmis varyansmni (tiim veri seti
bazinda), O'ﬁc k siirekli degiskeninin j kiimesindeki tahminlenmis varyansini ifade eder.

L% N. N
E, = —2 K 1 og Ik 3.50

Denklem 3.50°de bir kategori olmak iizere, LX k. kategorik degiskenin kategori
sayisini, N; j kiimesinin gozlem sayisim, Njy,; bir kategorili k degiskeninin bulundugu

j kiimesindeki gézlem sayisini ifade etmektedir.

Isi asamal1 kiimele analizi, optimum kiime say1sin1 otomatik belirler. Bunun igin
Bayesgi Bilgi Olgiitii (Bayesian Information Criterion-BIC) veya Akaike Bilgi Olgiitii
(Akaike Information Criterion-AlIC) kullanilir. iki bilgi 6lciitii kiyaslandiginda genel
bir kan1 olarak kiimeleme ve benzeri siniflandirma tekniklerinde Bayes¢i bilgi
dlgiitiiniin daha tutarl kiimeler olusturdugu kabul edilmektedir (Kayri, 2007). Tlgili
deklemler (3.51), (3.52) ve (3.53) numaralari ile gosterilmistir:

]
BIC(j) = ‘ZZ & + m;log(N) 3.51
=1
]
AIC(j) = —zz £+ 2m 3.52
=1

KB
m; =J 2K + ZLK—l 3.53

k=1

Denklem 2.39, 2.40 ve 2.41°de j kiime, k degisken, K4 siirekli degiskenlerin
toplam adetini, K? kategorik degiskenlerin toplam adetini, LX k kategorik degiskenin

kategori sayisini ifade eder.

Iki asamal1 kiimeleme analizinde kiimeleri olusturan degiskenlerin géreli katkis
(6nemi), stirekli ve kategorik degisken tiirleri i¢in ayr1 ayri1 hesaplanir. Bu 6nem

degerleri, 0 ile 1 arasinda bir derecelendirme ile ifade edilir. 0, kiimelerin
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belirlenmesinde en az dneme sahip olan degiskeni temsil ederken, 1 ise son derece
onemli olan degiskeni ifade eder. Onem o&lgiitii siirekli degiskenler igin t testine

dayanir. Ilgili denklem (3.54) numarasi ile gdsterilmistir:
=k Bk Ny 3.54
Ojk
Denklem 2.42°de j kiime ve k siirekli degisken, Ny veri seti igindeki stirekli
degisken sayisini, p k stirekli degiskeninin ortalamasinin tahmincisini, gy k stirekli
degiskeninin j kiimesindeki tahminlenmis ortalamasini, oy, k stirekli degiskeninin j
kiimesindeki tahminlenmis varyansini temsil eder.
Onem 6lgiitii kategorik degiskenlerde chi-square anlamlilik testine dayanr. Tlgili

denklem (3.55) numara ile gosterilmistir (Ceylan vd., 2017):

LK
N.
x2=Z(NJ—“—1) 3.55
—i \ Ny

Denklem 2.43°de bir kategori, k kategorik degisken, j kiime, LX k kategorik
degiskenin kategori adetini, Ny, bir kategorili k kategorik degiskenin bulundugu j
kiimesinin gozlem sayisini, Ny; bir kategorili k kategorik degiskenin sayisini ifade

eder.
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4. LITERATUR ARASTIRMASI

Veri madenciligi alaninda COVID-19 ile ilgili yapilmis calismalar asagidaki gibi

Ozetlenebilir;

Gok (2021), Brezilya Einstein Hastanesi’nden toplanan laboratuvar sonuglarini
(Hasta yas1, Ortalama Korpiiskiiler Hacim, Koronavirus hkul, SarsCov2 Test Sonucu,
Monositler, Parainfluenza3, Hematokrit, Ortalama Korpiiskiiler Hemoglobin,
Chylamydophila Pneumoniae, Hemoglobin, Eozinofiller, Adenoviriis, Trombositler,
Kirmizi kan hiicresi dagilim genisligi, Parainfluenza4, Ortalama trombosit hacmi,
Solunum sinsityal viriisii, Koronavirus 229e, Kirmizi kan hiicreleri, Influenza a viriisti,
Koronavirusoc43, Lenfositler, Influenza b viriisii, inf a hlnl 2009, Ortalama
Korpiiskiiler Hemoglobin Konsantrasyonu, Parainfluenzal, Bordetella pertusis,
Lokositler, Koronaviriisni63, Metapneumoviriis, Bazofiller, Rinoviriis enteroviriis)
kullanarak makine Ogrenmesi yontemlerini uygulamigtir. Birinci asamada veri
madenciligi yontemlerini kullanmamuas, ikinci asamada veri madenciligi yontemlerini
kullanarak aynmi makine Ogrenmesi yontemlerini uygulamis ve iki asamay1
karsilagtirmistir. Calismanin ilk asamasinda bos gézlem ve nitelikler silinerek ¢ok
katmanli algilayici, naive bayes, gradyan artirma, destek vektor makinesi, rastgele
orman, karar agaci ve k-en yakin komsu yontemleri uygulanmistir. Bu samada en iyi
sonu¢ veren grandyan artirma yontemi veri On hazirlik asamasinda eksik verileri
doldurmak igin kullanilmis, veri dengeleme i¢in SMOTE-NC kullanilmistir.
Tekrarlanan uygulamada en basart sonucu %97 dogruluk ile rastgele orman

algoritmasi vermistir.

Naseef (2022), Irak Saglik Bakanligi tarafindan COVID-19 hastalar icin
olusturulan 6zel veri tabanindaki verileri (cinsiyet, yas, akut flask fel¢ durumu,
kardiyovaskiiler hastalik durumu, nefes darligi, diyabet durumu, yiiksek tansiyon
durumu, kanser, karaciger hastaligi durumu, AIDS, bobrek hastaligi, sigara kullanima,
bronsiyal solunum durumu, gebelik sayisi, ates, hiriltili solunum, yutak yanmasi,
bulanti veya kusma, gogiis sikismasi, oksiiriik, bas agrisi, siyanoz, burun akintisi,
konviilsiyonlar, siddetli karisiklik/kontrol kaybi, zayiflik/giigsiizliik, ishal, kronik
obstriiktif akciger hastaliklari, COVID-19 test sonucu) kullanarak hastalar1 tespit
etmeyi amaclamistir. Caligmasinda karar agaci, k-en yakin komsu, lojistik regresyon,
dogrusal diskriminant analizi, gaussian naive bayes, destek vektor makinesi, rassal

orman, ¢ok katmanli algilayici, gradyan artirma yontemlerini uygulamis ve en basarili
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sonucu %86,3 dogruluk orant ile rastgele orman yontemiyle elde etmistir.

Tekin (2023), COVID-19 olan ve olmayan kisilerin aliskanliklarii ve
davranigsal niteliklerini simniflandirma ve birliktelik kurallar1 yontemlerini kullanarak
incelemistir. Smiflandirma ¢alismasinda random committe (rastgele komite),
regularized random forest (diizenlenmis rassal orman), rassal orman, diizenlenmis
diskriminant analizi, artirma, K-en yakin komsu, sirali minimal optimizasyon — destek
vektor makineleri yontemleri uygulanarak kisilerin COVID-19 olup olmadiklari
tahminlenmistir. En basarili sonucu %81 dogruluk orani ile diizeltilmis rastgele orman
algoritmasiyla elde etmistir. Birliktelik kurallar1 ¢aligmasinda ise apriori algoritmasi
uygulanarak COVID-19 hastasi olan ve olmayan kisilerin davranigsal kaliplart elde

edilmistir.

Dogancay (2023), calismasinda COVID-19 hastalarinin hastalik evresini
tahminlemeyi amaglamistir. Izmir’deki bir hastanede COVID-19 tanis1 mevcut olan
kisilerin laboratuvar (akyuvar, netrofil, lenfosit, monosit, hemoglobin, hemotokrit,
ortalama korpiskiiler hacim, trombosit, procalsitonin, glukoz, iire, kreatinin, aspartat
aminotranferaz, sodyum, potasyum, kanser antijen proteini, d-dimer, laktat
dehidrogenaz, ferritin, fibrinojen, CRP(C-reaktif protein) ve Kklinik (kaharitmi,
hipotirodi, kronik bobrek yetmezligi, Alzheimer—Parkinson, malignite, epilepsi, koah
astim, romatolojik, viral hepatit, siroz, svortoemboli, talasemi tasiyici-hersferositoz,
okstiriik, ates, nefes darligi, gogilis agrisi, bas agrisi, bogaz agrisi, biling kaybi,
halsizlik, tat veya koku kaybi, ishal, miyalji, HIV, cinsiyet, yas) verileri islenerek
lojistik regresyon, rastgele orman ve destek vektér makineleri algoritmalar
uygulanmistir. Rastgele orman modelinde Gini indeksinden faydalanarak degisken
azaltmis ve ikici bir rastgele orman modeli daha kurmustur. Uygulama sonucunda en

basarili olan model %85,3 dogruluk ile ikinci kurulan rastgele orman modeli olmustur.

Cotoy (2022), COVID-19 hastalarinin yogun bakim iinitesi gerekliliklerini
tahminlemeyi amaclamistir. Calisma i¢in Meksika’daki hastanelere bagvuran
hastalarin verileri (yas, cinsiyet, semptom giinii, entiilbe durumu, zatiirre durumu,
hamilelik durumu, diyabet, kronik obstriiktif akciger hastaligi, astim, inmsupre,
hipertansiyon, diger hastaliklar, kardiyovaskiiler, obezite, kronik bobrek hastaliklari,
sigara kullanma durumu, COVID-19 test sonucu) islenerek yapay sinir agi ve SMOTE
yontemleri uygulanmistir. Uygulama sonucu olusturulan modelde %79 dogruluk

orantyla tahminleme gergeklestirilebilmistir.
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Chimbunde vd. (2023), Gliney Afrika icin yaptiklar1 ¢alismada yogun bakim
initesindeki 6lim oranini1 tahminlemeyi amacglamistir. Calisma igin yas, cinsiyet,
hipertansiyon, diyabet, entiibasyon durumu, astim, HIV durumu, bagvuru sirasindaki
semptomlarin siddeti (siddetli/siddetli degil), CRP (C-reaktif protein), yiiksek
hassasiyetli troponin T (hs-TnT), Nterminal pro-beyin natriiiretik peptid (NT-
proBNP), prokalsitonin (PCT), glikolize hemoglobin (HbAlc), D-dimer ve
notrofilmenfosit oran1 degiskenleri kullanilmistir. Veri setine yapay sinir ag1, rastgele
orman ve K-ortalamalar tabanli kiime degiskeni de dahil olmak iizere yar1 parametrik
bir lojistik regresyon algoritmasin1i uygulayarak yontemleri karsilastirmistir.
Uygulama sonucunda %71 dogrulukla en iyi performansi yapay sinir ag1 algoritmasi

gostermistir.

Rai vd. (2023), Hindistan’da yaptiklar1 calismada FP-Growth algoritmasini
kullanarak COVID-19 hastaliginin bulagsmasinin en énemli alt1 faktoriiniin solunum
sorunu, ates, kuru okstiriik, bogaz agrisi, yurtdigina seyahat ve kalabalik toplantilara
katilmak oldugunu tespit etmistir. Aym veri setiyle COVID-19 hastalarini

tahminlemek i¢in dogrusal regresyon modeli de gelistirmistir.

Shakhovska vd. (2021), COVID-19'dan etkilenenlerin sik goriilen kaliplari ve
parametreleri bulmay1 amaglamistir. Ukrayna, Beyaz Rusya ve Almanya’dan alinan
veriler ile veri madenciligi yontemlerinden kiimeleme ve siniflandirma ¢aligsmalarinda
bulunmuglardir.  Kiimeleme  yontemlerinden = K-ortalamalar,  simiflandirma
yontemlerinden karar agaclari, yapay sinir agi, rastgele orman, ekstrem gradyan
artirma ve naive bayes yontemleri kullanilmistir. Yapilan c¢alismada yas, cinsiyet,
bolge(iilke), sigara igme durumu, COVID-19 gecirme durumu, IgM seviyesi, IgG
seviyesi, kan grubu, grip asist kullanma durumu, tiiberkiiloz asist kullanma durumu,
ilgili yilda grip olma durumu ve ilgili yilda tiiberkiiloz olma durumu degiskenleri
kullanilmistir. Uygulama sonucunda en basarili olan model %89,9 dogruluk ile

ekstrem gradyan artirma modeli olmustur.

Kumar vd. (2024), yaptiklar1 ¢calismada hastalarin COVID-19 olup olmadigini
tahminlemeyi hedeflemislerdir. Calismadaki veriler Kaggle’dan elde edilmis ve
degisken olarak nefes alma problemleri, ates, kuru Okstiriikk, bogaz agrisi, burun
akintisi, astim, kronik akciger hastaligi, bas agrisi, kalp hastaliklari, diyabet,
hipertansiyon, halsizlik, mide ve bagirsak problemleri, yurtdis1 seyahat, COVID-19

hastalartyla temas, kalabalik toplantilara katilim, kamuya ag¢ik alanlarla etkilesim,
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kamuya agik alanlarda calisan aile, maske takma durumu ve dezenfektan kullanim
durumu kullanilmistir. Smiflandirma ¢alismalari igin lojistik regresyon, destek vektor
makineleri, naive bayes, rastgele orman ve K-en yakin komsu algoritmalar
kullanilmistir. Bahsi gegen algoritmalar 0Ozellik se¢ilmeden ve 06zellik sec¢imi
uygulanarak iki defa kurulmus, 6zellik se¢imi sonrasi naive bayes ve rastgele orman
modellerinde dikkate deger degisimler elde edilmistir. Calisma sonucunda %98

dogruluk ile 6zelik se¢imi sonrasi kurulan rastgele orman modeli olmustur.

Literatiirde veri madenciligi yontemleri kullanilarak COVID-19 {izerine
gerceklestirilmis bazi caligsmalar Tablo 4.1°de Ozetlenmistir. Literatiirde veri
madenciligi yontemlerinden smiflandirma yontemleri kullanilarak COVID-19

konusunda yapilmis bazi ¢alismalar ise Tablo 4.2°de 6zetlenmistir.

Veri madenciliginde kiimeleme analizi alaninda COVID-19 ile ilgili yapilmig
calismalar agagidaki gibi 6zetlenebilir:

Pagin ve Pasin (2020), iilkelerin toplam niifus biiyiikligiinii dikkate alarak
toplam Olim sayist ve toplam vaka sayis1 gostergeleri ile 191 adet iilkeyi
kiimelendirmeyi amaglamistir. Yontem olarak iki asamali kiimeleme analizi ve k-
ortalamalar yontemi tercih edilmis ve kiyaslanmistir. K-ortalamalar ydntemi
sonucunda 4 kiime elde edilirken iki asamali kiimeleme analizinde 3 kiime elde

edilmistir.

Chan vd. (2021), Umman’daki saglik ¢alisanlarin1 demografik 6zellikler ve ruh
saglig1 6l¢timlerine gore profillerini belirleyerek kiimelemeyi amaglamistir. Calismada
iki asamal1 kiimeleme analizi kullanilmistir. Calisma sonucunda A(diisiik riskli ve en
az etkilenmis), B (yiiksek riskli ve orta diizeyde etkilenmis olmak {izere) ve C(yliksek
riskli ve yliksek diizeyde etkilenmis olmak {izere) 3 kiime elde edilmistir. C kiimesini

daha geng ve daha az tecriibeli saglik ¢alisanlarinin olusturmasi dikkat ¢ekmistir.

Abdullah vd. (2022), Endonezya’daki 34 ili 6liimle sonuglanmis ve iyilesmis
vaka verilerine gore K-ortalamalar yontemi ile kiimeleyerek hiikiimete hastaligin
yayillmasint Onleyici politikalar i¢in girdi olusturmayr amacglamislardir. Calisma

sonucunda 5 iiye, 28 liye ve 1 {iye sahibi toplamda 3 grup elde edilmistir.

Demircioglu ve Esiyok (2020), yaptiklar1 c¢alismada COVID-19 salgini
sonuclarint AB ve OECD iiyesi olan 36 {ilkenin verileri ile lilkeler bazinda incelemeyi

amaglamislardir. Arastirmada; vaka/niifus orani, olim/niifus orani, iyilesen/niifus
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orani, test sayisi/niifus orani, doktor sayisi, hemsire sayisi, saglik harcamalari, yatak
say1s1, yogun bakim yatak sayis1 ve yasl niifus/niifus oran1 degiskenleri kullanilmis ve
kiimeleme yontemlerinden K-ortalamalar yontemi uygulanmistir. Uygulamada 36

ilkelerin 2, 3 ve 4 kiimeye ayrildig1 li¢ farkli varyasyon incelenmistir.

Kumar (2020), Hindistan sehirlerini COVID-19 durumlarma gore
degerlendirmeyi amaclamistir. Calismada teyit edilmis vakalar, 6liim vakalar1 ve
tedavi edilmis vaka degiskenleri kullanilarak veri madenciligi ydntemlerinden
kiimeleme analizi uygulanmistir. Kiimeleme tekniklerinden hiyerarsik kiimeleme

yontemi olan Ward yontemi tercih edilmistir.

Genger Celik ve Ongel (2021), yaptiklar1 calismada saglik galisanlarinin online
market aligveris deneyimlerini meydana getiren alt faktorler arasi iligkileri ve profilleri
belirlemeyi amag¢lamiglardir. Calismada miisteri hizmetleri kalitesi, siparis sistemi
kalitesi, giiven faktorii, kurye kalitesi ve zorlayici psikolojik faktorler dikkate
alimmistir. Alt faktorler arasi iligkilerin saptanmasi i¢in korelasyon analizi, profillerin
saptanmasi i¢in iki asamali kiimeleme analizi yontemleri tercih edilmistir. Calisma
sonucunda saglik calisanlarinin iki kiimeye ayrilmistir. Her iki kiimede de siparis
sistemi kalitesi algis1 ok yiiksek olarak saptanmustir. ik kiimedeki saglik ¢alisanlarinin
miisteri hizmet kalitesi, giiven diizeyi ve zorlayici psikolojik faktorler algisinin da ¢cok
yiiksek olarak saptanmasina ragmen kurye kalitesi algisinin kararsizlik diizeyinde
kaldig1 goriilmiistiir. Tkinci kiimedeki saglik calisanlari ise miisteri hizmet kalitesi ve
zorlayici psikolojik faktorler algisi diisiik iken giiven diizeyi ve kurye kalitesi algisinin

diisiik oldugu saptanmaistir.

Kartal vd. (2021), giincel COVID-19 verilerine gore 209 {ilkenin 6zet durum ve
analizini olusturan c¢evrimi¢i dinamik bir uygulama gelistirmistir. Calismada,
Dogrusal Degisim Oran1 (DDO), Ustel Biiyiime Katsayis1 (UBK) ve vaka sayisinin
ikiye katlanmasi i¢in gereken giin sayis1 gibi degiskenler hesaplanarak K-ortalamalar
kiimeleme analizi yontemi uygulanmistir. Kiimeleme analizi ile iilkeler COVID-19

durumlarina gore iyi, kritik ve kotii olmak iizere ii¢ kiimeye ayrilmigtir.

Peias vd. (2023), hastaligin seyrini ongérmek i¢in COVID-19 sonrasi
semptomlar1  sergileyen, COVID-19’u atlatmis olan kisileri gruplandirmay1
amaglamistir. Ispanya’daki bes farkli hastaneden iyilesenler hasta kayitlari toplanmis

ve hastalarin taburcu olmasindan ortalama 8,4 ay sonra kisilerin COVID-19 sonrasi
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semptomlar1 degerlendirilmistir. Kiimeleme i¢in K-ortalamalar yontemi kullanilmis ve

uygulama sonunda ii¢ kiime elde edilmistir.

Literatiirde COVID-19 konusunda yapilmis bazi kiimeleme calismalarinin,

hangi kiimeleme yontemleri kullanilarak yapildig1 Tablo 4.3’de 6zetlenmistir.
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Tablo 4. 1 COVID-19 Uzerine Gergeklestirilmis Veri Madenciligi Calismalar

Yazar(lar) Tiir Yil Kimeleme Simiflandirma Birliktelik Konu Ulke
Kurallart
Yiiksek Lisan COVID-19 Hastalariin Tespiti, COVID-19
Tekin 4 15308 9023 X X Hasta Olan ve Olmayan Kisilerin Davranigsal Tiirkiye
Tezi . .
Kaliplarinin Kesfedilmesi
9 Yiksek Lisans COVID-19 Hastalarinin Hastalik Evresini .
Dogancay Tezi 2023 X Tahminlemek Tiirkiye
Naseef Yuks?;ZLilsanS 2022 X COVID-19 Hastalarinm Tespiti Tiirkiye
Yiksek Lisans COVID-19 Hastalarmin Yogun Bakim Unitesi .1
Cotoy Tezi 2022 X Gerekliliklerinin Tahmini Tirkiye
Gok Yiksek Iflsans 2021 X K?n Dfeg-erlerl 11§ COVID719 Enfekte Tiirkiye
Tezi Diizeyinin Tahminlenmesi
Chimbunde Yogun Bakim Unitelerindeki Oliim . .
vd. Makale 2023 X Oranlarinin Tahminlenmesi Giney Afrika
Rai vd. Makale 2023 X COVID-19.Hasta11g1n1n Bulagmasinin Hindistan
Incelenmesi
Pefias vd. Makale 2023 X lyilesen Hastalari "COV'I.D-19 Sonrast Ispanya
Semptomlarina Gore Kiimeleme
Abdullah vd Makale 2022 X Sehirleri Oliimle Sonuglanmis ve lyilesmis Endonezya

Vakalara Gore Kiimeleme
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Tablo 4.1 (Devam)

Yazar(lar) Tiir Yil Kiimeleme Smiflandirma Birliktelik Konu Ulke
Kurallar

\SlgakhOVSka Makale 2021 X X COVID-19 Vakalarinin incelenmesi Ukrayna

Kumar vd. Makale 2024 X COVID-19 Hastalarinin Tespiti Hindistan
Saglik Calisanlarini Demografik Ozellikler ve

Chan vd Makale 2021 X Ruh Saglig Olgiimlerine Gore Kiimeleme Umman

. Saglik Calisanarinin Online Market Aligveris

(}f:er(lj(,:rfre(l;ellk Makale 2021 X Deneyimlerini Meydana Getiren Faktorler Tiirkiye

v g Arasi Iliskileri ve Profillerin Belirlenmasi

Pasin ve Ulkeleri Oliim Orani ve COVID-19 .

Pasin Makale 2020 X Vakalarma Gore Kiimeleme ltalya

Deml.rcmglu Makale 2020 X COVID-19 Salgm ile Miicadelede Ulkelerin Tiirkiye

ve Esiyok Siifladirilmast

Kartal vd. Makale 2020 X COYID—19 Salginin Diinyada Ve.Turklye de Tiirkiye
Degisen Durumunun Incelenmesi

Kumar Makale 2020 X Hindstan Sehirlerinin COVID-19 Durumlarina Hindistan

Gore Degerlendirimesi
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Tablo 4.2 COVID-19 Uzerine Gergeklestirilmis Siniflandirma Calismalari

— = —
T% 15) § ‘D 3 — c ,'E ~ S § ) E
£ 5 ° o BN S 58 =S DT> B ©&§ & -
\Eﬁazré)lr Tir il 3 %0 % _?5 g E '§ é § iﬂé’g ~ g 2 ‘a’% Zﬂ % £ 2 o) Konu Ulke
£< gz g% OF ¢¥ J& 3 £° ¢
<o a O < >
COVID-19
B Hastalarinin
= Tespiti, COVID-
c 5 19 Hasta Olan ve
3 = 2023 X X X X X Olmayan Tiirkiye
= = Kisilerin
% Davranigsal
o Kaliplarinin
Kesfedilmesi
2 w N COVID-19
& g '; 2023 % X X Hastalarimin Tiirki
>§o ; § Hastalik Evresini urkiye
A r Tahminlemek
v %2 COVID-19
% M; e 2022 X X X X X X X X Hastalariin Tiirkiye
z ~ % Tespiti
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Tablo 4.2 (Devam)

— =
g 4 ‘e = =) o 8 =
s O < % c C < v ~ O > (<} c
g 5 Lo £ N S o o =3 < S = 2 £
vazar .y 5& =S Es gf EE SE 2 o B5E Ta Konu Ulke
(lar) M 5 %3 S c sE 2 =S8 ©5 & g5 T«
¥< gz 2T OF g% S8 §F £° §
o A
3 COVID-19
o 2 Hastalarinin
2 8 Yogun Bakim .1
2 j 2022 X Unitesi Tiirkiye
2 Gerekliliklerinin
§ Tahmini
§ Kan Degerleri ile
L 2 COVID-19
= . E’ 2021 X X X X X X X Enfekte Tiirkiye
2 Diizeyinin
i Tahminlenmesi
(5] -
° ® Yogun Bakim
5 E Unitelerindeki Giiney
£~ § 2023 X X X Oliim Oranlarmin ~ Afrika
S Tahminlenmesi
= o COVID-19
% > =< 2021 X X X X Vakalarmin Ukrayna
&~ = Incelenmesi
E o COVID-19
g =< 2024 X X X X X Hastalarimin Hindistan
2 = Tespiti
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Tablo 4.3. COVID-19 Uzerine Gergeklestirilmis Kiimeleme Calismalar1

y K- Iki Asamali .
Yazar(lar) Tiir Yil Ortalamalar  Kiimeleme Ward Konu Ulke
. Iyilesen ~ Hastalar1 COVID-19  Sonrast

Pefias vd. Maige 2 X Semptomlarina Gore Kiimeleme Ispanya

Abdullah vd Makale 2022 X Schirleri O}umle.. Sonuclanmug ve lyilesmis Endonezya
Vakalara Gore Kiimeleme

\SlgakhOVSka Makale 2021 X COVID-19 Vakalarmin Incelenmesi Ukrayna
Saglk Calisanlarim Demografik Ozellikler ve

Chan vd Makale 2021 X Ruh Saglig1 Olgiimlerine Gore Kiimeleme Umman

. Saglik Calisanarinin Online Market Aligveris

Gercl;;er (l;ehk Makale 2021 X Deneyimlerini Meydana Getiren Faktorler — Tirkiye

ve Lnge Arasi Iliskileri ve Profillerin Belirlenmasi

Pasin ve Pasin Makale 2020 X X U!‘keler{Olum Orani ve COVID-19 Vakalaria italya
Gore Kiimeleme

Dechmglu Makale 2020 X COVID-19 Salgini ile Miicadelede Ulkelerin Tiirkiye

ve Esiyok Siifladirilmast

Kartal vd. Makale 2020 X COYID-19 Salginin Diinyada ve Tiirkiye'de Tiirkiye
Degisen Durumunun Incelenmesi

Kumar Makale 2020 X Hindstan Sehirlerinin COVID-19 Durumlarina Hindistan

Gore Degerlendirimesi
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Veri madenciligi kiimeleme analizi alaninda yapilmis tez ¢alismalar1 asagidaki

gibi 6zetlenebilir:

Kisi (2021), yaptig1 calismada Avrupa Birligi iilkeleri ve aday iilkeleri olmak
lizere toplamda otuz bir iilkeyi siirdiiriilebilir kalkinma hedefleri gostergelerine gore
kiimelemeyi amaglamistir. Uygulamada veri madenciligi yoOntemlerinden K-

ortalamalar teknigi kullanilmistir. Analiz sonucunda dort kiime elde edilmistir.

Baca (2022), c¢alismasinda Tiirkiye illerini sektorel bazda kiimelemeyi
amagclamistir. Istihdam verilerini kullanarak biiyiikliik, basatlik ve uzmanlasma
verilerine ayri analizler uygulamistir. Uygulamada hiyerarsik kiimeleme
tekniklerinden Ward ve hiyararsik olmayan kiimeleme tekniklerinden K-ortalamalar

kullanilmastir.

Dagaslan1 (2022), calismasinda perakende sektoriinde faaliyet gosteren bir
firmanin miisteri profillerinin olusturulmasini amaglamigtir. Miisterilerin giinliikk
aligveris hareketleri verisi kullanilarak veri madenciligi yontemlerinden K-ortalamalar

teknigi uygulanmistir. Analiz sonucunda dort miisteri kiimesi olusmustur.

Dogan (2023), ¢alismasinda 2021-2022 yillarinda piyasa hakimiyeti yiiksek olan
kripto paralar1 kiimelemeyi amacglamistir. Uygulamada hiyerarsik kiimeleme
yontemlerinden tek baglanti yontemi, tam baglanti yontemi ve Ward, hiyerarsik

olmayan kiimeleme yontemlerinden K-ortalamalar kullanilmistir.

Ayliker (2023), calismasinda filo firmalarinin hasarlarini, hasar 6zelliklerine
gore kiimelendirmeyi amaglamistir. Calisma kullanim sekli hususi otomobil olan
araclar lizerine yapilmistir. Uygulama i¢in K-ortalamalar yontemi kullanilmistir.

Analiz sonucunda iki kiime elde edilmistir.

Sar1 (2023), calismasinda Tiirkiye illerini havadaki partikiiler madde ve Kiikiirt
Dioksit degerlerine gore kiimelendirmeyi amaglamistir. Ulke genelindeki hava izleme
istasyonlarma ait 2016-2022 yili verilerini kullanarak hiyerarsik kiimeleme

yontemlerinden Ward uygulanmistir.

Eser (2019), calismasinda PISA sonuglarina gore fen bilgisi 6gretimine iliskin
ogrencileri kiimelemeyi amaglamistir. PISA 2015 veri seti kullanilarak K-ortalamalar,
iki asamali kiimeleme analizi ve Kohonen’in 06z Orgiitlemeli harita yontemi

uygulanarak yontemler karsilastirilmistir.
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Literatiirde veri madenciligi yontemlerinden kiimeleme teknikleri kullanilarak

hazirlanmis bazi tez calismalar1 Tablo 4.4’de 6zetlenmistir.

Literatiirde COVID-19 hasta 6zniteliklerine gore yapilan iki agsamali kiimeleme
analizi uygulamasi 6rnegi bulunamamistir. COVID-19 hasta 6znitelikleri kullanilarak
COVID-19 pozitiflik durumunu tahminleyen siniflandirma ¢aligsmalar1 mevcut olsa da
bu calismada kullanilan 6zniteliklerle yapilmis bir ¢alisma bulunamamistir. Béylece
calismanin 6zgiinliigii ile saglik kuruluslarinin yani sira literatiire de katki saglamasi

hedeflenmektedir.
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Tablo 4.4. Kiimeleme Alaninda Yapilmis Tez Calismalart

" K- Iki Asamali Tek Tam
Yazar(lar) Tuc il Ortalamalar  Kiimeleme jvard Baglantt  Baglanti Konu
Kisi Yiiksek Lisans ., X Ulkelerin Siirdiiriilebilir Kalkinma
3 Tezi Hedeflerine Gore Kiimelenmesi
Baca Yiiksek I_Jlsans 2022 X X Tlirklye I.llerlmn Sektorel Bazda
Tezi Kiimelenmesi
Dagaslani Yiiksek L1sans 2022 X Perakende Sektorunde Miisteri Profillerinin
Tezi Incelenmesi
Dogan Yuks_erlézli,lsans 2023 X X X X Kriptoparalarda Kiimeleme Analizi
Ayliker Yiiksek Lisans 2023 X Filo Aragl_ar_mm Kiimeleme Yontemiyle
Tezi Hasar Analizi
Yiiksek Lisans Tiirkiye Illerini Havadaki Partikiiler Madde
Sar1 . 2023 X ve Kiikiirt Dioksit Degerlerine Gore
Tezi . . )
Kiimelendirilmesi
PISA Sonuglarma Gore Fen Bilgisi
Eser Doktora Tezi 2019 X X Ogretimine Mliskin Ogrencilerin
Kiimelenmesi
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5. UYGULAMA

Veri madenciligi yontemleri ile COVID-19 siiphesi tasiyan hastalarin
degerlendirilmesinin hedeflendigi bu calismada oOncelikle ayakta tedavi gormiis
hastalarin verileri kullanilarak siniflandirma algoritmalar1 uygulanmistir. Hastalarin
laboratuvar test sonuglari kullanilarak COVID-19 test sonucunu tahminlemeyi

hedefleyen modeller olusturulmustur.

Uygulamanin ikinci boliimiinde ise veri seti COVID-19 test sonucu negatif ve
pozitif olan hastalar i¢in ayrilmis ve iki asamal1 kiimeleme analizi ile hasta profillerinin

ortaya ¢ikarilmasi hedeflenmistir.

Bu calismada, siniflandirma ve kiimeleme uygulamasi icin toplam 35 6znitelik
kullanilmaktadir. COVID-19 test sonucu, hasta tiirii ve cinsiyet 6znitelikleri kategorik
degisken, kalan tiim Oznitelikler ise siirekli degiskendir. Uygulamada kullanilan

Oznitelikler agagida agiklanmustir.

e Albilimin, kan plazmasinda bulunan bir proteindir.

e Alkalen Fosfataz, bir karaciger enzim tiirtidiir.
e ALT (Alanin Aminotransferaz), bir karaciger enzim tiirtidiir.

e APTT (Aktif Parsiyel Tromboplastin Zamani), kanin pihtilasmasini
karakterize eden bir kan testidir.

e AST (Aspartat Aminotransferaz), bir karaciger enzim tiirtidiir.

e Bilirubin, kanda dogal olarak bulunan, eski kirmizi kan hiicrelerinin
parcalanmasi ile olusan sarimsi bir pigmenttir. Direkt Bilirubin, suda
¢oziinebilen Bilirubindir. Inirekt Bilirubin, suda ¢dziinemeyen
Bilirubindir.

e Cinsiyet, COVID-19 testi yapilmis olan hastanin cinsiyetini belirtir.

e CRP, “C-reaktif protein” ifadesinin kisaltmasidir, bu protein tiirliniin
kandaki seviyesini ifade eder.

e Ferritin, demiri hiicrelerde depolayan ve salinimini yapan demir i¢eren
kristal yapida bir kan proteinidir.

e Fibrinojen, karaciger tarafindan iiretilen, kan pihtilarinin olusmasina
yardimci olarak kanamay1 durdurmaya yardimci olan proteindir.

e GGT, “Gama Glutamil Transferaz” ifadesinin kisaltmasidir, cogunlukla

karacigerde bulunan bir enzimdir.
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Glukoz, bir karbonhidrat tiiriidiir, bu O6znitelik glukozun kandaki
seviyesini ifade eder.

Hasta tiirli, hastanin tedavi tlirlinii ifade eder. Ayaktan tedavi goren,
yatarak tedavi goren ve giiniibirlik tedavi goren olmak iizere iki
kategoriden olusgur.

HDL-Kolesterol, iyi kolesterol olarak tanimlanan yag tiirii olan
kolesterolii kanda tasimakla gorevli hem yag hem de proteinlerden
olusan bir yapidir.

HGB, hemoglobinin kisaltmasidir, kandaki hemoglobin miktarini ifade
eder.

Kalsiyum, bir mineral g¢esididir, bu o6znitelik kalsiyumun kandaki
miktarini ifade eder.

Kreatin Kinaz, bir protein tiiriidiir, bu 6znitelik Kreatin Kinaz proteinin
kandaki seviyesini ifade eder.

Kreatinin bir amino asit turtidir, bu oOznitelik Kreatinin’in kandaki
seviyesini ifade eder.

LYM%, kandaki lenfosit oranini ifade eder.

MONO%, kandaki monosit oranini ifade eder.

PO2, kan gazlarindan biridir, bu 6znitelik PO2 kan gazinin kandaki
seviyesini ifade eder.

Procalcitonin, bir protein tiiriidiir, bu 6znitelik Procalcitonin proteininin
kandaki seviyesini ifade eder.

PT(Protrombin Time), kanin pihtilasmasinda etkin olan Protrombin
proteini ile ilgili zaman testidir. PT/%, PT/INR, PT/sn bu testin
cesitleridir.

RBC, “red blood cells” ifadesinin kisaltmasidir, kandaki kirmizi kan
hiicrelerini (eritrosit) ifade eder.

Sonug, hastanin COVID-19 test sonucunu ifade eder.

Total Demir Baglama Kapasitesi, serumdaki demir baglayan bolgelerin
demire ne dereceye kadar doyurulabildiginin olgttiidiir.

Total Protein, kan plazmasinda var olan proteinlerin miktarini ifade eder.
Troponin 1, kalp ile ilskili bir gesit proteindir.

Ure, viicuttaki bir atik tiiriidiir, kandaki {ire seviyesini ifade eder.
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e WBC, “white blood cells” ifadesinin kisaltmasidir, kandaki beyaz kan

hiicrelerini (16kosit) ifade eder.

e Yas degiskeni hastanin test yapildig1 zamandaki yasini ifade eder.

5.1 Simiflandirma Yontemleri ile Uygulama

Bu béliimde ayakta tedavi goren hastalarin laboratuvar sonuglarindan hastanin
COVID-19 test sonucunun tahminlenmesi hedeflenmistir. Calismada, Samsun ilinde
bir hastaneye ait 2021 yilinda COVID-19 testi yaptirmis olan hastalarin verileri
kullanilmistir. Bu uygulama igin agik kaynak kodlu KNIME programi kullanilmaistir.

5.1.1 Veri On Hazirlik islemleri

Veri toplama asamasinda hastanenin bilgi yonetim sistemi kullanilarak 2021
yilina ait veriler ¢ekilmistir. Veri birlestirme adim1 i¢in, COVID-19 testi yaptirmis
olan hasta listesi elde edildikten sonra diger test sonuglarina iligkin veriler hastane bilgi
yonetim sisteminden cekilerek birlestirilmistir. Bu asamada 44x10429’luk bir veri
matrisi elde edilmistir. Matris; hastanin COVID-19 test sonucu, cinsiyet, yas, Ferritin,
Troponin |, Procalcitonin, Kortizol, CRP (Nefolometrik), PT/sn, PT/INR, PT/%,
APTT, Fibrinojen, WBC, RBC, HGB, LYM%, MONQ%, PO2, ALT, Albiimin,
Alkalen, Fosfataz, Amilaz, AST, Bilirubin Direk, Bilirubin Indirek, Bilirubin Total,
CRP, D-Dimer, GGT, Glukoz, HDL-Kolesterol, Kalsiyum (Ca), Klor (CI), Kreatin
Kinaz (CK), Kreatinin, Magnezyum, Potasyum (K), Sodyum (Na), Total Demir
Baglama Kapasitesi, Total Protein, Trigliserid, Ure, Urik Asit &zniteliklerinden

olusmaktadir.

Veri setindeki uygunsuz veriler tespit edilmistir. Uygunsuz veriler dokuz gruba
ayrilmistir. Smiflandirilmis veri, x> veya >x seklinde ifade edilen sonuclardir. ilgili
Oznitelikler stirekli veri olarak analiz edileceginden uygunsuzdur. Hatali sonug sonug

yok, hatal1 test, negatif test degerleri, “*” veya “-” degerlerini ifade eder.
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Tablo 5. 1 Uygunsuz Verilerin Tespiti

e o o S 2
2 > = >
= > — = E >
o = 3_ Sg E E % =3 & E =2
Oznitelik / 7] = % 3 g z E S5 82 5 = > <
UygunsuzVeri 5§ S8 E£E5 X = £> 3 ZX N a
= =T T Z S ] &= =2 =] 2
R @ = = ) > & =
2 & 7 > @
| 2 >
Ferritin 9 3 17 29
Troponin | 1 1 1.880 1.882
Procalcitonin 9 9
Kortizol 1 1 2
CRP
(Nefolometrik) ! 372 1 374
PT/sn 2 7 1 12 15 37
PT/INR 1 8 1 12 13 35
PT/% 1 8 1 13 15 38
APTT 2 2 7 1 12 3 4 1 17 49
Fibrinojen 1 2 6 1 6 16
WBC 1 1 1 5 8
RBC 1 1 1 5 8
HGB 1 1 1 5 8
LYM% 1 1 1 1 5 9
MONO% 1 1 1 1 5 9
PO2 17 17
ALT 11 1 1 1 14
Albiimin 12 1 13
Alkalen
Fosfataz 12 12
Amilaz 13 1 1 15
AST 12 1 1 1 15
Bilirubin
Direk 14 1 15
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Tablo 5.1 (Devam)

EE & 2 gz : s 2
) g g E g 2 £ g < £ s
Oznitelik / ) - > S g S ._ g0 = S <
n 7 P zZ = = = > = Q =z 3
Uygunsuz = & = v z £ <2 = g ~ a
Veri E =z 5 E § £ 5 S g O
= £ £ g = £ = 2 2
== % T R 2 ﬁ D >
Bilirubin
indirek 15 1 / 23
Bilirubin
Total 7 15 1 23
CRP 8 9 1 18
D-Dimer 1 1 1 3
GGT 12 11 23
Glukoz 14 1 1 16
HDL-
Kolesterol 1 L 14
Kalsiyum
(Ca) 1 11 1 3 16
Klor (CI) 2 16 1 1 1 21
Kreatin
Kinaz (CK) 1 11 1 1 14
Kreatinin 12 1 1 14
Magnezyum 10 12 22
Potasyum
2 22 1 1 1 27
(K)
Sodyum (Na) 2 15 1 1 1 20
Total Demir
Baglama 8 2 10
Kapasitesi
Total Protein 11 1 16 28
Trigliserid 1 13 14
Ure 1 12 1 1 1 16
Urik Asit 3 10 13
TOPLAM 92 15 337 10 89 2.286 4 6 110 2.949

Hemolizli numune, kan hiicresi elemanlarinin seruma ya da plazmaya gegisidir.
Klinik kimyasal analizde 6nemli bir hata kaynagi olusturmaktadir. Lipemik numune,
makroskobik bulaniklik bulunmasi halidir. Pihtili numune, alinan kan numunesinin

pihtilasmis oldugunu ifade eder. Tekrar1 uygundur, tekrar edilmesi gereken test
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durumunu ifade

eder.

Uygun olmayan kap, kap uygunsuzlugundan

gerceklestirilemeyen testi ifade eder. Yetersiz numune, alinan numunenin teshis i¢in

yetersiz oldugunu ifade eder. Uygunsuz veri miktarlar1 6znitelik bazinda Tablo 5.1’de

paylasilmistir. Toplamda 2.949 6znitelik degeri veri setinden temizlenmistir.

Bu islem sonrasinda veri setinde ayakta tedavi goren hastalar filtrelenmistir. Bu

asamada 44x6427’lik bir veri matrisi elde edilmistir. Belirtilen 6znitelikler bazinda

gozlemlerin doluluk oranlart %7 ile %93 arasinda degismektedir. Ozniteliklerin

doluluk orani ise Sekil 5.1°de gdsterilmistir.

Urik Asit

Ure

Trigliserid

Total Protein
Total Demir Baglama Kapasitesi
Sodyum (Na)
Potasyum (K)
Magnezyum
Kreatinin
Kreatin Kinaz (CK)
Klor (Cl)
Kalsiyum (Ca)
HDL-Kolesterol
Glukoz

GGT

D-Dimer

CRP

Bilirubin Total
AST

Amilaz

Alkalen Fosfataz
Albiimin

ALT

PO2

MONO%

LYM%

HGB

RBC

WBC

Fibrinojen

APTT

PT/%

CRP (Nefolometrik)
Kortizol
Procalcitonin
Troponin |
Ferritin

Yas

Cinsiyet

Sonug

0%

97%
97%
97%
97%
97%
mE 4%

e 20%

e 1%

0%

1 0%

1 1%

m 3%

I 12%
1 00 %
] 00%
I 1 00 %

10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Sekil 5. 1 Oznitelik Doluluk Oranlari

Veri setinde %80’den az doluluk oranina sahip olan gézlemler ve 6znitelikler

kaldirilmistir. Olusturulan yeni veri seti sonug, cinsiyet, yas, WBC, RBC, HGB,

LYM%, MONOY%,

ALT, AST, CRP, Kreatin Kinaz,

Kreatinin ve Ure
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Ozniteliklerinden olusmaktadir. Yeni veri seti 14x4.765°1ik bir matristir. Yeni veri

setindeki 6znitelik doluluk oranlar1 Sekil 5.2’de gosterilmistir.

Ure | 00%
Kreatinin | — 00%
Kreatin Kinaz (CK) | o7%
CRP [ 05%
AST | IR 00%8
ALT | 00%
MONO - | — 00%
LyVi9% | —".00%
HG 3. | 00%
R C. ;. 00%
W .| — 00%
Y| 00%
Cinsiy et | — 00%
Sonuc | —_ 0%
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Sekil 5. 2 Oznitelik Doluluk Oranlar1

Bahsi gegen Ozniteliklerden COVID-19 test sonucu ve cinsiyet oznitelikleri

kategorik degisken, kalan 6zniteliklerin timii siirekli degiskendir.

Veri setinin bir kesiti sekil 5.3’te paylagilmistir.

Sonug  Cinsiyet Yas HGB LYM%  MONO% ALT AST CRP  Kreatin Kinaz (CK) Kreatinin
P K 52 44 4,9 14,3 43,6 12,6 19 26 05 28
P E 33 9,19 5,46 14,8 36,2 10 143 54 0,85 178 0,9 47
P E 61 5,09 4,79 15,1 25,9 14,9 19 23 2,03 91 0,8 26
N K 40 9,19 4,2 12,1 41,3 6,3 19 26 3,32 313 0,6 31
N E 34 74 4,72 15,3 28,6 6,8 22 17 1,61 172 1,1 40
N E 33 9 5,36 14,8 34,29 10,4 145 54 0,78 139 0,8 40
N E 61 9,19 4,8 15,3 35,1 8,5 19 22 0,64 142 0,8 28
N K 52 14,5 4,76 14,6 21,2 9,4 19 26 57,31 132 0,6 25
P E 34 7.4 4,72 15,3 28,6 6,8 22 17 1,61 172 1,1 40
N K 22 5,9 4,49 12,3 32,6 2,9 17 19 5,28 70 0,7 22
N E 55 9,19 4,82 15,1 35,1 83 16 20 1,69 196 0,9 37
N K 27 52 5,09 12 31,8 10 19 25 1,3 97 0,6 28
N E 54 6,5 4,73 14,4 21,2 5,8 43 34 0,36 110 1 24
N K 44 59 4,94 14,9 23,3 10,5 10 17 2,69 57 0,8 28
N E 25 7.6 3,26 4,3 58 6,1 29 49 0,39 53] 0,8 2
N K 41 83 4,63 13,9 25,3 74 38 23 2,22 179 0,7 52
N E 73 4,8 5,38 16,2 28,8 10,7 26 28 0,45 72 0,6 28
N K 56 9,3 514 13,6 474 81 13 17 3,11 67 0,7 20
N K 50 55 4,79 14,2 38,9 49 16 19 0,49 90 0,9 39
N '3 3n na A 17 R 72 11 a 12 " 17 28 RS nea 1R

Sekil 5.3 Veri Seti

Olusturulan veri seti KNIME (5.2.2 siiriimii) programina aktarilmistir. Is akisina
ilk olarak excel okuyucu operatorii eklenmistir. Operatoriin diizenleme penceresindeki
dosya (file) kismindan ilgili veri dosyast konumu belirtilerek programa yiiklenmistir.

Sayfa sec (select sheet) boliimii isim ile (by name) secenegi secilerek ilgili excel
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dosyasiin kullanilmak istenen sayfas1 se¢ilmistir. On izleme (preview) kisminda ilgili
ayarlar yapildiktan sonra dosyanmn bir on izlemesi goriintiilenecektir. lgili

diizenlemeler Sekil 5.4’te gosterilmistir.

Dosya programa yiiklendikten sonra is akisina sayisal aykir1 degerler (numeric
outliers) operatorii eklenmistir. Bu operatdr sayesinde veri setindeki aykir1 degerler
saptanabilir ve tercih edilen islemler yaptirilabilir. Diizenleme penceresinden aykiri
degerler icin islem yaptirilmak istenen degiskenler aykir1 deger secimi (outlier
selection) kismindaki include boliimiine segilir. Bu uygulama igin stirekli olan
degiskenlerin tamami dahil edilmistir. Aykir1 deger miidahalesi (outlier treatment)
boliimiinden saptanan aykiri degerler icin yapilacak islemler belirtilir. KNIME
yalnizca alt sinirin altindaki aykir1 degerlere veya yalnizca iist sinirin tizerindeki aykir
degerlere islem yapilabilmesine olanak saglamaktadir. Miidahale opsiyonlari arasinda
aykir1 degerleri degistirme, aykir1 deger bulunan satirlart kaldirma veya aykir1 deger
bulunmayan satirlar1 kaldirmaya olanak saglanmaktadir. Degistirme stratejisi igin
saptanan aykir1 degerleri izin verilen en yakin deger ile degistirebilmekte veya eksik
veri olarak isleyebilmektedir. Bu uygulama i¢in saptanan tiim aykir1 degerlerin izin
verilen en yakin deger ile degistirilmesi stratejisi uygulanmistir. ilgili islemler Sekil
5.5’te gosterilmektedir. Uygulanan islemin 6zet ¢iktisi ise Sekil 5.6”da verilmektedir.
Veri setinde saptanan aykir1 degerler 6znitelik bazinda %12,5 ile %0,02 arasinda
degismektedir. En fazla aykir1 deger saptanan 6znitelik CRP degeri iken en az aykir
deger saptanan Oznitelik yas degiskenidir. Tiim Ozniteliklerin aykir1 deger oranlari

Tablo 5.2’de sunulmaktadir.
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Dialog - - Excel Reader - a x

File

File and Sheet pataArea Advanced Transformation Flow Variables Job Manager Selection Memary Policy

~Input Location

Read from | Local File System

Mode  (@Fie () Fiesin folder

File ‘C:V.JsersVJser\Desktup\‘onEtVEH\Er\denEmE 2\dn3\2024 Veri Seti\120424\ayaktan hasta toplu veri 210424.xlsx

Browse... | l:‘

rSelect Sheet
O Firstwith data ()
® By name
() By position {Position starts with 0.)

Preview  File Content

~Preview with current setting:

() The suggested column types are based on the first 10000 rows only. See 'Advanced Settings' tab.

Row ID [s] sonuc ||§| Cinsivet  [[T] Yas [D] wec [D] RBC I: HGB [D]im%  |[D]mMonO% |[D]AT [D] asT I: CRP [D] reatir
Row0 POZITIF Kadn 52 44 49 143 43.6 125 13 2% ? i A
Rowl POZITIF Erkek 33 5.1 5.46 14.8 36.2 10 143 54 0.85 178
Row2 POZITIF [Erkek 61 5.09 479 15.1 25,3 143 19 23 2,03 91
Row3 NEGATIF Kadin 40 5.19 42 12.1 413 6.3 13 % 3.32 313
Rowd NEGATIF [Erkek 34 7.4 472 15.3 8.6 6.8 2 17 161 172
Rows NEGATIF  [Erkek 33 s 5.36 14.3 34,29 10.4 145 54 0.73 133
Rowé NEGATIF Erkek 61 5.1 48 153 [35.1 8.5 13 2 0.64 142
Row7 NEGATIF }@‘ 52 14.5 4.7 146 212 9.4 15 % 57.31 132
Rowg POZITIF [Erkek 34 7.4 472 15.3 8.5 6.8 2 17 161 172
Rows NEGATIF Kadin 22 5.3 44 123 32.5 8. 17 13 5.28 70
Row10 NEGATIF [Erkek 55 5.19 4.82 15.1 35.1 8.3 15 0 169 196
Row1l NEGATIF Kadn 27 5.2 5.05 12 318 10 13 25 L3 97
Row12 NEGATIF Erkek 54 6.5 273 14.4 212 5.8 3 34 0.36 110
Row13 NEGATIF |Kadin 44 5.9 4.94 14.9 23.3 10.5 10 17 269 57
Row14 NEGATIF Erkek 25 75 3.2 4.3 55 6.1 3 =] 0.33 53
Row15 NEGATIF Kadn 41 8.3 4.63 13.9 5.3 7.4 38 3 222 173
Row16 NEGATIF  |Erkek 73 4.8 5.38 16.2 8.8 0.7 2% P 0.45 72
Row17 NEGATIF Kadin 56 53 5.14 136 47.4 8.1 13 17 311 67
Row18 NEGATIF ||?adm 50 5.5 479 14.2 [EX) 4.8 15 19 0.43 a0
Row1s NEGATIF Kadn 30 0.9 432 126 7.2 113 13 21 12.35 65
Row20 NEGATIF Kadin 37 5.03 4.53 8.9 6.3 10.7 EE] 16.3 148 56.5
Row21 NEGATIF [Erkek 78 7.1 4.55 133 27.5 8.13 15 19 7.82 301
Row22 POZITIF Kadn 47 42 5.01 12.2 212 7.4 14 17 i i
Row23 POZITIF Kadn |58 EE] 446 131 314 4z 18 19 i i
Row24 POZITIF kacin 63 15.1 4.2 136 10.5 4.4 54 37 ? ?

Row25 POZITIF Kadin 59 5 462 12.1 32,6 6.8 11 17 i 163
Row26 POZITIF [Erkek 46 6 499 152 6.7 123 Fj 7 0.83 116
Row27 POZITIF [Erkek 33 8.19 5.08 15.1 46 0.3 B 37 i 109
Row28 POZITIF Kadin 23 115 479 12.4 2.7 7.6 10 15 i i
Row29 POZITIF ||?adm 87 12.1 5.14 143 623 4.5 21 27 i i v
< >
oK |7 appy || cancel

Sekil 5.4 Excel Okuyucu Operatorii
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Dialog 8 - Numeric Qutliers — O *
File
Outlier Settings  Group Settings  Flow Variables  Job Manager Selection  Memory Policy
~Outlier Selection ~
(@) Manual Selection (C) Wildcard/Regex Selection
r Exclude - Indude
Y FAiter Y Fiter
> L fag A
D| wsC
D|REC
» Nl
D|HeB
D| LM%
< D|MONO%
D|ALT
&« Dl asT N
(®) Enforce exdusion () Enforce indusion
~General Settings ~Outlier Treatment
Interquartile range multiplier (k) 1.5 Apply to All outliers
Quartile calaulation Treatment option Replace outlier values
(0 Use heuristic (memory friendly)
Replacement strate Closest permitted value
(®) Full data estmate using  R_4 -~ i & ==
[ Update domain
W
oK Apply @
Sekil 5.5 Sayisal Aykir1 Degerler Operatorii
Summary (Table — m} X
Rows:12 | Columns: 5 by
Outlier column Member count Qutlier count Lower bound Upper bound
L o# Ro.. T g ™ Number (integer) i) ™ Number (double) Number (double) vV
[ Row0  Yag 4765 1 -9 95
O 2 Row1 WEC 4763 156 0.485 15.225
] s Row2 REC 4765 90 3.33 6.13
0 a4 Row3 HGB 4765 80 9.05 19.05
] s Row4 LYM3% 4765 28 2.6 56.6
e Row5 MONOQ% 4765 213 0.8 17.6
0 7 Row& ALT 4765 334 -11.5 56.5
] Row7 AST 4762 304 2.5 46.5
O a9 Row8 CRP 4528 566 -16.07 31.93
J 1o Rowd Kreatin Kinaz (CK) 4643 312 -51.5 256.5
O n Rowl10  Kreatinin 4763 29 0.37 1.25
O 1z Row11 Ure 4767 221 2.5 54.5
4 »

Sekil 5.6 Aykir1 Degerler Ozet Tablo
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Tablo 5. 2 Oznitelik Bazinda Aykir1 Deger Oranlari

Oznitelik Aykir1 Deger Oram
Yas 0,02%
WBC 3,28%
RBC 1,89%
HGB 1,68%
LYM% 0,59%
MONO% 4,47%
ALT 7,01%
AST 6,38%
CRP 12,50%
Kreatin Kinaz (CK) 6,72%
Kreatinin 6,11%
Ure 4,64%

Aykiri degerlerin saptanip izin verilen en yakin deger ile degistirilmesi sonrasi
is akisina eksik veri (missing value) operatorii eklenmistir. Bu operatdr eksik verilere
miidahale edilmesini saglar. Metin (string) veri tipindeki degiskenler icin sabit bir
deger, en sik tekrarlanan deger, bir sonraki dolu deger, bir dnceki dolu degeri atama
veya satirt kaldirma segenekleri mevcuttur. Sayisal (integer ve double) veri tipindeki
degiskenler i¢in ortalama enterpolasyon, lineer enterpolasyon, sabit deger, minimum,
maksimum, ortalama, medyan, en sik tekrarlanan, hareketli ortalama, bir sonraki dolu
deger, bir 6nceki dolu deger, yuvarlanmis ortalama degerini atama veya satir1 kaldirma
secenekleri mevcuttur (Sekil 5.7). Ayrica ikinci sekmede bulunan satir ayarlari
(column settings) sekmesinden her bir satir/degisken bazinda uygulanacak eksik veri
stratejisi ayr1 secilebilmektedir. Bu uygulama i¢in metin veri tipindeki degiskenler i¢in
en sik tekrarlanan deger, sayisal veri tipindeki degiskenler i¢in ortalama degerin eksik

veri yerine atanmasi stratejisi uygulanmaigtir.

Uygulanan islemler sonrasi olusturulan veri setinin minimum, maksimum,
ortalama degerleri, ortalama mutlak sapma degeri ve standart sapma degerleri Sekil

5.8’de gosterilmektedir. Bu iglemler sonrasi veri 6n hazirlik asamasi tamamlanmastir.

Siniflandirma algoritmalarinda kullanilacak egitim ve test veri gruplarini
olusturabilmek icin is akisina x-boliimleyici (x-partitioner) operatorii eklenmistir. Bu
operator verilerin egitim ve test verisi olarak boliimlenmesini, bununla beraber
gruplarin birlestirilerek hem egitim hem de test asamasinda kullanilabilmesini

saglamaktadir.
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File

Default Column Settings  Flow Variables  Job Manager Selection  Memary Policy

String Most Frequent Value ~

Number (integer) Mean ~

Number (double) Mean w

Options marked with an asterisk (*) will result in non-standard PMML.

oK Apply Cancel @

Sekil 5. 7 Eksik Veri Operatdrii

Sekil 5. 8 Olusturulan Veri Setinin Istatistik Verileri

COVID-19 test sonuglarinin tahminlenebilmesi i¢in kullanilan her bir degisken
icin 4.765 veri bulunmaktadir. Bu degerlerin %66’ sinin egitim %34’ iinlin test
asamasinda kullanilmak iizere boliinebilmesi i¢in x-bdliimleyici penceresindeki
"number of validations" kismima 3 degeri yazilmistir. Ayni penceredeki “class
column” kisminda yer alan “sonug¢” etiketine gére hem egitim hem de test setindeki
yiizdeliklerin korunmasi i¢in “stratified sampling” secenegi isaretlenmistir. Boylece
test sonuglarinda %56,29’unda negatif test sonucuna sahip , %43,71’inde ise pozitif
test sonucuna sahip veri setinin hem egitim hem de test veri setindeki oranlar1 sabit
kalir (Sekil 5.9). X-bolimleyici operatoriiniin diizenlenmesi sonrasi siniflandirma

algoritmalarinin her biri sirasiyla modele eklenmistir.

Olusturulan i akist  sekil 5.10°da  gosterilmektedir.  Siniflandirma
algoritmalarindan karar agaci, K-en yakin komsu, naive bayes, lojistik regresyon,
rastgele orman, destek vektor makineleri kullanilarak olusturulan tiim modellerde bu

veri seti kullanilmasgtir.
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File

Standard settings  Flow Variables Job Manager Selection  Memory Policy

Mumber of validations =
Linear sampling ]
Random sampling ]
Stratified sampling ®

s]

Class column

Sonug w
[]Random seed 0
Leave-one-out @]
oK Apply Cancel ()

Sekil 5. 9 X-Boliimleyici Operatorii

X-Partitioner

. . Missing Value
Numeric Outliers K‘[ [ 2
>
> B> 7 >
| | ooe
| als] ]
[ale] | , |
Excel Reader | Statistics | Statistics
B> R 3 e
sle] | 0o0e ole] |

Sekil 5. 10 Veri On Hazirlik Islemleri i¢in Olusturulan Is Akisi

5.1.2 Karar Agaci ile Modelleme

Bir onceki bolimde gosterilen is akisina Karar agaci 6grenici (desicion tree

learner) ve karar agaci ongoriicii (desicion tree predictor) operatorleri eklenmistir.

Karar agaci1 6grenici (desicion tree learner) operatdrii diizenleme penceresinde

smif siitunu (class column) kisminda “sonug” siitunu se¢ilmistir. Kalite olgiitii (quality

measure) kisminda “Gini indeksi seg¢ilmistir. Azaltilmis hata budamasi (reduced error

pruning) varsayilan secenektir, ayni sekilde birakilmistir. Bu secenek eger modelin

dogrulugu azalmiyorsa, agacin yapraklarindan baglayarak her bir diiglimii en popiiler
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siifiyla degistirir. Bu islem gereksiz dallarin kaldirilmasina veya agacin daha basit bir
versiyonunun olusturulmasina yardimci olur. Béylece model daha az karmasik hale

gelir ve asir1 uyum riski azalir.

KNIME Karar agaci 6grenici operatorii, budama yontemi (pruning method)
olarak MDL (Minimal Description Length) minimum agiklama uzunlugu metodunu
sunar. Bu uygulama, karar agaci budama yontemi segilmeden ve budama yontemi
olarak MDL segilerek gergeklestirilmis olup MDL metodunun modelin dogrulugunu
artirdigi tespit edildiginden budama yontemi olarak tercih edilmistir. Bu operatérde

yapilan islemler Sekil 5.11°de gosterilmektedir.

File

Options pMMLSettings Flow Variables  Job Manager Selection

General ~

Class column @ Sonug
Quality measure |Giniindex
Pruning method |MOL w
Reduced Error Pruning
Min number records per node 205
Mumber records to store for view 10,000 -
Average split point

Mumber threads ars

Skip nominal columns without domain information

Ok Apply Cancel I::'

Sekil 5. 11 Karar Agac1 Ogrenici Operatorii

X-boliimleyici operatorii test verisi ¢iktisit ve karar agaci 68renici operatorii
modeli karar agac1 éngériicii operatdriine baglanmustir. Onceki bdliimde boliinen veri
setinin tekrar birlestirilebilmesi i¢in is akigina X-toplayici (x-aggregator) eklenmis,
karar agaci G6grenici operatOrii X-toplayict operatoriine baglanmistir. X-toplayici
operatorii penceresinde hedef siitun (target column) kisminda sonug, tahmin siitun

(prediction column) kismina prediction (sonug) siitunlari segilmistir (Sekil 5.12).
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File

Standard settings  Flow Variables  Job Manager Selection  Memory Policy

Target column @ Sonug e
Prediction column @ Prediction (Sonug)

[] add column with fold id

oK Apply Cancel (7)

s

Sekil 5. 12 X-Toplayic1 Operatorii

Son olarak is akisina skorcu (scorer) operatorii eklenmistir. Skorcu operatorii
kurulan modelin degerlendirilebilmesi i¢in dogru pozitifler, yanlis pozitifler, dogru
negatifler, yanlis negatifler, geri ¢agirma, duyarlilik, belirleyicilik, kesinlik, geri
cagirma, F-skoru, dogruluk 6lciitlerini rapor eder. Skorcu operatorii penceresinden ilk
siitun (first column) kisminda prediction (sonug), ikinci siitun (second column)

kisminda sonug siitunlar1 secilmistir. lgili islem Sekil 5.13te gosterilmektedir.

File

Scorer | Flow Variables  Job Manager Selection  Memory Policy

First Column
@ Prediction (Sonug) -

Second Column
@ Sonug ~
Sorting of values in tables

Sorting strategy: | Insertion order - |:| Reverse order

Provide scores as flow variables

[] Use name prefix

Missing values

In case of missing values: (@) Ignore

() Fail

oK Apply Cancel (3

Sekil 5. 13 Skorcu Operatorii
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Karar agac1 modeli i¢in olusturulan is akis1 Sekil 5.14°te gosterilmektedir.

- Decision Tree Learner
. X-Partitioner
Missing Value

Numeric Outliers > — ] -
— —» o \
—~— - ? > |
P m | coe
[ ] Q0@ .
| | fele] } N . ) Scorer
00® | \\ DecismnTreePredlctnr X-Aggregator
| \

| | y "« L 3¢
Excel Reader | Statistics Statisties - F e g
i \ ‘ B 7’ b : ‘.
l ‘ 00
A

o] ] e 108

Sekil 5. 14 Karar Agacit Modeli Is Akist
5.1.3 K-En Yakin Komsu ile Modelleme

Sekil 5.10°daki is akisina K-en yakin komsu (k-nearest neighbor) operatorii
eklenmistir. K-en yakin komsu diizenleme penceresinde sinif etiketi stitunu (column
with class labels) kisminda “sonug” siitunu segilmistir. Dikkate alinacak komsu sayis1
(number of neighbours to consider (k)) kismi i¢in literatiirde en sik kullanilan degerler
olan 2 ile 10 arasinda denemeler yapilmistir. Denemeler sonucunda en iyi ¢ikan
dogruluk degeri %69,05 ile 10 elde edilmis olup k-en yakin komsu degeri 10 olarak
kabul edilmistir. Bu pencerede yapilan islemler Sekil 5.15’te gosterilmektedir. Komsu
sayist igin 2’den 10’a kadar yapilan denemelerin sonuglart Sekil 5.16’te

gosterilmektedir.

File

Standard settings  Flow Variables Job Manager Selection  Memary Palicy

Column with dass labels @ Sonug ~
Mumber af neighbours to consider (k) =
Weight neighbours by distance O
CQutput dass probabilities O
oK Apply Cancel 6]

Sekil 5. 15 K-En Yakin Komsu Operatorii
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Dogruluk

100,00%
90,00%
80,00%
70,00%
60,00%
50,00%

o o S o ° * ) o )
' © © () © © © © © ©
20,00%

10,00%
0,00%

k=2 k=3 k=4 k=5 k=6 k=7 k=8 k=9 k=10

Sekil 5. 16 Komsu Sayisi I¢in Dogruluk Degerleri

Is akisina sirayla x-toplayici ve skorcu operatorler eklenerek K-en yakin komsu

i¢in kurulan model tamamlanmistir. Model i¢in is akis1 Sekil 5.17°de gosterilmektedir.

. . Scorer
X-Partitioner K Nearest Neighbor  X-Aggregator

Numeric Qutliers Missing Value e > _ﬂ
e >
I S P?l\ G " ooe
4 “B oce ooe Goe
| ‘ (s]e] ]
se] ]
Excel Reader I| ‘ Statistics | Statistics
LI
ooe (oJo] }

coe

Sekil 5. 17 K-En Yakin Komsu Modeli is Akist

5.1.4 Naive Bayes ile Modelleme

Sekil 5.10°daki is akisina Naive Bayes 0grenici (Naive Bayes learner) ve Naive
Bayes Ongoriicii (Naive Bayes predictor) operatorleri eklenmistir. Naive bayes

Ogrenici operatorii diizenleme penceresinde smiflandirma siitunu (classification

column) kisminda “sonug” siitunu se¢ilmistir (Sekil 5.18).
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File

Options  Flow Variables Job Manager Selection  Memory Policy

Classification Column: @ SONUG

s

Default probability: | 0,0001 [

s

Minimum standard deviation | 0,0001 -5

Threshold standard deviation 0,0 =
Maximum number of unigue nominal values per attribute: 205
[]Ignare missing values [] Create PMML 4.2 compatible model
QK Apply Cancel (?)

Sekil 5. 18 Naive Bayes Ogrenici Operatorii

Is akisina sirayla x-toplayici ve skorcu operatdrler eklenerek Naive Bayes igin

kurulan model tamamlanmistir. Model i¢in is akist Sekil 5.19’da gosterilmektedir.

Naive Bayes Learner

X-Partitioner
. i Missing Value
Numeric Outliers > PR
P—-\—P >
2, ) L.

A E m | o0e

[ u ofe] . i Scorer

| o ocoe | .. Naifte Bayes Predictor  X-Aggregator .

|

| p—
Excel Reader | ‘ Statistics Statistics ~ e ¢ E: >

/ \ \ (o]e] ]
B > \" \>s fore) | ocoe
(eJe] ) 00® (e]e] ]

Sekil 5. 19 Naive Bayes Modeli Is Akis

5.1.5 Lojistik Regresyon ile Modelleme

Sekil 5.10’daki is akisina lojistik regresyon 6grenici (logistic regression learner)

ve lojistik regresyon ongdriicii (logistic regression predictor) operatorleri eklenmistir.
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File

Settings  Advanced Flow Variables Job Manager Selection  Memory Policy

Target
Target column: @ Sonug ~
Reference category: [P~

[ Use order from target column domain (only relevant for output representation)

Solver

Select solver: | Iteratively reweighted least squares -

Feature selection

(®) Manual Selection (C) Wildcard/Regex Selection (O) Type Selection
- Exclude - Indude

[ - [ -
l.m;f l(ﬂﬂ

Cinsiyet A
Hasta Tiri
Yas

PT/%.
AFTT

WEC

REC

HGE

»

=EEEEERE

<«
(®) Enforce exdusion () Enforce indusion

[ use order from column domain (applies only to nominal columns). First value is chosen as reference for dummy variables.

0K Apply Cancel @

Sekil 5. 20 Lojistik Regresyon Ogrenici Operatdrii

Lojistik regresyon Ogrenici operatorii diizenleme penceresinde hedef siitun
(target column) kisminda sonug siitunu secilmistir. Ayni pencerede referans kategori
(referance category) kismina COVID-19 test sonucunun pozitif oldugunu gésteren “P”
degeri atanmustir. Coziicii se¢imi (select solver) kisminda iteratif olarak yeniden
agirhiklandirilmis en kiiclik kareler (iteratively reweighted least squares) segenegi

secilmistir (Sekil 5.20).

[s akigma sirayla x-toplayict ve skorcu operatdrler eklenerek lojistik regresyon

icin kurulan model tamamlanmistir. Model i¢in is akis1 Sekil 5.21°de gosterilmektedir.

Logistic Regression Learner

e E\“,

- X-Partitioner
) . Missing Value
Numeric Qutliers >
~——rX{
- D \ -

A >\ " m | o

{ £ n | | (eTe] ) ocel |

( | (o]e] ) | . ) . Scorer
o]e] ] | | Logisti¢ Regression Predictor  X-Aggregator

. >
‘ Statistics ‘. Statistics \\;_n W :—P I} S
(o]e] )
(o] ] oCce

Excel Reader
\

= m =

ooe (e]e] ] (ele] ]

Sekil 5. 21 Lojistik Regresyon Modeli Is Akis
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5.1.6 Rastgele Orman ile Modelleme

Sekil 5.10°daki is akisina rastgele orman 6grenici (random forest learner) ve

rastgele orman ongoriicii (random forest predictor) operatorleri eklenmistir.

File

Options  Flow Variables  Job Manager Selection  Memory Policy

Target Column @ Sonug | 2
Attribute Selection
Use fingerprint attribute E]llﬂ <no valid fingerprint input>

(@) Use column attributes

(@) Manual Selection (_) Wildcard/Regex Selection

r Exdude - Indude
Y Fiter Y FAiter
No columns in s st > i Cinsiyet A
1D |Yas
D | wWBC
» |D|RrBC
| D|HGE
< D| LM
| D | MONO%
Y]
« DlaT
(®) Enforce exdusion () Enforce indusion
Misc Options
[] Enable Hilighting (#patterns to store) 2,000 =

[ save target distribution in tree nodes {memory expensive - only impertant for tree view and PMML expart)

Tree Options

Split Criterion Gini Index w
[ Limit number of levels (tree depth) 10 5
[ Minimum node size 1t
Forest Options
Number of models 100 15
Use static random seed 1715677509508 New v
oK Apply Cancel @

Sekil 5. 22 Rastgele Orman Ogrenici Operatérii

Rastgele orman 6grenici operatorii diizenleme penceresinde hedef siitun (target

column) kisminda sonug siitunu se¢ilmistir (Sekil 3.22).

[s akisina sirayla x-toplayici ve skorcu operatdrler eklenerek rastgele orman igin

kurulan model tamamlanmistir. Model igin is akig1 Sekil 3.23’te gosterilmektedir.
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Random Forest Learner

L X-Partitioner
. . Missing Value >
Numeric Outliers - L~
= »
> »? e
> E = \ " m | — - (ole] }
oo oos | . Random Forest Prediclor X-Aggregator Scorer

Excel Reader

| '\ \ >
Statistics | Statistics ~_ l » g > & -
Eq > p‘ - "s (ale] } o] | —

Sekil 5. 23 Rastgele Orman Modeli Is Akist

5.1.7 Destek Vektor Makineleri ile Modelleme

Sekil 5.10°daki is akisina destek vektor makineleri 6grenici (SVM learner) ve
destek vektor makineleri 6ngoriicii (SVM predictor) operatorleri eklenmistir. Destek
vektor makineleri 6grenici operatorii diizenleme penceresinde sinif siitunu (class

column) kisminda “sonug” siitunu se¢ilmistir (Sekil 3.24).

File
Options  Flow Variables  Job Manager Selection
Class column @Sonug w -
COwverlapping penalty: 2,0%
Choose your kernel and parameters:
(@) Polynomial Bias | 1,05
Power | 1,05 Gamma | 1,0 5
(O HyperTangent
kappa | 0,1 =
delta | 0,5 %
() REF
sigma | 0,1
v
oK Apply Cancel @

Sekil 5.24 Destek Vektor Makineleri Ogrenici Operatorii

Is akisma sirayla x-toplayicit ve skorcu operatdrler eklenerek destek vektdr
makineleri i¢in kurulan model tamamlanmistir. Model igin is akis1 Sekil 3.25’te

gosterilmektedir.
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SVM Learner

>N m
. ¥-Partitioner |
Missing Value

Numeric Outliers > ORe |
> — )({ |
> —» ? \ >
o ‘m . h
i = | (e]e] ] N /
| oTe] | . r Scorer
o0e \ / X-Aggregator
. )
Excel Reader Statistics | Statistics { e >
| \ |SVM Predictor » 508
s o B e m
(o1e] ] fole! ) coe ~ n

Sekil 5.25 Destek Vektor Makineleri Modeli Is Akist

5.2 ki Asamah Kiimeleme Analizi ile Uygulama

Bu boliimde COVID-19 testi yaptirmis olan hastalarin laboratuvar sonuglarindan
hasta profillerinin incelenmesi, ilging Oriintiilerin kesfedilmesi amaglanmaktadir. Bu
dogrultuda, sekil 5.10°daki is akisina excel yazici (excel writer) operatorii eklenerek
veri 0n hazirlik islemleri tamamlanmig olan veri seti ¢iktist alinmistir. Yontem olarak
hem kategorik hem de siirekli verilerle galigabilmesi, biiylik veri setleri i¢in uygun
olmasi ve kiime sayisini otomatik belirleyebilmesi sebebiyle iki agamali kiimeleme
analizi segilmis olup uygulama igin SPSS Clementine 12.0 programi kullanilmistir.
Veri seti COVID-19 test sonucu negatif ve pozitif ¢ikan hastalar i¢in ayrilarak iki ayri

kiimeleme analizi gerceklestirilmistir.
5.2.1 Pozitif Hastalar icin Iki Asamah Kiimeleme Analizi Uygulamasi

Test sonucu pozitif olan hastalar icin verilere iki asamali kiimeleme analizi
uygulanmistir. Ilk analiz sonucunda yas degiskeninin kiimeler iizerinde nemli etkisi
olmadigi tespit edilmistir. Analiz sonuglar1 Sekil 5.26’da gosterilmektedir. Modelden

yas degiskeni ¢ikarilarak analiz tekrarlanmistir.

71



cluster-2 | custer-1 Irpartance
& =005
»=080
M om0
Unkmown
Irmpartart
ALT
100
Irmportant
AST
100
Irmpartart
CRF
100
Impartarnt
Cinsiyet
100
Irmportart
HGE
100
Irmpartart
Kreatin Kinaz (CK)
100
Irmpartarit
Kreatinin
100
Irmportant
L
nar
Irmpartart
WA O NO
100
Irmpartarit
REC
100
Irmportant
Ure
100
Irmpartart
WEC
100
Unirmportant
Yas ﬂi
0an

Sekil 5.26 Pozitif Hastalar icin Iki Asamali Kiimeleme Analizi
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Ikinci analizde elde edilen sonuglara gére LYM% degiskeninin dnem diizeyinin
“Marginal” oldugu tespit edilmistir. Analiz sonuglar1 Sekil 5.27°de gosterilmektedir.
Analiz, LYM% degiskeni ¢ikartildiktan sonra tekrarlanmistir.

cluster-2 | duster-1 Importance

- i =005
( »=080
\ Moo
Unknown

_ Irrportant
ALT
100

Irmportant
100

Irrportant
CRP
100

Irrportant
Cinsiyet -
100

Irrportant

HGE
100

Irmportant
Kreatin Kinaz (CK)
100

— Irrportant
Kreatinin L
100

Ilarginal
L
IR

Irrportant
MOND
100

Irmportant
REC
100

1 Irportant
Lre
100

Irrportant
WELC

100

Sekil 5.27 Yas Degiskeni Cikarilarak Gergeklestirilen Analiz
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Ugiincii analizde elde edilen sonuglara gore kalan on bir degiskenin tamaminin
kiimeler iizerinde 6nemli etkisi oldugu tespit edilmistir. Analiz sonucunda iki kiime

elde edilmistir. Analiz sonuglari sekil 5.28°de gosterilmektedir.

cluster-2 | duster-1 Impartancs
W x-0ps
( ==0 80
B oo
Unknow n
— Irrportart

AT
100

Important

100

Irmportant

CRP L ]

100

Irnportarnt
Cinsgiyet
100

Irmportant

HG B &

100

Irmpaortant
Kreatin Kinaz (CK)
100

— Irmportant
Kreatinin
100

Irnpartart
bl DD
100

Irmportant
RE
100

] Important
Ure
100

Irrportart
WEBLC

100

Sekil 3.28 LYM Degiskeni Cikarilarak Gergeklestirilen Analiz
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5.2.2 Negatif Hastalar i¢cin Iki Asamali Kiimeleme Analizi Uygulamasi

Test sonucu negatif olan hastalar i¢in verilere iki asamali kiimeleme analizi
uygulanmistir. Analizde elde edilen sonuglara gore on ii¢ degiskenin tamaminin
kiimeler iizerinde 6nemli etkisi oldugu tespit edilmistir. Analiz sonucunda iki kiime

elde edilmistir (Sekil 3.29).

cluster-2 | duster-1 Importance
® =005
»=090
W <050
Unknown
Important
ALT
100
] ] Important
AST
100
[ ] Important
CRP
087
Important
Cinsiyet <
100
] _ Irportant
HGB
100
_ Important
Kreatin Kinaz (CK)
100
] — Important
Kreatinin
100
] Important
L
098
] [ ] Important
MONO
100
] Important
RBEC
100
] o Important
Ure
100
[ Important
WBC
100
] W] Important
Yas
100

Sekil 5.29 Negatif Hastalar Icin ki Asamali Kiimeleme Analizi
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6. BULGULAR

Calismanin smiflandirma uygulamasi kisminda laboratuvar test sonuglarindan
hastanin COVID-19 test sonucu tahminlenmeye calisilmisg, karar agaci, Naive Bayes,
K-en yakin komsu, lojistik regresyon, rastgele orman ve destek vektor makineleri

modelleri olusturulmustur.

Calismanin kiimeleme analizi kisminda ise pozitif ve negatif hastalar i¢in iki ayr1

veri setine iki asamal1 kiimeleme analizi uygulanmustir.
6.1 Simflandirma Yéntemlerine Iliskin Bulgular
6.1.1 Karar Agaci ile Elde Edilen Bulgular

Olusturulan karar agact modelinin galigtirilmasi sonrasi hastanin COVID-19 test
sonucunu tahminleyen modelin basarisin1 gosteren karmasiklik matrisi Sekil 6.1’de

verilmektedir.

File Hilite
Prediction (Sonug) Y Sonug POZITIF MNEGATIF
POZITIF 14561 434
MEGATIF 6522 2248
Correct dassified: 3.709 Wrong dassified: 1.056
Accuracy: 77,838% Error: 22,162%
Cohen's kappa (k): 0,545%

Sekil 6. 1 Karar Agaci Karmagiklik Matrisi

Elde edilen sonuglar dogrultusunda COVID-19 test sonuclarina gore gercekte
2083 pozitif hastadan 1461 hastanin pozitif, 622 hastanin ise negatif sonuglu olarak
tahmin edildigi goriilmektedir. Test sonucu pozitif olan hastalarin dogru tahmin edilme
orant %70,1 olarak saptanmistir. COVID-19 test sonuclarina gore gercekte 2682
negatif sonuglu hastadan 2248 hastanin negatif, 434 hastanin ise pozitif sonuglu olarak
tahmin edildigi goriilmektedir. Test sonucu negatif olan hastalarin dogru tahmin
edilme oran1 %83,8 olarak saptanmistir. Karmasiklik matrisi kdsegeninde yer alan

dogru tahmin sayilarina dair oran ise %77,8 olarak saptanmistir (Tablo 6.1).

Tablo 4.1 Karar Agacit Modeline Iliskin Bulgular

Gergek
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Test Sonucu | Test Sonucu o
Pozitif Negatif Toplam Teshis (%)
Test Sonucu 1461 434 1895 70,1%
Pozitif
£
£ TeSNteSzrt‘#C“ 622 2248 2870 83.8%
'_ g
Toplam 2083 2682 4765 77,8%

Karar agact modeline iliskin skorcu operatorii c¢iktist  sekil 6.2°te

gosterilmektedir.

- T, o SR o S, o FERE o FEl, o ST, o SRS v

Sekil 6.2 Karar Agact Modeli Skorcu Ciktist

Model dogrulugunu arttirmak icin is akisina 6zellik secimi dongiisii baslangic
operatorii (feature selection loop start (1:1)) ve 6zellik se¢cimi dongiisii bitis operatorii

eklenmistir (Sekil 6.3).

File
Options Flow Variables Job Manager Selection Memory Policy
The list on the left contains 'static’ columns such as the target column. "
The columns to choose from need to be in the list on the right.
(@) Manual Selection (_) Wildcard/Regex Selection
- Static Columns - Variable Columns (Features')
Y Aiter Y FAter
S| Sonug > S| Cinsiyet ~
1D |Yas
D | WBC
» D|rBC
| D|HeB
< D| LMz
D | MONO%
« DlaT N
(®) Enforce exdusion () Enforce indusion
Feature selection strategy | Forward Feature Selection
Sequential Algorithm Settings
[ use threshold for number of features
Select threshold for number of features 0.
w
oK Apply Cancel ©)

Sekil 6.3 Ozellik Secimi Déngiisii Baglangig Operatérii
Ozellik se¢imi ddngiisii baslangi¢ operatorii penceresinde siif etiketi olan sonug

siitunu statik siitunlar (static columns) kismima alinmstir. Ozellik segimi stratejisi igin
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ileri 6zellik segimi (forward feature selection) stratejisi tercih edilmistir. Ileri 6zellik
secimi stratejisi yinelemeli bir yaklasimdir. Baslangigta hi¢bir degisken segilmez. Her

yinelemede, modele en fazla katkiy1 saglayan 6znitelik, 6znitelik setine eklenir.

Ozellik secimi dongiisii bitis operatdrii penceresinde skor olarak dogruluk

(accuracy) se¢ilmistir (Sekil 6.4).

File

Options  Flow Variables  Job Manager Selection  Memory Policy

Score
@ Accuracy o

[ Minimize score

oK Apply Cancel @

Sekil 6.4 Ozellik Secimi Déngiisii Bitis Operatorii

Is akisinin son hali sekil 4.5’te gosterilmektedir.

Feature Selection Loop Start [1:1)

O
L
» Decision Tree Learner
. X-Partitioner
Mumeric Dutliers Missing Value »- o
; » e Feature Selection Loog End
» : -2 * [ 13
[] Statistics - Stafistics ™ Soorer - m
I - Decision Tree Predictor - ¥-Aggregator e
W o
Excel Reader ‘ >} - kS
X | 3
L] L ] > >
B [ ] ¢

Sekil 6.5 Karar Agaci - Ozellik Se¢imi I¢in s Akist

Dongii, WBC degiskeni eklenerek %71,9 ile baslamistir. En yiiksek dogruluk
orani 10. yinelemede modelde WBC, CRP, MONO%, LYM%, HGB, cinsiyet, Kreatin
Kinaz (CK), ALT, Ure, AST 6znitelikleri mevcutken elde edilmistir. Ozellik se¢imi
analizi sonucunda modelden Kreatinin, RBC ve yas degiskenlerinin ¢ikarilmasiyla

%79,4 dogruluk degerinin elde edilebilecegi goriilmiistiir (Sekil 4.6 ve Sekil 4.7).
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W7 Result Table (Table - [m] X
A
Rows:13 | Columns: 3 Q
Nr. of features Accuracy Added feature
o = ROWID o ber (imreger] ™ Number (double) N swing v Y
0 1 1 0.719 WBC
O 2 2 2 076 CRP
%
0 s 3 3 0.787 MONO®
O a 4 4 0.792 LYM3e
O s 5 5 0.792 HGB
O e & & 079 Cinsiyet
I:| 7 7 7 0.792 Kreatin Kinaz (CK)
O s 8 8 0.792 ALT
[ 9 9 0.789 Gre
O 1o 10 10 0.794 AST
O n 11 1 0.785 Kreatinin
O 12 12 12 0.783 RBC
O 13 All 13 0.775 Yas

Sekil 6.6 Karar Agac1 Ozellik Se¢imi Analizi Sonucu

Nr. of features

Sekil 6.7 Karar Agaci Ozellik Segimi Analizi - Maksimum Dogruluk Degerini Saglayan
Kombinasyon

6.1.2 K-En Yakin Komsu ile Modelleme

Olusturulan K-en yakin komsu modelinin calistirilmasi sonrasi hastanin
COVID-19 test sonucunu tahminleyen modelin basarisini gosteren karmasiklik matrisi

Sekil 6.8’de verilmektedir.

Confusion Matrix - 5:19 - Scorer — O .
File Hilite
Class [kNM] \ Sonug  POZITIF NEGATIF
POZITIF 951 343
MEGATIF 1132 2339
Correct dassified: 3.290 Wrong dassified: 1.475
Accuracy: 69,045% Error: 30,955%
Cohen's kappa (k): 0,343%

Sekil 6. 8 K-En Yakin Komsu Karmasiklik Matrisi

Elde edilen sonuglar dogrultusunda COVID-19 test sonuclarina gore gercekte
2083 pozitif hastadan 951 hastanin pozitif, 1132 hastanin ise negatif sonuglu olarak
tahmin edildigi goriilmektedir. Test sonucu pozitif olan hastalarin dogru tahmin edilme

orant %45,7 olarak saptanmistir. COVID-19 test sonuglarina gore gercekte 2682
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negatif sonuglu hastadan 2339 hastanin negatif, 343 hastanin ise pozitif sonuglu olarak
tahmin edildigi goriilmektedir. Test sonucu negatif olan hastalarin dogru tahmin
edilme oram1 %87,2 olarak saptanmistir. Karmasiklik matrisi kosegeninde yer alan
dogru tahmin sayilarina dair oran ise %69,0 olarak saptanmistir. Modelin teshis

oranlar1 Tablo 6.2’te sunulmaktadir.

Tablo 6. 2 K-En Yakin Komsu Modeline iliskin Bulgular

Gergek
Test Sonucu | Test Sonucu o
Pozitif Negatif Toplam Teshis (%)
Test Sonucu 951 343 1204 45,7%
Pozitif

£

£ Tels\fesg‘;rt‘#c” 1132 2339 3471 87,2%
l_

Toplam 2083 2682 4765 69,0%

K-en yakin komsu modeline iliskin skorcu operatorii ¢iktis1 Sekil 6.9’da

gosterilmektedir.

Sekil 6. 9 K-En Yakin Komsu Modeli Skorcu Ciktist

Model dogrulugunu arttirmak i¢in is akisina 6zellik se¢imi dongiisii baslangi¢
operatOrii (feature selection loop start (1:1)) ve 6zellik se¢imi dongiisii bitis operatorii
eklenmistir. Ozellik secimi dongiisii baslangic operatdrii penceresinde sinif etiketi olan
sonug siitunu statik siitunlar (static columns) kismma almmistir. Ozellik segimi
stratejisi i¢in ileri 6zellik se¢imi (forward feature selection) stratejisi tercih edilmistir.
Ozellik se¢imi dongiisii bitis operatdrii penceresinde skor olarak dogruluk (accuracy)

secilmistir.

Is akisinin son hali Sekil 6.10°da gosterilmektedir.
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Feature Selection Loop Start (1:1)

A
| |
fole] | .
Feature Selection Loop End
l | L. ) Scorer >
-Partitioner K Mearest Neighbor  X-Aggregator [ S—— m
X X Missing Valuel | (S -
Numeric Outliers ! \ { | @ ¥ [— » @ ™
-y > > » > ale]
> e ? \ X »- > L » _ |
e | - i (ole 3
f ] - a0e (ele] fole] ] |
{ | coe |
fole] | |
| Feature Selection Filter
Excel Reader Statistics Statistics W -
| | |
/ \ \ >
= . B S
. § ooe
elo] } ooe ale] |

Sekil 6.10 K-En Yakin Komsu - Ozellik Secimi I¢in Is Akisi

Dongili, WBC degiskeni eklenerek %71,4 ile baslamistir. En yiiksek dogruluk
oran1 4. yinelemede modelde WBC, CRP, MONO%, Kreatinin 6znitelikleri
mevcutken elde edilmistir. Ozellik se¢imi analizi sonucunda modelden cinsiyet, yas,
RBC, HGB, LYM%, ALT, AST, Kreatin Kinaz (CK) ve Ure degiskenlerinin
¢ikartlmasiyla %77,5 dogruluk degerinin elde edilebilecegi goriilmiistiir (Sekil 6.11 ve
Sekil 6.12).

T Reelt Table (Table - o X
Rows: 13 | Columns: 3 Q
Nr. of features Accuracy Added feature
o # RowlD e (integer) ™ Number (double) > Swing vV

0o 1 1 0.714 WEBC

O 2 2 2 0.746 CRP

O s 3 3 0.774 MONO%

O 4 4 4 0.775 Kreatinin

O s 5 5 0.774 HGB

O s 6 6 0.772 RBC

O 7 7 7 0.772 Cinsiyet
¥

[ s 8 8 0.77 LYM3%

[] 9 9 9 0.758 Yag

J 10 10 10 0.747 AST

O n 11 11 0.737 Ure

0 12 12 12 0.721 ALT

1 = All 13 0.685 Kreatin Kinaz (CK)

Sekil 6.11 K-En Yakin Komsu Ozellik Segimi Analizi Sonucu

Nr. of features

Sekil 6.12 K-En Yakin Komsu Ozellik Segimi Analizi - Maksimum Dogruluk Degerini
Saglayan Kombinasyon
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6.1.3 Naive Bayes ile Modelleme

Olusturulan Naive Bayes modelinin ¢aligtirilmasi sonrasi hastanin COVID-19
test sonucunu tahminleyen modelin basarisini gosteren karmasiklik matrisi Sekil

6.13’te verilmektedir.

File Hilite
Prediction (Sonuc) | Sonug MNEGATIF POZITIF
MEGATIF 2245 745
POZITIF 437 1333
Correct dassified: 3.583 Wrong dassified: 1.182
Accuracy: 75,194% Error: 24,806%
Cohen's kappa (k): 0,487%

Sekil 6. 13 Naive Bayes Karmagiklik Matrisi

Elde edilen sonuglar dogrultusunda COVID-19 test sonuclarina gore gercekte
2083 pozitif hastadan 1338 hastanin pozitif, 745 hastanin ise negatif sonuglu olarak
tahmin edildigi goriilmektedir. Test sonucu pozitif olan hastalarin dogru tahmin edilme
orani %64,2 olarak saptanmistir. COVID-19 test sonuclarina gore gercekte 2682
negatif sonuglu hastadan 2245 hastanin negatif, 437 hastanin ise pozitif sonuglu olarak
tahmin edildigi goriilmektedir. Test sonucu negatif olan hastalarin dogru tahmin
edilme oran1 %83,7 olarak saptanmistir. Karmasiklik matrisi kdsegeninde yer alan
dogru tahmin sayilarina dair oran ise %75,2 olarak saptanmistir. Modelin teshis

oranlart Tablo 6.3’te gosterilmektedir.

Tablo 6. 3 Naive Bayes Modeline iliskin Bulgular

Gergek
Test Sonucu | Test Sonucu o
Pozitif Negatif Toplam Teshis (%)
Test Sonucu 1338 437 1775 64,2%
Pozitif
£
E | TenSomed 745 2245 2990 83,7%
s g
Toplam 2083 2682 4765 75,2%
Naive Bayes modeline iliskin skorcu operatorii ¢iktist Sekil 6.14’te
gosterilmektedir.
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Sekil 6. 14 Naive Bayes Modeli Skorcu Ciktisi

Model dogrulugunu arttirmak i¢in is akisina 6zellik se¢imi dongiisii baslangic
operatorii (feature selection loop start (1:1)) ve 6zellik secimi dongiisii bitis operatorii
eklenmistir. Ozellik se¢imi dongiisii baslangic operatorii penceresinde sinif etiketi olan
sonu¢ siitunu statik siitunlar (static columns) kismina almmustir. Ozellik secimi
stratejisi i¢in ileri 6zellik secimi (forward feature selection) stratejisi tercih edilmistir.
Ozellik se¢imi dongiisii bitis operatdrii penceresinde skor olarak dogruluk (accuracy)

secilmistir.

Is akisinin son hali Sekil 6.15’te gosterilmektedir.

Feature Selection Loop Start (1:1)

» M >
ooel |
| Maive Bayes Leamner
. | X-Partitioner
) ) Missing Value| L .
Numeric Quiliers / > » PIAl Feature Selection Loop End
> Rt | >
— e ? \ > - | »
- “m | . -, coe | |
f u . coe h | § Scorer
0 | coe | . Naiye Bayes Predictor  X-Aggregator - —
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Sekil 6.15 Naive Bayes - Ozellik Se¢imi igin Is Akist

Dongili, WBC degiskeni eklenerek %70,8 ile baglamistir. En yiiksek dogruluk
orani 11. yinelemede modelde WBC, yas, RBC, HGB, LYM%, ALT, CRP, MONQ%,
Kreatinin, Kreatinin Kinaz (CK), Ure 6znitelikleri mevcutken elde edilmistir. Ozellik

se¢imi analizi sonucunda modelden cinsiyet ve AST degiskenlerinin ¢ikarilmasiyla

%76,7 dogruluk degerinin elde edilebilecegi goriilmiistiir (Sekil 6.16 ve Sekil 6.17).
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@7 Result Table (Table) — O =
Rows: 13 | Columns: 3 Q
O #  rown Jroffeaiures N b bl = v Y
O 1 1 0.708 WBC

a 2 2 2 0.744 MONO3%

1 s 3 3 0.751 CRP

O 4 4 4 0.757 HGB

1 s 5 5 0.758 LYM%

[ s 6 6 0.759 Ure

a7 7 7 0.761 REC

1 s 8 8 0.762 Yas

1 o 9 9 0.764 Kreatinin

|:| 10 10 10 0.765 Kreatin Kinaz (CK)

O n 11 1 0.767 ALT

1 12 12 12 0.762 Cinsiyet

[ 12 All K 0.755 AST

Sekil 6.16 Naive Bayes Ozellik Secimi Analizi Sonucu

Nr. of features

-

o P N R A S P S

Sekil 6.17 Naive Bayes Ozellik Secimi Analizi - Maksimum Dogruluk Degerini Saglayan
Kombinasyon

6.1.4 Lojistik Regresyon ile Modelleme

Olusturulan lojistik regresyon modelinin ¢alistirilmasi sonrasi hastanin COVID-
19 test sonucunu tahminleyen modelin basarisin1 gosteren karmasiklik matrisi Sekil

6.18°de verilmektedir.

Confusion Matrix - 7:31 - Scorer — O e

File Hilite

Prediction (Sonug) | Sonug POZITIF MNEGATIF
POZITIF 1443 423
MNEGATIF 540 2259

Correct dassified: 3.702 Wrong dassified: 1.063
Accuracy: 77,692% Errar: 22,308%
Cohen's kappa (k): 0,541%

Sekil 6. 18 Lojistik Regresyon Karmasiklik Matrisi
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Elde edilen sonuglar dogrultusunda COVID-19 test sonuclarina gore gercekte
2083 pozitif hastadan 1443 hastanin pozitif, 640 hastanin ise negatif sonuglu olarak
tahmin edildigi goriilmektedir. Test sonucu pozitif olan hastalarin dogru tahmin edilme
orani %69,3 olarak saptanmistir. COVID-19 test sonuglarina gore gercekte 2682
negatif sonuglu hastadan 2259 hastanin negatif, 423 hastanin ise pozitif sonuglu olarak
tahmin edildigi goriilmektedir. Test sonucu negatif olan hastalarin dogru tahmin
edilme oranm1 %84,2 olarak saptanmistir. Karmasiklik matrisi kdsegeninde yer alan
dogru tahmin sayilarina dair oran ise %77,7 olarak saptanmistir. Modelin teshis

oranlar1 Tablo 6.4’te gosterilmektedir.

Tablo 6. 4 Lojistik Regresyon Modeline iliskin Bulgular

Gergek
Test Sonucu | Test Sonucu 2
Pozitif Negatif Togly Teshis (%)
e 1443 423 1866 69,3%
Pozitif
c
1S
< | TestSonucu 640 2259 2899 84,2%
= Negatif
Toplam 2083 2682 4765 77,7%
Lojistik regresyon modeline iliskin skorcu operatorii ¢iktist Sekil 6.19’da
gosterilmektedir.

Coheris kappa

Sekil 6. 19 Lojistik Regresyon Modeli Skorcu Ciktisi

Model dogrulugunu arttirmak i¢in is akisina 6zellik se¢imi dongiisii baslangi¢
operatorii (feature selection loop start (1:1)) ve 6zellik se¢cimi dongiisii bitis operatorii
eklenmistir. Ozellik secimi dongiisii baslangic operatdrii penceresinde sinif etiketi olan
sonu¢ siitunu statik siitunlar (static columns) kismina almmustir. Ozellik secimi
stratejisi i¢in ileri 6zellik se¢imi (forward feature selection) stratejisi tercih edilmistir.
Ozellik se¢imi déngiisii bitis operatdrii penceresinde skor olarak dogruluk (accuracy)

secilmistir.

Is akisinin son hali Sekil 6.20°de gosterilmektedir.
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Sekil 6.20 Lojistik Regresyon - Ozellik Secimi i¢in Is Akis
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Dongii, WBC degiskeni eklenerek %71,4 ile baslamistir. En yiiksek dogruluk
orani 9. yinelemede modelde WBC, LYM%, ALT, AST, CRP, MONO%, Kreatinin,

Kreatinin Kinaz (CK), Ure 6znitelikleri mevcutken elde edilmistir. Ozellik segimi

analizi

sonucunda modelden cinsiyet, yas, RBC ve HGB, degiskenlerinin

cikarilmasiyla %77,8 dogruluk degerinin elde edilebilecegi goriilmiistiir (Sekil 6.21 ve

Sekil 6.22).
@A Result Table (Table - m| X
Rows:13 | Columns: 3 Q
[] #  Rowp Jnolfeanres V' b ahaste Sl feature v Y
O 1 1 1 0.714 WEC
O 2 2 2 0.741 MONO%
O 3 3 3 0.759 CRP
O s 4 4 0.762 Ure
O s 5 5 0.766 AST
[ s 6 6 0.77 LYM%
|:| 7 7 7 0.776 Kreatin Kinaz (CK)
[ s 8 8 0.777 Kreatinin
[ 9 9 9 0.778 ALT
1 10 10 10 0.777 REC
O n 11 11 0.776 Yas
[ 12 12 12 0.776 HGB
1 13 All 13 0.772 Cinsiyet

Sekil 6.21 Lojistik Regresyon Ozellik Secimi Analizi Sonucu

Nr. of features

|l el ol o | B RS ) oo | 5 0

Sekil 6.22 Lojistik Regresyon Ozellik Segimi Analizi - Maksimum Dogruluk Degerini
Saglayan Kombinasyon

86



6.1.5 Rastgele Orman ile Modelleme

Olusturulan rastgele orman modelinin ¢aligtirilmasi sonrasi hastanin COVID-19
test sonucunu tahminleyen modelin basarisim1 gosteren karmasiklik matrisi sekil

6.23’te gosterilmistir.

File Hilite
Prediction (Sonuc) \ Sonug  POZITIF MEGATIF
POZITIF 1452 379
MEGATIF 5a1 2303
Correct dassified: 3.795 Wrong dassified: 970
Accuracy: 79,643% Errar: 20,357%
Cohen's kappa (k): 0,582%

Sekil 6. 23 Rastgele Orman Karmagiklik Matrisi

Elde edilen sonuglar dogrultusunda COVID-19 test sonuclarina gore gercekte
2083 pozitif hastadan 1492 hastanin pozitif, 591 hastanin ise negatif sonuglu olarak
tahmin edildigi goriilmektedir. Test sonucu pozitif olan hastalarin dogru tahmin edilme
orani %71,6 olarak saptanmistir. COVID-19 test sonuclarina gore gercekte 2682
negatif sonuglu hastadan 2303 hastanin negatif, 379 hastanin ise pozitif sonuglu olarak
tahmin edildigi goriilmektedir. Test sonucu negatif olan hastalarin dogru tahmin
edilme oran1 %85,9 olarak saptanmistir. Karmagiklik matrisi kdsegeninde yer alan
dogru tahmin sayilarina iliskin oran ise %79,6 olarak saptanmistir. Modelin teshis

oranlar1 Tablo 6.5°te gosterilmektedir.

Tablo 6. 5 Rastgele Orman Modeline Iliskin Bulgular

Gergek
Test Sonucu | Test Sonucu o
Pozitif Negatif Toplam Teshis (%)
TestSonueu |49 379 1871 71,6%
Pozitif
£
g | Test Sonucu
E’ Negatif 591 2303 2894 85,9%
Toplam 2083 2682 4765 79,6%
Rastgele orman modeline iliskin skorcu operatorii ¢iktist Sekil 6.24°te
gosterilmektedir.
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wip T g Recall Precision Sensitivity Specificity F-measure Accuracy Cohen'skappa. . <7

Sekil 6. 24 Rastgele Orman Modeli Skorcu Ciktisi

Model dogrulugunu arttirmak icin is akisina 6zellik secimi dongiisii baslangi¢
operatorii (feature selection loop start (1:1)) ve 6zellik se¢imi dongiisii bitis operatorii
eklenmistir. Ozellik secimi dongiisii baslangic operatdrii penceresinde sinif etiketi olan
sonu¢ siitunu statik siitunlar (static columns) kismina almmustir. Ozellik secimi
stratejisi i¢in ileri 6zellik se¢imi (forward feature selection) stratejisi tercih edilmistir.
Ozellik se¢imi dongiisii bitis operatdrii penceresinde skor olarak dogruluk (accuracy)

secilmistir.

Is akisinin son hali Sekil 6.25’te gosterilmektedir.

Feature Selection Loop Start (1:1)
ol
sle Random Forest Learner
»>
- e
— N g R > ;
> E : \ m i coe | Feature Selection Loop End

| coe .
== ~ s >
ole] } ‘ oo | . Random Forest Predictor X-Aggregator e ——o [

|
| N \ >
Excel Readerl Statistics | Stalistics N P e ﬁ' .
| \ —p >
S S - s =

oce 508 coe

L | | X-Partitioner
. ) Missing Value
Numeric Outliers

{ele] )

Sekil 6.25 Rastgele Orman - Ozellik Secimi I¢in Is Akisi

Dongii, WBC degiskeni eklenerek %71 ile baslamistir. En yiliksek dogruluk
orani 11. yinelemede modelde WBC, CRP, LYM%, MONO%, yas, HGB, Kreatinin,
Kreatinin Kinaz (CK), AST, RBC, Ure 6znitelikleri mevcutken elde edilmistir. Ozellik
secimi analizi sonucunda modelden cinsiyet ve ALT degiskenlerinin ¢ikarilmasiyla

%80,2 dogruluk degerinin elde edilebilecegi goriilmiistiir (Sekil 6.26 ve Sekil 6.27).
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W7 Result Table (Table) — O

Rows: 13 | Columns: 3 Q
[ #  Rowp jnoffeanres Nl v g feature v Y
1 1 1 0.71 WBC

d =z 2 2 0.723 CRP

[] = 3 3 0.767 MONO%

] 4 4 4 0.778 LYM%

1 s 5 5 0.79 Yag

1 s 6 6 0.797 HGE

0 7 7 7 0.798 Kreatin Kinaz (CK)

[] e 2 ] 0.799 Kreatinin

[ o 9 9 0.8 AST

O 1o 10 10 0.798 REC

 n 11 11 0.802 Ure

d 12 12 12 0.801 ALT

13 All 13 0.796 Cinsiyet

Sekil 6.26 Rastgele Orman Ozellik Segimi Analizi Sonucu

N, of features H sonuc

"

in Kinaz (CK)
inin

e o] o] ] n| B an| B ] oo 0| B

Sekil 6.27 Rastgele Orman Ozellik Se¢imi Analizi - Maksimum Dogruluk Degerini Saglayan
Kombinasyon

6.1.6 Destek Vektor Makineleri ile Modelleme

Olusturulan destek vektdr makineleri modelinin c¢alistirilmasi sonrasi hastanin
COVID-19 test sonucunu tahminleyen modelin basarisini gosteren karmasiklik matrisi

Sekil 6.28’de gosterilmistir.

Confusion Matrix - 4:29 - Scorer — O *
File Hilite
Prediction (Sonug) \ Sonug  NEGATIF POZITIF
MEGATIF 2242 024
POZITIF 440 1459
Correct dassified: 3.701 Wrong dassified: 1.064
Accuracy: 77,671% Error: 22,329%
Cohen's kappa (k): 0,542%

Sekil 6.28 Destek Vektor Makineleri Karmasiklik Matrisi
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Elde edilen sonuglar dogrultusunda COVID-19 test sonuclarina gore gercekte
2083 pozitif hastadan 1459 hastanin pozitif, 624 hastanin ise negatif sonuglu olarak
tahmin edildigi goriilmektedir. Test sonucu pozitif olan hastalarin dogru tahmin edilme
orani %70 olarak saptanmistir. COVID-19 test sonuclarina gore gercekte 2682 negatif
sonuclu hastadan 2242 hastanin negatif, 440 hastanin ise pozitif sonuglu olarak tahmin
edildigi goriilmektedir. Test sonucu negatif olan hastalarin dogru tahmin edilme orani
%83,6 olarak saptanmistir. Karmagsiklik matrisi kdsegeninde yer alan dogru tahmin
sayilarma iligkin oran ise %77,7 olarak saptanmistir. Modelin teshis oranlar1 Tablo

6.6’da sunulmaktadir.

Tablo 6. 6 Destek Vektor Makineleri Modeline Iliskin Bulgular

Gergek
Test Sonucu | Test Sonucu .
Pozitif | Negatif | 'oP/am | Teshis (%)

o 1459 440 1899 70,0%
c Pozitif
‘E | Test Sonucu 0
E Negatif 624 2242 2866 83,6%

Toplam 2083 2682 4765 77,7%
Destek vektor makineleri modeline iliskin skorcu operatorii ¢iktist Sekil 6.29°da
gosterilmektedir.

Sekil 6.29 Destek Vektor Makineleri Modeli Skorcu Ciktisi

Model dogrulugunu arttirmak i¢in 1s akigina 6zellik se¢imi dongiisii baslangi¢
operatorii (feature selection loop start (1:1)) ve 6zellik se¢cimi dongiisii bitis operatdrii
eklenmistir. Ozellik secimi déngiisii baslangic operatérii penceresinde simif etiketi olan
sonu¢ siitunu statik siitunlar (static columns) kismina almmustir. Ozellik secimi
stratejisi i¢in ileri 6zellik se¢imi (forward feature selection) stratejisi tercih edilmistir.
Ozellik se¢imi dongiisii bitis operatdrii penceresinde skor olarak dogruluk (accuracy)

secilmistir.

Is akisinin son hali Sekil 6.30°da gosterilmektedir.
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Sekil 6.30 Destek Vektor Makineleri - Ozellik Secimi I¢in Is Akisi

Dongli, WBC degiskeni eklenerek %71,4 ile baslamistir. En yiiksek dogruluk
oran1 13. yinelemede modelde baslangigta olan tiim Oznitelikleri mevcutken elde
edilmistir. Ozellik se¢imi analizi sonucunda modelden &znitelik ¢ikarilmamasi

onerilmektedir (Sekil 6.31 ve Sekil 6.32).

@7 Result Table (Table) — O *
Rows:13 | Columns: 3 Q
[ #  Rowm Nnolfeatres N oo bl Ve feature vV
1 1 1 0.714 WBC

O 2 2 2 0.742 MONO%

] = 3 3 0.76 CRP

] 4 4 4 0.763 LYM%

] s 5 5 0.766 Ure

] s 6 6 0.769 ALT

O 7 7 7 0.774 AST

[] e ] ] 0.775 HGE

] g 9 9 0776 Cinsiyet

] 10 10 10 0.775 Kreatinin

O n 11 11 0776 RBC

0 12 12 12 0.775 Yag

J 13 All 13 0.777 Kreatin Kinaz (CK)

Sekil 6.31 Destek Vektor Makineleri Ozellik Se¢imi Analizi Sonucu

Mr. of features

in Kinaz (CK)
Kreatinin

| vl | en| o || 0| S0

Sekil 6.32 Destek Vektor Makineleri Ozellik Segimi Analizi - Maksimum Dogruluk Degerini
Saglayan Kombinasyon
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6.1.7 Siiflandirma Modellerinin Performans Degerlendirmesi

Siniflandirma modellerinin performanslarina iliskin gostergeler Tablo 6.7°de

sunulmaktadir.

Tablo 6.7 Smiflandirma Modelleri Performans Degerlendirme Tablosu

Karar K-En Naive Lojistik Rastgele Destg'k
Agaci Yakin Bayes Regresyon Orman Vektor
& Komgu Y gresy Makineleri
Dogruluk 0,778 0,690 0,752 0,777 0,796 0,777
Hata Orani 0,222 0,310 0,248 0,223 0,204 0,223
Duyarlilik 0,701 0,457 0,642 0,693 0,716 0,700
Belirleyicilik 0,838 0,872 0,837 0,842 0,859 0,836
Yanhs Pozitif - 14 0,128 0,163 0,158 0,141 0,164
Orani
Yanhs Negatif 5 594 0,543 0,358 0,307 0,284 0,300
Orani
Kesinlik 0,771 0,735 0,754 0,773 0,797 0,768
Negatif Ongdrli ) 744 0,674 0,751 0,779 0,796 0,782
Degeri
F 0,735 0,563 0,694 0,731 0,755 0,733
Pozitif
Olabilirlik 4,334 3,570 3,942 4,392 5,069 4,269
Orani
Negatif
Olabilirlik 0,356 0,623 0,427 0,365 0,330 0,358
Orani
Tanisal
Ustiinliik Orant 12,167 5,729 9,226 12,041 15,340 11,914

Tablo 6.7°ye gore modeller arasinda en yiiksek dogruluk, 0,796 degeri ile

rastgele orman modeliyle saglanmistir. En diisiik dogruluk degeri ise 0,690 ile K-en

yakin komgu modeline aittir. Tahmin modellerinin dogruluk degerleri en yiiksekten en

diisiige dogru sirasiyla rastgele orman, karar agaci, lojistik regresyon ve destek vektor

makineleri, Naive Bayes, K-en yakin komsu seklindedir.

En yiiksek duyarlilik degerine 0,716 degeri ile rastgele orman modeli sahiptir.

K-en yakin komsu modeli 0,457 ile en diisiik duyarliliga sahiptir. Tahmin modellerinin

duyarlhilik (dogru pozitif (tanima) orani) degerleri en yliksekten en diisiige dogru
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sirasiyla rastgele orman, karar agaci, destek vektor makineleri, lojistik regresyon,

Naive Bayes, K-en yakin komsu seklindedir.

En yiiksek belirleyicilik degerine 0,872 degeri ile K-en yakin komsu modeli
sahiptir. Destek vektor makineleri modeli 0,836 ile en diisiik belirleyicilige sahiptir.
Tahmin modellerinin belirleyicilik (dogru sekilde tanimlanan negatif 6rneklerin orani)
degerleri en yiiksekten en diisiige dogru sirastyla K-en yakin komsu, rastgele orman,

lojistik regresyon, karar agaci, Naive Bayes, destek vektor makineleri seklindedir.

En yiiksek tanisal iistiinliikk oranina 15,340 degeri ile rastgele orman modeli
sahiptir. En diisiik tanisal Gstiinliik oranina ise 5,729 degeri ile K-en yakin komsu
modeli sahiptir. Tahmin modellerinin tanisal iistiinliik oranina degerleri en yiiksekten
en diisiige dogru sirasiyla rastgele orman, karar agaci, lojistik regresyon, destek vektor

makineleri, Naive Bayes, K-en yakin komsu seklindedir.

Is akislarma ozellik se¢imi dongiisii eklendikten sonra g¢ikarilmasi &nerilen

Oznitelikler ve model dogruluklar: Tablo 6.8’de sunulmaktadir.

Karar agaci modeli i¢in yas ve RBC 0zniteliklerinin ¢ikarilmasi 6nerilmektedir.

Boylece %]1,6 artis saglanarak dogruluk degerinin %79,4 e ulasabilecegi goriilmiistiir.

K-en yakin komsu modeli i¢in cinsiyet, yas, RBC, HGB, LYM%, ALT, AST,
Kreatin Kinaz (CK) ve Ure 6zniteliklerinin ¢gikarilmas1 dnerilmektedir. Boylece %8,5

artis saglanarak dogruluk degerinin %77,5’e ulasabilecegi goriilmiistiir.

Naive Bayes modeli i¢in cinsiyet ve AST 0Ozniteliklerinin ¢ikarilmasi
onerilmektedir. Boylece %]1,5 artis saglanarak dogruluk degerinin %76,7’ye

ulasabilecegi goriilmiistiir.

Lojistik regresyon modeli i¢in cinsiyet, yas, RBC ve HGB 0zniteliklerinin
¢ikarilmasi 6nerilmektedir. Boylece %0,1 artig saglanarak dogruluk degerinin %77,8’e

ulasabilecegi goriilmiistiir.

Rastgele orman modeli i¢in cinsiyet ve ALT Ozniteliklerinin ¢ikarilmasi
onerilmektedir. Bodylece 90,6 artis saglanarak dogruluk degerinin %80,2’ye

ulasabilecegi goriilmiistiir.

Destek vektor makineleri modeli igin 6znitelik ¢ikarilmasi 6nerilmemektedir.
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Tablo 6.8 Ozellik Secimi Déngiisii Ciktilart

Cikarilmast K- En Naive Lojistik Rastgele Destg.k
Onerilen Yakin Baves Rearesvon Orman Vektor
Oznitelik Komsu Y gresy Makineleri
Cinsiyet X X X X

Yas X X

WBC

RBC X X

HGB X X

LYM% X

MONO%

ALT X X

AST X X

CRP

Kreatin Kinaz X

(CK)

Kreatinin

Ure X

Yeni

Dogruluk 77,5% 76,7% 77,8% 80,2% 77,7%
Oram

Eski

Dogruluk 69,0% 75,2% 77,7% 79,6% 77,7%
Oram

Fark 8,5% 1,5% 0,1% 0,6% 0,0%

Onerilen 6zniteliklerin ¢ikarilmasi sonrasi elde edilen dogruluk degerleri en

yuksekten en diisiige dogru sirasiyla rastgele orman, karar agaci, lojistik regresyon,

destek vektor makineleri, K-en yakin komsu, Naive Bayes seklindedir.

6.2 iki Asamah Kiimeleme Analizine iliskin Bulgular

6.2.1 Pozitif Hastalar i¢in iki Asamah Kiimeleme Analizi

Test sonucu pozitif olan hastalara iliskin analiz sonucunda iki kiime elde

edilmistir. Olusan kiimelere ait tiye sayilar1 Sekil 6.33’teki grafikte gdsterilmektedir.

Birinci kiime 1032 hastadan, ikinci kiime 1051 hastadan olugsmaktadir.
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Sekil 6.33 Pozitif Hastalar ki Asamali Kiimeleme Analizi - Kiime Uye Sayilari

Degiskenlerin  kiimeler {izerindeki etkisi asagidaki

sekiller

uzerinden

incelenmektedir. ALT degiskeni yalnizca Kiime 1 i¢in énemli etkiye sahiptir. Kiime
1’deki hastalarin ALT degeri ortalamas1 29,37; Kiime 2’deki hastalarin ise 20,98

olarak elde edilmistir. AST degiskeni yalnizca Kiime 1 icin ayirt edici etkiye sahiptir.

Kiime 1’deki hastalarin AST degeri ortalamasi 29,40; Kiime 2’deki hastalarin ise
25,78 olarak elde edilmistir (Sekil 6.34).

TwioStep

ALT
& 100 &

cluster-2

cluster-1

cluster-2 eluster-1
Importance . .
0.o0 1.00
hlean 2088 2037
Standard Dewiation 12450 1451

TwoStep

AST
& 100 &

cluster-2

cluster-1

cluster-2 cluster-1
mportance . .
0.00 1.00
ldean 2578 2040
Standard Deviation 9.15 g.11

Sekil 6.34 Pozitif Hastalar ALT, AST - Kiimeler Uzerindeki Etkisi

CRP degiskeni yalnizca Kiime 1 i¢in 6nemli etkiye sahiptir. Kiime 1’deki

hastalarin CRP degeri ortalamasi 11,62; Kiime 2’deki hastalarin ise 10,34 olarak elde

edilmistir. Cinsiyet degiskeni her iki kiime i¢in de ayirt edici etkiye sahiptir. Kiime

1°deki hastalarin %99,9’u erkeklerden, Kiime 2’deki hastalarin %98,6’s1 kadinlardan

olugsmaktadir (Sekil 6.35).
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Sekil 6.35 Pozitif Hastalar CRP, Cinsiyet - Kiimeler Uzerindeki EtKisi

HGB degiskeni yalnizca Kiime 1 i¢in dnemli etkiye sahiptir. Kiime 1’deki
hastalarin HGB degeri ortalamasi 14,93; Kiime 2’deki hastalarin ortalamasi ise 12,85
olarak elde edilmistir. Kreatin Kinaz degiskeni yalnizca Kiime 1 i¢in dnemli etkiye
sahiptir. Kiime 1°deki hastalarin Kreatin Kinaz degeri ortalamasi 126,98; Kiime 2’deki
hastalarin ise 85,75 olarak elde edilmistir (Sekil 6.36).

TwaStep TwoStep
HGH Kreatin Kinaz (GK)
W 100 & & 100 &

cluster-2 cluster-1 cluster-2 cluster-1
cluster-2 cluster-1 cluster-2 cluster-1

Importance . . Importance . .
0.00 1.00 0.o0 1.00

lean 1285 1483 vean 8574 126 98
Standard Dewiation 1.35 1.36 Standard Deviation 4838 G282

Sekil 6.36 Pozitif Hastalar HGB, Kreatin Kinaz - Kiimeler Uzerindeki Etkisi

Kreatinin degiskeni yalnizca Kiime 1 i¢in ayirt edici etkiye sahiptir. Kiime
1’deki hastalarin Kreatinin degeri ortalamasi1 0,94; Kiime 2’deki hastalarin ise 0,71
olarak elde edilmistir. MONO% degiskeni yalnizca Kiime 1 i¢in 6nemli etkiye
sahiptir. Kiime 1°deki hastalarin MONO% degeri ortalamasi 11,44 iken Kiime 2’deki
hastalarin ortalamasi ise 10,36 olarak elde edilmistir (Sekil 6.37).
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Two Step Two Step
Kreatinin W OMD
W 100 W & 100 &

cluster-2 cluster-1 cluster-2 cluster-1
cluster-2 cluster-1 cluster-2 cluster-1
Importance . . Importance . .
0.00 1.00 0.00 1.00
hean 0.71 0.84 ean 10.36 11.44
Standard Deviation 0.18 0.1a Standard Deviation .75 .65

Sekil 6.37 Pozitif Hastalar Kreatinin, MONO% - Kiimeler Uzerindeki Etkisi

RBC degiskeni yalnizca Kiime 1 i¢in ayirt edici etkiye sahiptir. Kiime 1’deki
hastalarin RBC degeri ortalamasi 4,99 iken Kiime 2’deki hastalarin ortalama degeri
4,48 olarak elde edilmistir. Ure degiskeni yalnizca Kiime 1 i¢in dnemli etkiye sahiptir.
Kiime 1°deki hastalarin Ure degeri ortalamasi 30,72; Kiime 2’deki hastalarin ise 25,95
olarak elde edilmistir (Sekil 6.38).

Tw o Step Tw o Step
REC Ure
& 100 & & 100 &
cluster-2 cluster-1 cluster-2 cluster-1
cluster-2 cluster-1 cluster-2 cluster-1
Importance . . mportance . .
0.00 1.00 o.oo 1.00
hiean 4.48 4.99 Ivlean 2585 3072
Standard Deviation 0.42 0.44 Standard Dendation 9.98 9.35

Sekil 6.38 Pozitif Hastalar RBC, Ure - Kiimeler Uzerindeki Etkisi

WBC degiskeni yalnizca Kiime 1 i¢in 6nemli etkiye sahiptir. Kiime 1’deki

hastalarin WBC degeri ortalamasi 7,08; Kiime 2’deki hastalarin ise 6,41 olarak elde
edilmistir (Sekil 6.39).



Two Step

WELC
& 100 %
cluster-2 cluster-1
cluster-2 cluster-1
mportance . .
0.00 1.00
Iviean G.41 7.08
Standard Deviation 2.45 2.35

Sekil 6.39 Pozitif Hastalar WBC - Kiimeler Uzerindeki Etkisi

Kiime 1 icin genel bir degerlendirme yapacak olursak bu kiimenin ¢ogunlukla
erkek hastalardan olustugunu ve bu hastalarin degiskenlere iliskin ortalama
degerlerinin ALT igin 29,37; AST igin 29,40; CRP i¢in 11,62; HGB i¢in 14,93; Kreatin
Kinaz icin 126,98; Kreatinin icin 0,94; MONO% icin 11,44; RBC i¢in 4,99; Ure i¢in
30,72 ve WBC i¢in 7,08 oldugunu séylemek miimkiindiir.

Kiime 2 ise ¢ogunlukla kadin hastalardan olusmaktadir. Bu kiimenin ALT
degerleri ortalamasi 20,98; AST degerleri ortalamasi 25,78; CRP degerleri ortalamasi
10,34; HGB degerleri ortalamasi1 12,85; Kreatin Kinaz degerleri ortalamasi 85,75;
Kreatinin degerleri ortalamasi 0,71; MONO% degerleri ortalamas1 10,36; RBC
degerleri ortalamasi 4,48; Ure degerleri ortalamasi 25,95 ve WBC degerleri ortalamasi

6,41 dir.
6.2.2 Negatif Hastalar i¢cin iki Asamali Kiimeleme Analizi

Test sonucu negatif olan hastalara iliskin analize gore iki kiime elde edilmistir.
Olusan kiimelere ait iiye sayilart Sekil 4.40’taki grafikte gosterilmektedir. Birinci
kiime 1274 hastadan, ikinci kiime 1408 hastadan olusmaktadir.
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Negatif Hasta iki Asamali Kimeleme Analizi - Kiime Uye
Miktarlari
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Sekil 6.40 Negatif Hastalar ki Asamali Kiimeleme Analizi - Kiime Uye Sayilar

Degiskenlerin kiimeler iizerindeki etkisi asagida incelenmektedir. ALT
degiskeni yalnizca Kiime 2 i¢in 6nemli etkiye sahiptir. Kiime 1°deki hastalarin ALT
degeri ortalamasi 18,18; Kiime 2’deki hastalarin ise 28,28 olarak elde edilmistir. AST
degiskeni yalnizca Kiime 2 i¢in ayirt edici etkiye sahiptir. Kiime 1’deki hastalarin AST
degeri ortalamasi 22,09; Kiime 2’deki hastalarin ise 26,35 olarak elde edilmistir (Sekil
6.41).

TwoStep TwoStep
ALT AST
& 100 % & 100 %
cluster-2 cluster-1 cluster-2 cluster-1

cluster-2 cluster-1 cluster-2 cluster-1
Importance .I . mportance ' .
1.00 0.00 1.00 0.00
llean 2828 18.18 Iviean 2835 2204
Standard Dewiation 1417 1042 Standard Dewiation g.18 7.44

Sekil 6.41 Negatif Hastalar ALT, AST- Kiimeler Uzerindeki EtKisi

Kiime 1°deki hastalarin CRP degeri ortalamasi 8,50; Kiime 2’deki hastalarin ise
9,36 olarak elde edilmistir. Cinsiyet degiskeni her iki kiime i¢in de ayirt edici etkiye
sahiptir. Kiime 1’deki hastalarin %99,1°1 kadinlardan, Kiime 2’deki hastalarin tamami

erkeklerden olusmaktadir (Sekil 6.42).
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Twa Step Two Step
CRF Cinsi
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Sekil 6.42 Negatif Hastalar CRP, Cinsiyet - Kiimeler Uzerindeki EtKisi

HGB degiskeni yalnizca Kiime 2 i¢in dnemli etkiye sahiptir. Kiime 1’deki
hastalarin HGB degeri ortalamasi 12,78; Kiime 2’deki hastalarin ise 15,03 olarak elde
edilmistir. Kreatin Kinaz degiskeni yalnizca Kiime 2 i¢in 6nemli etkiye sahiptir. Kiime
1’deki hastalarin Kreatin Kinaz degeri ortalamasi 87,50; Kiime 2’deki hastalarin ise

135,67 olarak elde edilmistir (Sekil 6.43).

Two Step

Tw o Step
HGE Kreatin Kinaz (C
& 100 % & 100 &Kj

cluster-2 cluster-1 cluster-2 cluster-1
cluster-2 cluster-1 cluster-2 cluster-1

mportance ' . ' .

F' 1.00 0.00 mportance 1.00 0.00

hean 151:53 1278 Ivlean 135.67 8750
Standard Deiation 1.52 1.4 Standard Deviation 8407 4882

Sekil 6.43 Negatif Hastalar HGB, Kreatin Kinaz (CK) - Kiimeler Uzerindeki EtKisi

Kreatinin degiskeni yalnizca Kiime 2 i¢in dnemli etkiye sahiptir. Kiime 1’deki
hastalarin Kreatinin degeri ortalamast 0,70 iken Kiime 2’deki hastalarin ortalama
degeri 0,91 olarak elde edilmistir. LYM% degiskeni yalnizca Kiime 1 i¢in ayirt edici
etkiye sahiptir. Kiime 1°deki hastalarin LYM% degeri ortalamasi 28,01; Kiime 2’deki
hastalarin ise 26,96 olarak elde edilmistir (Sekil 6.44).
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Two Step
Kreatinin

& 100 &
cluster-2 cluster-1
cluster-2 cluster-1
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1.00 0.0o
lvlean 0.a1 0.7o
Standard Deiation 0.18 0.17

Sekil 6.44 Negatif Hastalar Kreatinin, LYM% - Kiimeler Uzerindeki EtKisi

MONO% degiskeni yalnizca Kiime 2 i¢in 6nemli etkiye sahiptir. Kiime 1’deki
hastalarin MONQO% degeri ortalamas1 7,88; Kiime 2’deki hastalarin 8,63 olarak elde
edilmistir. RBC degiskeni yalnizca Kiime 2 igin ayirt edici etkiye sahiptir. Kiime
2’deki hastalarin RBC degeri ortalamasi 4,98 iken Kiime 1’deki hastalarin ortalama

Two Step
Ll
& 000 o
cluster-2 cluster-1
cluster-2 cluster-1
Importance . .
0.04 0.av
vlean 26 96 2801
Standard Deviation 1061 1015

degeri 4,44 olarak elde edilmistir (Sekil 6.45).

Twa Step
hA MO
& 100 o

cluster-2 cluster-1
cluster-2 cluster-1
Importance ' .
1.00 0.0o
lean 8.63 7.88
Standard Deviation 2.60 2.47

Two Step
REC
& 100 o
cluster-2 cluster-1
cluster-2 cluster-1
Importance . .
1.00 0.00
hdean 4.93 4.44
Standard Deviation 0.48 0.42

Sekil 6.45 Negatif Hastalar MONO%, RBC - Kiimeler Uzerindeki Etkisi

Ure degiskeni yalmizca Kiime 2 icin ayirt edici etkiye sahiptir. Kiime 1’deki
hastalarin Ure degeri ortalamas1 28,43; Kiime 2’deki hastalarin 32,02 olarak elde
edilmistir. WBC degiskeni yalnizca Kiime 2 i¢in 6nemli etkiye sahiptir. Kiime 1°deki
hastalarin WBC degeri ortalamasi 8,75; Kiime 2’deki hastalarin 9,36 olarak elde

edilmistir (Sekil 6.46).
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Two Step Two Step
Ure VWELC
& 100 % o 100 &

cluster-2 cluster-1 cluster-2 cluster-1
cluster-2 cluster-1 cluster-2 cluster-1

mportance . . mporta . .

. 1.00 0.00 parance 1.00 0.oo

Ivlean 3202 2843 lvkean 9.36 B.75

Standard Deviation 9.24 1072 Standard Deviation 2.1 2.64

Sekil 6.46 Negatif Hastalar Ure, WBC - Kiimeler Uzerindeki EtKisi

Yas degiskeni yalnizca Kiime 1 i¢in ayirt edici etkiye sahiptir. Kiime 1’in yas
ortalamasi 45 iken Kiime 2 ortalama 42 yasindaki hastalardan olusmaktadir (Sekil
6.47).

Twa Step
‘fas
W 100 &
cluster-2 cluster-1
cluster-2 cluster-1
mportance . .
0.oo 1.00
lilean 4183 44 76
Standard Deviation 168461 1782

Sekil 6.47 Negatif Hastalar Yas - Kiimeler Uzerindeki Etkisi

Kiime 1 i¢in genel bir degerlendirme yapacak olursak bu kiimenin ¢ogunlukla
yas ortalamasi 45 olan kadin hastalardan olustugunu ve diger degiskenler i¢in ortalama
degerlerin sirastyla ALT i¢in 18,18; AST igin 22,09; CRP i¢in 8,50; HGB igin 12,78;
Kreatin Kinaz i¢in 87,50; Kreatinin i¢in 0,70; LYM% i¢in 28,01; MONO% ig¢in 7,88;
RBC i¢in 4,44; Ure i¢cin 28,43 ve WBC i¢in 8,75 oldugunu séylemek miimkiindiir.

Kiime 2 ise ¢ogunlukla yas ortalamasi 42 olan erkek hastalardan olugmaktadir.

Bu kiimedeki hastalarin ALT degerleri ortalamasi1 28,28; AST degerleri ortalamasi

26,35; CRP degerleri ortalamasi 9,36; HGB degerleri ortalamasi 15,03; Kreatin Kinaz

degerleri ortalamasi 135,67; Kreatinin degerleri ortalamas1 0,91; LYM% degerleri
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ortalamasi 26,96; MONO% degerleri ortalamasi 8,63; RBC degerleri ortalamasi 4,98;
Ure degerleri ortalamasi 32,02 ve WBC degerleri ortalamasi 9,36dur.
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7. SONUC VE ONERILER

COVID-19, ortaya ¢iktig1 ilk gilinden itibaren tiim diinyay1 fiziksel, mental ve
ekonomik olarak tehdit etmistir. Ulkemizdeki etkileri agirhikli olarak 2020-2022
yillarinda hissedilmis olsa da, COVID-19 yok olmamus olup etkilerini siirdiirmektedir.
Bu tez c¢alismasi, COVID-19 siiphesi tasiyan hastalara iliskin verilerin veri
madenciliginde smiflandirma ve kiimeleme yontemleri ile degerlendirilmesini

icermektedir.

Calismada kullanilan veri seti 6n hazirlik asamasi i¢in %20’den fazla eksik
degere sahip olan gozlem ve Ozniteliklerin kaldirilmasi, aykir1 degerlerin izin verilen
en yakin deger ile degistirilmesi ve eksik verilerin metin veri tipindeki degiskenler i¢in
en sik tekrarlanan deger, sayisal veri tipindeki degiskenler i¢in ortalama degerin eksik
veri yerine atanmasi stratejileri uygulanmistir. Veri seti, COVID-19 testi yaptirmis
olan ayaktan tedavi goren hastalara ait sonug, cinsiyet, yas, WBC, RBC, HGB,
LYM%, MONO%, ALT, AST, CRP, Kreatin Kinaz, Kreatinin ve Ure olmak iizere

toplamda on dort 6znitelikten olugsmaktadir.

Siniflandirma ¢aligmasi boliimiinde COVID-19 testi yaptirmis olan hastalara ait
cinsiyet, yas, WBC, RBC, HGB, LYM%, MONO%, ALT, AST, CRP, Kreatin Kinaz,
Kreatinin ve Ure olmak iizere toplamda on ii¢ &znitelik kullanilarak test sonucunun
tahminlenmesi hedeflenmistir. Ozniteliklerin se¢imi ve ozniteliklerin elenmesi
asamalarinda uzman goriisiinden yararlanilmistir. Olusturulan veri seti karar agaci, K-
en yakin komsu, Naive Bayes, lojistik regresyon, rastgele orman ve destek vektor
makineleri algoritmalariyla KNIME 5.2.2 kullanilarak modellenmistir. Olusturulan
modeller dogruluk orani, hata orani, duyarlilik, belirleyicilik, yanls pozitif orani,
yanlis negatif orani, kesinlik, negatif 6ngdrii degeri, F, pozitif olabilirlik orani, negatif
olabilirlik orani, tanisal Ustlinliikk oranit bakimindan degerlendirilmistir. En yiiksek
dogruluk 0,796 ve en yiiksek tanisal istiinliik oram1 15,340 ile rastgele orman
modelinde elde edilmistir. En diisiik dogruluk 0,690 ve en diisiik tanisal istiinliik oran1

5,729 degeri ile K-en yakin komsu modelinde elde edilmistir.

Olusturulan modellere 6zellik secim dongiisii eklenerek modelden ¢ikarilmasi
Onerilen Oznitelikler saptanmis ve dogruluk degerlerine etkisi incelenmistir. Elde
edilen ¢iktilara gore 6zellik se¢imi sonrasi en yiiksek dogruluk oranini rastgele orman

modeli vermistir. Cinsiyet ve ALT 6zniteliklerinin ¢ikarilmasi sonrasi rastgele orman
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modelinin %80,2 dogruluga ulasabilecegi goriilmiistiir. Ozellik se¢imi ile dogruluk
oraninin en ¢ok arttigr model %8,5 ile k-en yakin komsu modeli olmustur. K-en yakin
komsu ayni zamanda modelden en ¢ok 6znitelik ¢ikarilmasi 6nerilen model olmustur.
Cinsiyet, yas, RBC, HGB, LYM%, ALT, AST, Kreatin Kinaz (CK) ve Ure olmak
lizere toplam dokuz 6zniteligin ¢ikarilmasi sonrasi elde edilen dogruluk orani1 %77,5
olmustur. Modelden 6znitelik ¢ikarilmasi onerilmeyen tek model ise destek vektor
makineleri olmustur. Bununla beraber cinsiyet degiskeni uygulanan alti modelden

dordiinde ¢ikarilmasi onerilerek, en ¢cok ¢ikarilmasi 6nerilen 6znitelik olmustur.

Kiimeleme g¢aligsmasi boliimiinde veri seti, COVID-19 test sonucu negatif ve
pozitif olan hastalar i¢in ayrilmig, iki ayri iki asamali kiimeleme analizi

gerceklestirilmistir. Uygulama i¢in SPSS Clementine 12.0 programi kullanilmistir.

Test sonucu pozitif olan hastalar i¢in gergeklestirilen analizde yas ve LYM%
degiskeninin kiimeler {izerinde onemli etkisi olmadig1 tespit edilerek modelden
cikartilmis ve analiz tekrarlanmistir. Analiz sonucunda iki kiime elde edilmistir. Kiime
1 ¢ogunlukla erkek hastalardan olusmakta olup 1032 iiyeye sahiptir. Bu kiimenin ALT
degerleri ortalamasi 29,37; AST degerleri ortalamasi 29,40; CRP degerleri ortalamasi
11,62; HGB degerleri ortalamasi1 14,93; Kreatin Kinaz degerleri ortalamasi1 126,98;
Kreatinin degerleri ortalamasi 0,94; MONO% degerleri ortalamas1 11,44; RBC
degerleri ortalamasi 4,99; Ure degerleri ortalamasi 30,72 ve WBC degerleri ortalamasi
7,08 olarak elde edilmistir. Kiime 2 ise ¢ogunlukla kadin hastalardan olusmakta olup
1051 tiyeye sahiptir. Bu kiimenin 6zniteliklere iliskin ortalama degerleri ALT igin
20,98; AST igin 25,78; CRP i¢in 10,34; HGB i¢in 12,85; Kreatin Kinaz i¢in 85,75;
Kreatinin igin 0,71; MONO% icin 10,36; RBC i¢in 4,48; Ure i¢in 25,95 ve WBC i¢in
6,41 olarak elde edilmistir.

Test sonucu negatif olan hastalar i¢in gerceklestirilen analizde tiim degiskenlerin
kiimeler tizerinde 6nemli etkisi oldugu tespit edilmistir. Analiz sonucunda iki kiime
elde edilmistir. Kiime 1 yas ortalamasi 45 olan kadin hastalardan olusmaktadir. Bu
kiimenin ALT degerleri ortalamasi 18,18; AST degerleri ortalamas1 22,09; CRP
degerleri ortalamasit 8,50; HGB degerleri ortalamast 12,78; Kreatin Kinaz degerleri
ortalamasi 87,50; Kreatinin degerleri ortalamasi 0,70; LYM% degerleri ortalamasi
28,01; MONO% degerleri ortalamas: 7,88; RBC degerleri ortalamasi 4,44; Ure
degerleri ortalamas1 28,43 ve WBC degerleri ortalamasi 8,75 olarak elde edilmistir.

Kiime 2 ise yas ortalamasi 42 olan erkek hastalardan olusmaktadir. Bu kiimenin
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Ozniteliklere iliskin ortalama degerleri sirasiyla ALT igin 28,28; AST i¢in 26,35; CRP
icin 9,36; HGB i¢in 15,03; Kreatin Kinaz i¢in 135,67; Kreatinin i¢in 0,91; LYM% i¢in
26,96; MONO% icin 8,63; RBC icin 4,98; Ure icin 32,02 ve WBC igin 9,36 olarak
bulunmustur.

Iki asamal1 kiimeleme analizi sonuglar1 Tablo 7.1°de 6zetlenmistir.

Tablo 7.1 Tki Asamali Kiimeleme Analizi Sonuglar1

POZITIF NEGATIF POZITIF NEGATIF

KUME1 KUME2 KUME2 KUME 1 Min. Mak. Birim

Hasta Adet 1032 1408 1051 1274

Cinsiyet I;/rolfsk Erkek 12/:1 3?n %99 Kadin

Yas - 42 - 45

ALT 29,37 28,28 20,98 18,18 0 50 uU/L
AST 29,4 26,35 25,78 22,09 5 50 U/L
CRP 11,62 9,36 10,34 8,50 0 5 mg/L
HGB 14,93 15,03 12,85 12,78 12 17,4 g/dL
K_reatin 126,98 135,67 85,75 87,50 0 171 uU/L
Kinaz (CK)

Kreatinin 0,94 0,91 0,71 0,70 0,67 1,17 mg/dL
LYM% - 26,96 - 28,01 10 50 %
MONO% 11,44 8,63 10,36 7,88 0 12 %
RBC 4,99 4,98 4,48 4,44 41 5,7 10M2/L
Ure 30,72 32,02 25,95 28,43 17 43 mg/dL
WBC 7,08 9,36 6,41 8,75 4,5 10,5 10M9/L

Tablo 7.1°de toplamda dort kiimeye ait sonuglar ve kullanilan 6zniteliklerin
minimum ve maksimum degerleri gosterilmistir. ALT degeri hem kadin hem de erkek
COVID-19 hastalarinda, test sonucu negatif olan hastalara gore daha ytiksektir. ALT
degeri pozitif kadin hastalarda, erkek hastalara gore ortalama 2,5 kat daha fazla artis
gostermistir. AST degeri hem kadin hem de erkek COVID-19 hastalarinda, test sonucu
negatif olan hastalara gore daha yiiksektir. Tiim kiimelerdeki hastalarin CRP degerleri
sinir degerin lizerindedir. Bununla beraber CRP degeri hem kadin hem de erkek
COVID-19 hastalarinda, test sonucu negatif olan hastalara gore daha yiiksektir.
Cinsiyet bazinda pozitif ve negatif hastalarin Hemoglobin (HGB) degerleri birbirine
yakin olmakla beraber erkek hastalarda negatif hastalarin Hemoglobin degeri daha
yiiksek, kadinlarda ise pozitif hastalarin Hemoglobin degeri daha yiiksek elde

edilmistir. Kadin hastalarin Hemoglobin degerlerinin alt sinira yakin oldugu dikkat
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cekmistir. Kreatin Kinaz (CK) degeri hem kadin hem de erkek COVID-19
hastalarinda, test sonucu negatif olan hastalara gore daha diisiiktiir. Kreatin Kinaz
degeri pozitif erkek hastalarda, kadin hastalara gore ortalama 5 kat daha fazla diisiis
gostermistir. Cinsiyet bazinda pozitif ve negatif hastalarin Kreatinin degerleri birbirine
yakin olmakla beraber, hem kadin hem de erkek COVID-19 hastalarinda, test sonucu
negatif olan hastalara gére daha yiiksektir. MONO% degeri hem kadin hem de erkek
COVID-19 hastalarinda, test sonucu negatif olan hastalara gore daha yiiksektir. Pozitif
olan erkek hastalarin MONO% degerlerinin iist sinira yakin oldugu dikkat ¢ekmistir.
Cinsiyet bazinda pozitif ve negatif hastalarin Eritrosit (RBC) degerleri birbirine yakin
olmakla beraber, hem kadin hem de erkek COVID-19 hastalarinda, test sonucu negatif
olan hastalara gore daha yiiksektir. Eritrosit degeri pozitif kadin hastalarda, erkek
hastalara gore ortalama 4 kat daha fazla artis gostermistir. Ure degeri hem kadin hem
de erkek COVID-19 hastalarinda, test sonucu negatif olan hastalara goére daha
diisiiktiir. Ure degeri pozitif kadin hastalarda, erkek hastalara gore ortalama 2 kat daha
fazla diisiis gostermistir. Lokosit (WBC) degeri hem kadin hem de erkek COVID-19

hastalarinda, test sonucu negatif olan hastalara gore daha diisiiktiir.

Gelecek caligmalar i¢in uygulama alan1 Samsun’un farkli hastanelerine ya da
Tirkiye’nin farkli sehirlerindeki hastaneler de dahil edilerek uygulama kapsami
genisletilebilir. Uygulamaya farkli 6znitelikler dahil edilerek ¢alisma genisletilebilir.
Bununla beraber literatiirdeki farkli yontemler kullanilarak sonuglar mukayese
edilebilir.
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