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ONSOZ

Miisteri memnuniyet indeks modelleri son yillarda bir¢cok iilkede yaygin olarak
uygulanmaktadir. Miisteri memnuniyet indekslerinin en biiylik 6zelligi yapisindaki
Olgtim faktorlerinin {iriin ve hizmet sektoriinde rahatlikla kullanilabilmesine imkan
saglamasidir. Bu sayede giivenilir bir 6l¢ekle firmalar arasinda, sektorler arasinda ve
ilke ¢capinda bir memnuniyet puanlandirilmasi miimkiin olmaktadir.

Miisteri memnuniyet modelleri yapisal esitlik modelleri seklinde tasarlanmakta olup
bu modellerde kullanilan en yaygin tahmin yontemi Kismi En Kiigiik Kareler
yontemidir. Bu ¢aligmada diger iilkelerde kullanilan miisteri memnuniyet indeks
modellerinden yola c¢ikarak {lkemiz sartlarinda kullanilabilecek bir miisteri
memnuniyet indeks modeli gelistirilerek cep telefonu sektoriinde uygulamasi
yapilmistir. Calisma kapsaminda modelin giivenilirlik, gegerlilik ve agiklayicilik
testleri yapildiktan sonra cep telefonu sektorii i¢in indeks puanlari hesaplanmistir.
Modelin tahmininde kullanilan kismi en kii¢lik kareler yontemine ek olarak yapisal
modellerin tahmininde yapay sinir aglari kullanilmistir. Yapay sinir aglarinin
kullanimi1 yapisal modellerin agiklayicilik giliciinii artirmistir.

Bu ¢aligmami yaparken yardimlarini esirgemeyen tez danismanim Prof. Dr. Coskun
Ozkan’a, degerli fikirlerini aldigim Prof. Dr. Ahmet Fahri Ozok’a ve Prof. Dr. Ziya
Ulukan’a ve bu ¢alismaya katkilarindan dolay1 Dog. Dr. Se¢kin Polat ve Prof. Dr. Alpaslan
Figlal’ya tesekkiirli bir borg bilirim.

Ayrica, calismalar siliresince kendilerine yeterince zaman ayiramama ragmen beni
fazlastyla motive etmeye ¢alisan ¢ocuklarim Mustafa ve Elif’e ve esim Ceyda’ya bu
essiz destekleri icin tesekkiirler ederim. Umarim bundan sonra size daha ¢ok vakit
ayirabilirim.

Ali Tirkyi1lmaz

Haziran 2007, Istanbul
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MUSTERI MEMNUNIYET INDEKS MODELIi ONERIiSi VE MODEL
TAHMININDE KISMi EN KUCUK KARELER VE YAPAY SiNiR AGLARI
METODU KULLANIMI

OZET

Miisteri memnuniyet indekslerinin amaci iretilen {lriin ve hizmetlerin miisteri
gbziiyle degerlendirilmesini saglamaktir. Miisteri memnuniyet indekslerinin 6nemli
Ozelliklerinden biri; yapisindaki olglim faktorlerinin {irlin ve hizmet sektdriinde
rahatlikla kullanilabilmesine imkan saglamasidir. Bu sayede giivenilir bir 6lgekle
firmalar arasinda, sektorler arasinda ve iilke c¢apinda bir memnuniyet

puanlandirilmasi miimkiin olmaktadir.

Miisteri memnuniyet modelleri yapisal esitlik modelleri seklinde tasarlanmakta olup
bu modellerde kullanilan en yaygin tahmin yontemi Kismi En Kiiciik Kareler
(KEKK) yontemidir. Model tizerinde farkli tahmin metotlarinin kullanimi da her

gecen glin gelismektedir.

Bu tezde; son yillarda bir¢ok iilkede yaygin olarak uygulanan miisteri memnuniyet
indeks modelleri incelendikten sonra yeni bir model gelistirilmis ve cep telefonu
sektoriinde uygulanmustir. Gelistirilen yeni modelde Amerika ve Avrupa miisteri
memnuniyet indeksleri ile beraber diger yaygin kullanilan indekslerin sahip oldugu
zayif ve gii¢lii yonler g6z Oniinde bulundurulmustur. Gelistirilen model miisteri
memnuniyeti lizerinde etkisi olan faktorler ve miisteri memnuniyetinden etkilenen
faktorler olmak {izere toplam 6 gizli degisken (latent variables) ve bu gizli
degiskenlerin tahmininde kullanilan toplam 23 6l¢iim degiskeninden olugmaktadir.
Modelin gizli degiskenleri firma imaji, miisteri beklentileri, algilanan kalite,
algilanan deger, miisteri memnuniyeti ve misteri sadakatidir. Bu gizli degiskenleri
belirleyen oOl¢lim degiskenlerini Olgebilmek amaciyla hazirlanan anket 700 cep
telefonu kullanicisina uygulanmistir. Ankette miisteri memnuniyet indeks modeli ile
ilgili sorularin yanmi sira miisterilerin demografik ozellikler ile ilgili sorular da

sorulmustur. Toplanan verilerle ilgili basit istatistikler ¢ikartildiktan sonra yapisal
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esitlik modelinin tahmini kismi en kii¢iik kareler yontemi kullanilarak yapilmistir.
Iteratif KEKK hesaplamasini gerceklestirebilmek amaciyla Matlab programinda
kodlar yazilmigtir. Elde edilen sonuglara goére modelin giivenilirlik ve gecerlilik
testleri yapilmistir. Gelistirilen modelin madde giivenilirligi, yakinsaklik gecerliligi,
ayirdedicilik gegerliligi ve agiklayicilik kapasiteleri tatmin edici bulunmustur. Tiim
bu sonuglar gelistirilen modelin, miisteri memnuniyetini 6l¢gmek ve kiyaslamak i¢in

uygun bir 6l¢ek oldugunu gostermektedirler.

Yapisal esitlik modeli, dis model ve i¢ model olmak iizere iki agamada tahmin
edilmektedir. Bu calismada i¢ modelin tahmininde regresyon modeline alternatif
olarak yapay sinir aglar1 (YSA) kullanilmistir. Matlab programinda gelistirilen
kodlarla calistiritlan YSA modelinin gizli degiskenler arasi iligkileri daha gii¢lii bir

sekilde tahmin ettigi goriilmistiir.

Miisteri memnuniyet indeks modellerinin bir ¢iktist olan indeks puanlari
hesaplanmistir. Cep telefonu sektorii icin miisteri memnuniyet indeks puani 64,09
olarak bulunmustur. Bu puanin daha anlamli hale gelmesi icin bu uygulamanin belirli
donemler i¢in elde edilecek puanlarla karsilastirilmasi gerekir. Benzer sekilde
memnuniyet indeks puani diger sektorler i¢in hesaplanacak indeks puanlariyla da

karsilastirilabilir.

Modelde miisteri memnuniyeti ve miisteri sadakati {izerinde en fazla etkisi olan
faktorler belirlendi. Sonuglar gerek miisteri davranislart ile ilgilenen aragtirmacilar

icin gerekse firma yoneticileri i¢in ¢ok dnemli bilgiler sunmaktadir.
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PROPOSAL OF A CUSTOMER SATISFACTION INDEX MODEL, AND USE
OF PARTIAL LEAST SQUARES AND NEURAL NETWORKS IN MODEL
ESTIMATION

SUMMARY

The purpose of customer satisfaction index (CSI) models is to measure the quality of
the goods and services as experienced by the customers that consume them. The
independent and uniform measurement characteristics of the CSI model provide a
useful tool for tracking performance and systematic benchmarking over time. A
major advantage of the measurement model is the use of generic questions, which are

sufficiently flexible to be used across a wide variety of products and services.

Customer satisfaction index model is designed as a structural equation model (SEM)
which consists of well-established theories and approaches in customer behavior.
The constructs of the CSI models are latent variables indirectly described by a block
of measurement variables. Although some new methods have been tested for
estimation of SEM, the partial least squares (PLS) method has been reported as the

most favorable method for the structure of CSI models.

In this dissertation, a new customer satisfaction index model is developed
considering the previous CSI models such as American Customer Satisfaciton Index
(ACSI) and European Customer Satisfaction Index (ECSI). The proposed model was
applied for Turkish mobile phone sector. The structural model of proposed CSI
consists of 6 latent variables with their 23 manifest (observable) variables. The latent
variables of the model are company image, customer expectations, perceived quality,
perceived value, customer satisfaction, and customer loyalty. A survey instrument,
developed to measure the manifest variables, was conducted to 700 mobile phone
users. Besides the model questions, some demographic questions (e.g. age, gender,
education level etc.) are also included in the questionnaire. The PLS method was
used to estimate the CSI model. The general applicability of a CSI model depends on
the reliability and validity of the modeling results. Reliability and validity of the
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proposed CSI model was assessed by checking unidimensionalty of the blocks,
individual item reliability, convergent validity and discriminant validity. All test

results satisfy the crucial requirements for validity and reliability of structural model.

PLS procedure uses two stage estimation algorithms (i.e. outer and inner estimation)
to obtain weights, loadings, and path estimates. In this study, a feedforward neural
network model is proposed as an alternative to regression methods for the inner
model estimation of the CSI. The results show that NN methods are superior to

regression models.

After the CSI model is estimated, index scores are calculated. The CSI score for
Turkish mobile phone sector was found to be 64,09. This new CSI model should

ideally be applied in different sectors, and periodically, to compare the index scores.

The results of the CSI model as a whole can be a valuable guide for the managers in
formulating competitive marketing strategies. Considering the results of the CSI
model, the limited resources of the firms can be allocated for critical factors which
have important impacts on satisfaction. In conclusion, the CSI model provides
important information for the purchase decisions of the customers and lead to

improvements in the quality of goods and services they consume.
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1 GIRiS

1.1 Miisteri Memnuniyeti

Miisteri kavrami, firmalarin ayakta kalabilmeleri i¢in iizerinde 6nemle durmalari
gereken bir kavramdir. Ciinkii firmalar {rettiklerini satabilmek i¢in faaliyet
gosterirler. Uriinlerin alicilart da miisterilerdir. Bu durumda miisterinin siirekliligi
icin memnuniyetinin saglanmasi gerekmektedir (Chien ve dig., 2001). Memnun
miisteri yaptig1 aligverislerle firmaya kazang saglarken, ¢evresine yaptigi etkiyle
firmaya yeni miisteriler kazandirmakta ve tanitim maliyetlerini de diisiirmektedir
(Swanson ve Kelley, 2001; Gerpott ve dig., 2001). Miisteri kavrami, Toplam Kalite
Yonetimi ve Pazarlama Yonetiminin en dnemli konularindandir (Gorst ve dig.,

1998).

Miisterilerin memnuniyeti, ekonomik aktivitelerin yoniinii belirler. Miisterinin
memnun olmadig1 bir ortamda, verimin artmasi, ekonominin biiylimesi, borsada
rekorlar kirilmast ¢ok da fazla bir sey ifade etmemektedir. Miisteri memnuniyetini
artirmadan, ekonomik biliylimeyi saglamak, rekabetgi piyasada miimkiin degildir
(Kotler, 1991; Reichheld ve Sasser, 1990). Pazar ekonomisinde isletmeler miisteri
kazanmak i¢in rekabet ederler, miisteriler {iriinleri satin alabilmek icin pek
yarismazlar (Anderson ve dig., 1997). Miisteri memnuniyetinin sonuglar1 olarak

Kevin (2000) asagidaki istatistikleri vermistir:
e Miisteri sadakatindeki %5 ‘lik bir artis %25-80’lik bir kar artig1 yapabilir.

e Memnuniyeti yiiksek bir miisteri, ortalama memnun bir miisteriden 6 kat daha

fazla sadiktir.
e Memnuniyetsizlerin sadece %4’1i sikayetlerini sirkete iletirler.
e Memnuniyetsi miisteri 9 kisiyi etkiler, memnun miisteri 5 kisiyi etkiler.

Tiiketici  psikolojisi ve davraniglariyla ilgili tim yaklasimlar, miisteri
memnuniyetinin satiglart artirict bir faktér oldugu varsayimi iizerine kurulmaktadir
(Erevelles ve Leavitt 1992; Wong ve dig., 2001). Tiiketici davranislarini yonlendiren

mekanizma, i¢inde bir kistm kompleks islemlerin gerceklestigi bir kara kutu gibidir.



Bu kara kutuya giren bilgiler ve gerceklesen islemler tiiketicinin davranigina etki
etmektedir. Miisterilerin gelecekteki davraniglarinin daha etkin tahmin edilebilmesi
icin, bu sistemde gerceklesen islemlerin iyi analiz edilmesi gerekmektedir. (Vavra,

1997).

Miisteri memnuniyetiyle ilgili en énemli teori Oliver’in (1977) miisteri davraniglari
lizerine yaptigt c¢aligmalar sonucunda olusmustur. Bu teoriye gore miisteri
memnuniyeti miisterinin iirlinle ilgili olan beklentilerinin ve tecriibelerinin bir
sonucudur. Memnuniyet, miisterinin beklentilerinin karsilanma seviyesidir. Oliver
(1997), miisteri memnuniyetini bir mal veya hizmetin bir 0Ozelliginden veya
biitliniinden, tiikketimle ilgili keyif verici tatminkarlik hissi olarak tanimlamaktadir.
Buna gore “tatmin” kavraminin olusmasi i¢in en azindan iki belirleyici faktoriin
mevcudiyeti gerekmektedir. Sekil 1.1’de goziiktiigli gibi bu faktorler, {irliniin
kullanimi1 ile ortaya ¢ikacak olan sonu¢ ve bu sonucun degerlendirilebilmesi igin
gerekli olan kiyaslama referansidir. Bir {iriinlin olmasi gerektigi gibi calisip
calismadigl, performansi ve saglamligi gibi kavramlar o iirlinin kullanimi sonucu
ortaya ¢ikan sonuglardan bazilaridir. Cikan sonucu karsilastirmak i¢in kullanilacak
kriterler ise, iiriinlin 6nceki kullanimlarinda algilanan memnuniyet seviyesi (zamana

gore kiyas) veya diger kullanicilarin algiladiklart memnuniyet seviyeleridir.

Memnuniyete
sebep olan
faktorler

) “Kara Kutu”
(Islem Psikolojisi)

Performans
olcutleri

Memnuniyet/
Memnuniyetsizlik

Sekil 1.1 : Dolayli (mediated) performans modeli

Bir iriinii ilk defa almay: diisiinen bir tiiketici Oncelikli olarak {iriinle ilgili baz
bilgileri degisik kanallardan (reklam vs) edinir. Bu bilgiler miisterinin zihninde
almay1 disiindiigi iirtinle ilgili baz1 beklentilerin olugsmasini saglar. Bu beklentiler
pozitif ya da negatif yonde olabilir. Bu sekilde iiriinii alip kullanan miisteri iiriinle
ilgili algiladig1 performansla {iriinii almadan Onceki beklentilerini karsilagtirma
imkanina kavusur. Bu karsilagtirma sonucu ortaya ¢ikan fark uyusmazlik

(disconfirmation) olarak tanimlanir. Uyusmazlik olumlu ya da olumsuz ydnde
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olabilir. Miisteri her iki durumda farkli tepkiler gosterir. Miisterinin iiriinle ilgili
algilamalar1 beklentilerinin iistiinde gerceklesirse miisteri memnuniyeti olusacaktir.
Ancak algilanan performansin beklenilenden diisiik c¢ikmasi durumunda ise
memnuniyetsizlik olusacak, bu durum da miisterinin oncelikli olarak pismanlik
duymasi, o iirlinii terk etmesi, sikayette bulunmasi ve baskalarma olumsuz yonde
gorlis bildirmesi durumu ortaya c¢ikacaktir. Sekil 1.2°de gosterilen bu model,
beklentilerin uyusmazlig1 (expectancy disconfirmation) modeli olarak bilinir (Oliver,

1977, 1996).

Algilanan

performans ’

Y

Algilanan Memnuniyet hissi Memnuniyetin
uyusmazlik onuglari

) A 4

Karsilastirma
Olgiti

i

Sekil 1.2 : Beklentilerin uyusmazIligi modeli

Son yillarda firmalarin kar diizeylerini gosteren yillik geleneksel somut performans
gostergelerinin yerini, sahip olunan ve iiretilen bilgi, teknolojinin kullanimu,
miisterilerin profili ve tatmini, {iretilen iiriin ve hizmetin kalitesi, gilivencesi,
miisterinin uzun siireli memnuniyeti, ¢cevreye yapilan katki gibi kriterler almistir.
Somut olan, dl¢iilmesi daha kolay olan kriterlerin yerine, daha az somut, ya da somut
olmayan, 6l¢iilmesi ve modellenmesi zor kriterler 6n plana ¢ikmistir (Fornell ve dig.,
1996). Miisteri memnuniyetinin Ol¢limii de bu smifa girmektedir. Miisteri
memnuniyeti Ol¢iimleri genel olarak 2 farkli degerlendirme yoOntemi {izerine

sekillenmistir. (Jhonson, ve dig., 1995)
e Islem bazli memnuniyet dl¢iimii
e Kiimiilatif memnuniyet 6l¢iimii

Pazarlama ve tiiketici aragtirmalarindaki ilk calismalar islem bazli memnuniyet
Olctimleri iizerinde olmustur (Yi, 1991). Bu tiir degerlendirmelerde miisterinin {iriin
ve hizmetin farkli yonleriyle ilgili tecriibeleri sorgulanarak memnuniyet

Olciilmektedir. Son zamanlarda uygulanan islem bazli Olglim sistemlerinde



memnuniyet ve algilanan kalite arasindaki iligkilerin memnuniyet

degerlendirmesindeki etkileri de incelenmistir (De Ruyter ve dig., 1997).

Bununla beraber son yillarda daha cok ekonomik gostergeler iizerine dayal
kiimtilatif 6l¢tim modelleri kullanilmaya baglanmistir. Bu yaklagim miisterinin aldig
iirlin ya da hizmetle ilgili genel tecriibelerini tanimlamaktadir (Johnson ve Fornell,
1991). Bu tanimlama miisteri memnuniyetinin tiiketime olan etkisini de
hesapladigindan dolayi, ekonomi psikolojisi (Warneryd, 1988) ve refah seviyesi
(Simon, 1974) ile de tutarlilik gostermektedir. Kiimiilatif memnuniyet oOl¢tiim
modelinin 6nemli bir avantaji, ekonomik performansi ve sonugta ortaya ¢ikabilecek
durumlar1 daha saglikli tahmin edebilme kabiliyetidir. Ciinkii miisteriler bir iirlinii
tekrar alip almayacaklarina karar verirken daha onceki donemlerde yasadiklari
tecriibeler ve bu tecriibeler karsiligindaki birikimlerin yonlendirmesine gore hareket
ederler. Memnuniyet modeli ayn1 zamanda ekonomik anlamda fert ve toplum
bazinda bir hayat kalitesi degerlendirmesi yapma imkanina sahiptir (Johnson ve dig.,

2001).
Miisteri Memnuniyet dl¢timleri, kullandiklar1 metotlara gore soyle siniflandirabilir:

e Istatistiksel metotlar ve veri analiz teknikleri: Betimsel istatistik, coklu
regresyon analizleri, faktor analizleri, diskriminant analizleri, veri zarflama

analizleri, kiime analizleri.

e Kalite yaklagimlari: Malcolm Baldrige kriterleri, Avrupa Kalite Modeli,

Servqual modelleri.
e Tiiketici Davranisi analizleri: Memnuniyetsizlik modeli, motivasyon teorileri.
e Diger Sistematik Yaklasimlar: Kano Modeli ve Fornell modeli.

Miisteri Memnuniyet Indeksleri (MMI), tek bir iiriin veya hizmetle ilgili miisteri
memnuniyetini 6lgmek yerine miisteri memnuniyetine etki eden genel kavramlar ve
miisteri memnuniyetinin sonuglar1 {izerine yogunlasmaktadir. MMI modellerinin
Olclim yapist tiim hizmet ve tirlinlerin miisteri tarafindan degerlendirilmesine imkan
verecek sekilde tasarlannustir. Bu 6zelligiyle MMI modelleri firmalar aras1 miisteri

memnuniyet kiyaslamasi yapmaya imkan vermektedir (Fornell ve dig., 1996).

MMI modelleri yapisal esitlik modelleri olup tahminlerinde varyans veya kovaryans

temelli yonetmler kullanilir. En fazla kullanilan yontem Kismi En Kiiciik Kareler



(KEKK) yoéntemidir (Chan ve dig., 2003). Bu yontem MMI modelindeki degiskenleri

dogrusal bir model olarak tahmin eder.

Bu c¢alisma su sekilde yapilandirilmistir: 2. boliimde miisteri memnuniyet indeks
modellerinin tanimi, yapilari, gelisimi anlatildiktan sonra en yaygin olarak kullanilan
ulusal miisteri memnuniyet indeks modelleri hakkinda bilgi verilmistir. 3. boliimde
miisteri memnuniyet indeks modellerinin sahip oldugu yapisal esitlik modelleri
hakkinda ayrintili bilgiler verilmistir. Burada gizli degiskenler, onlarin tahmininde
kullanilan 6l¢iim degiskenleri be tiim bunlarin kendi aralarindaki iliski modelleri
anlatilmistir. 4. boliimde miisteri memnuniyet indekslerinin  modellenmesinde ve
tahmininde en yaygin olarak kullanilan kismi en kiiclik kareler yontemi anlatilmastir.
5. boliimde ise Yapay Sinir Aglari metodu anlatilmistir. Boliim 6°da gelistirilen yeni
bir MMI modelinin cep telefonu sektdriinde uygulamasi ve sonuglarmmn KEKK
metoduyla analiz edilmesi anlatildiktan sonra 7. bolimde i¢ modelin tahmininde
yapay sinir aglar1 ve regresyon metotlarinin sonuglart karsilastirilmistir. Kismi en
kiigiik kareler ve yapay sinir aglarinin uygulanmasi i¢in yazilan Matlab kodlar1 Ek-B

ve Ek-C’de verilmistir.



2 MUSTERI MEMNUNIYET iINDEKSLERININ YAPILARI VE
GELISiMi

2.1 Miisteri Memnuniyet indeksi (MMI)

MMI iilke ¢apinda faaliyet gdsteren firmalarin sunduklar: {iriin veya hizmetlerin
kalitesi acisindan miisterilerini ne oranda memnun ettiklerini degerlendiren bir
sistemdir. Bu sistem, memnuniyet dl¢iimlerinin firma, sektor ve iilke ¢capinda belirli
zaman araliklarinda yapilarak, elde edilen sonuglarin kiyaslanabilmesi amacina
uygun olarak tasarlanmustir (Fornell, 1992). Bu sebeple MMI iilkede tiiketilen {iriin
ve hizmetlerden duyulan memnuniyetin 6l¢iilmesi bakimindan giiclii bir ekonomik

gostergedir (Anderson ve dig., 1994).

MMI nin temel yapisi; tiiketici davranislari, miisteri beklenti ve hareketleri, hizmet
ve uriin kalitesi konularinda yapilan uzun teorik ve pratik aragtirmalarin sonucunda
kurulmustur (Fornell, 1992; Fornell ve dig., 1996). Bu yapisiyla model, pazardaki ve
tikketici davraniglarindaki degisikliklerle birlikte stirekli olarak degisime ve
giincellemeye aciktir. Mevcut modellerde de bu farkliliklar rahatca goziikmektedir.
Her ne kadar bazi temel unsurlar tiim modellerde mevcut olsa da bu unsurlarin 6nem
dereceleri, iligkileri degigsebilmekte ve ayrica modellerde baz1 farkl faktorler etkili
olabilmektedir. Bu degisiklikler modelin uygulandigr iilke ve sektorlerin

Ozelliklerinden kaynaklanmaktadir (Grigoroudis ve Siskos, 2002).

MMI, siirekli miisteri memnuniyetinin gergeklesmesi igin bir zemin olusturur.
Miisteri memnuniyetinin saglanmasi, miisterinin devamlilig1 ve dolayisiyla firmanin

karlilik ve rekabetgiligi i¢in 6nemli bir faktordiir.

MMI sayesinde (Anderson ve Fornell, 2000):

e Miisteriler, seslerini iireticilere duyurma firsat1 bulurlar.
e Miisteri odakli bir iiretim sistemi gergeklestirilir.

e Miisterinin degeri artar, sesine cevap verilir.

e Ulkede iiretilen hizmet ve iiriinlerin kalitesinin artip artmadig1 degerlendirilir.



e Yurticinde iretilen iiriin ve hizmetlerle, disaridan alinanlar arasinda kiyas
yapilabilir.

o Ozel sektér ve devlete ait isletmelerin miisterilerinin memnuniyetleri
kiyaslanabilir.

e Isletmeler, indeks sonuglarina gére miisterilerinin memnuniyet seviyelerini
goriirler, kendi durumlarin1 ve rakiplerini degerlendirirler, sadik miisteri
profilini ¢ikartirlar, miisterinin tatminini engelleyen faktorleri tespit ederler.

e MMI hem yerli hem de yabanci iiriinlerin memnuniyet derecelerini
gosterdiginden, iilke yonetimi icin giiglii bir kiyaslama aracidir.

e Ozel sektorde iiretilen hizmet ve iiriinler acisindan, ¢ok degerli bir istatistiksel

Olcme sistemi olarak degerlendirilmektedir

2.2 Miisteri Memnuniyet indeksi Modellerinin Yapisi

MMI modelleri belli sayida degiskenler ve bunlarin iliskilerinden olusan yapisal
esitlik modelleridir. Miisteri memnuniyeti, miisterinin bir iirlin ya da hizmetin satis
ve kullanimi sonrasinda edindigi tecriibelerin degerlendirilmesiyle belirlenmektedir.
(Fornell, 1992). MMI modeli kurulumunda genel mantik su sekilde islemektedir.
Oncelikli olarak bir “miisteri memnuniyeti“ kavrami s6z konusudur. Bu kavram
modelin merkezi olup, hesaplanmasi gereken ve gelisime gosterge olacak olan esas
faktordiir. Burada su sorular sorulur: “Miisteri memnuniyetine etki eden faktorler
nelerdir? Memnuniyet olusumu anlik bir olay mudir? Yasanan tecriibelerden
etkilenir mi? Kaliteyle ve fiyatla bir iligkisi var midir? Miisterinin psikolojisi ve
sahip oldugu demografi memnuniyeti etkiler mi?”. Bunlar, iyi bir piyasa ve miisteri
davranis1 arastirmas1 yapilarak belirlenmesi gereken ve sonucunda da sayisal
metotlarla dogrulanmasi gereken kriterlerdir. Ayrica miisteri memnuniyeti olustuktan
sonra bu memnuniyetin sonuglar1 da incelenmelidir. “Memnuniyet” kavrami son
durak degildir. Memnun ya da memnuniyetsiz miisteri nasil bir sonu¢ dogurur? Veya
miisteri memnuniyet notu bir sirket icin ne ifade etmektedir? ideal bir MMI modeli
gelistirebilmek i¢in tim bu kavramlarin géz onilinde bulundurulmasi gerekmektedir.

(Vavra, 1997).

Son yillarda degisik tilkelerde sektor ve firma bazinda miisteri memnuniyeti 6l¢iim
indeksleri gelistirilmigtir. Degisik iilkelerde kullanilmakta olan miisteri memnuniyet

indekslerinin en biiyiik ortak O6zellikleri bu indekslerin yapisal olarak benzerlik



gosteriyor olmalari, gelisime ve yenilenmeye uyum gosterebilmeleridir. Her ne kadar
bazi farkliliklar1 olsa da genelde modeller belirli temel varsayimlar {izerine
kurulmuglardir. Bu temel varsayimlardan bazilar1 su sekildedir (Grigoroudis ve

Siskos, 2002; Bruhn ve Grund, 2000):
e Miisteri memnuniyeti ¢ok sayida degiskene bagli olarak olusur.

e Firmanin miisteri sayisit ve satiglart miisterilerinin memnuniyet seviyesine

gore degisecektir.

e Memnun miisteriler ayn1 firmanin {riinlerini almaya devam edecekleri gibi
yeni miisteriler kazandirmaya da sebep olacaktir. Memnuniyetsiz miisteriler

sikayetleri sonucunda maliyeti artirip, satiglarin  diismesine sebep

olacaklardir.
Oncii 1 Sonug 1
L Musteri
Onci 2 Memnuniyeti
Onciin Sonug 2

Sekil 2.1 : Miisteri memnuniyetinin dncii ve sonug bilesenleri

Sekil 2.1’de miisteri memnuniyetine etki eden Oncli faktorler ve miisteri
memnuniyetinin  sonuglar1 olarak ortaya ¢ikan sonug¢ faktorlerin iliskileri
goriilmektedir. Mevcut modelleri inceledigimizde bazi farkliliklar olmakla beraber
miisteri memnuniyetinin Onciileri; miisteri beklentileri, algilanan kalite, algilanan
deger ve imajdir. Memnuniyetin sonuglar1 ise miisteri sikayetleri ve miisteri
sadakatidir. Tiim bu oncliler ve sonuglar modelde gizli degiskenlerdir. Bunlar1 daha
anlagilabilir hale getirebilmek icin, bu gizli degiskenlerle ilgili belirleyici kriterlerin

sorgulanmas1 gerekmektedir .

2.2.1 Miisteri Memnuniyetinin Onciileri

2.2.1.1 Algilanan Kalite

Algilanan kalite, miisterinin kullanmis oldugu fiiriiniin kalitesini degerlendirmesidir.
Kalite, iiriin 6zelliklerinin olmasi gereken kalite, saglamlik, amaca uygunluk gibi

performans kriterlerini karsilama derecesi olarak degerlendirilir. Algilanan kalitenin



genel memnuniyet {izerinde direkt ve pozitif yonde bir etkisi vardir. Algilanan kalite
arttikca miisteri memnuniyeti artmaktadir (Andreassen ve Lindestad, 1998). Bu

tahmin tiim ekonomik aktivitelerin temel bir kuramidir (Fornell ve dig., 1996).

2.2.1.2 Algilanan Deger

Miisterinin memnuniyeti, aldig1 iirlin ve/ya hizmet karsiliginda 6dedigi iicretle ¢cok
iligkilidir (Howard ve Sheth, 1969). Algilanan deger, miisterinin 6dedigi iicret
karsiliginda iirliniin kalite ve performansin seviyesi veya licret-performans iliskisi
olarak tanimlanabilir (Anderson, 1994). Bu paraya bu performans ne derece iyi veya
bu seviyede performansin iicretsel karsili§i ne olmaliydi? Degerin, tatmin {lizerinde
dogrudan ve pozitif yonde bir etkisi oldugu kabul edilmektedir (Anderson ve

Sullivan, 1993; Fornell, 1992).

2.2.1.3 imaj (Marka)

Imaj, firmanin pazardaki taninmishg, miisterilerine yasattigi tecriibeler sonucu
kazandig1 isim ve giivenilirligi belirler. Iyi bir imaja sahip olabilmek, firmanin
birikimleri, tecriibeleri ve o ana kadar sundugu {iiriin ve hizmetlerin giivenilirligiyle
dogrudan ilgilidir (Andreassen and Lindestad, 1998). Uriin markas1, memnuniyet ve
sadakat iizerinde onemli bir etkiye sahiptir. Bunlara ek olarak imajin algilanan deger

tizerinde de etkisi oldugu belirlenmistir. (Martensen, 2000).

2.2.1.4 Miisteri Beklentileri

Beklentiler, miisterinin daha Onceki tecriibeleri ve etkilenmeleri 1s18inda firmanin
iirtin ve hizmetlerinin standartlariyla ilgili bekledigi kalite seviyesini ifade eder
(Rotondaro, 2002). Bu beklenti iki sekilde olusur. Birincisi, firmanin gegmiste pazara
sundugu tirtinlerin 6zellikleri gbz onlinde bulundurularak gosterilen beklenti. Digeri,
firmalarin gelecekte pazara sunabilecegi kalite beklentisi. Burada firmanin tanitim
kampanya ve reklamlarinin da etkisi olacaktir. Miisteri beklentilerinin miisteri
memnuniyetini pozitif yonde etkiledigi diistiniilmektedir (Oliver, 1980). Beklentiler,
algilanan deger ve kaliteye de etki etmektedir (Boulding ve dig., 1993; Anderson ve
dig., 1994).



2.2.2 Miisteri Memnuniyetinin Gostergeleri

2.2.2.1 Miisteri Sikayetleri

MMI modelinde memnuniyetin sonuglar1 kismi Hirschman (1970)’1n “exit-voice”
teorisinin modele uyarlanmasiyla elde edilmistir. Bu teori miisterinin aldig iirlin
veya hizmetten memnun olmadig1 durumda gosterdikleri davraniglari incelemektedir.
Miisteri, memnuniyetsizlik durumunda iki sekilde davranabilir: kagis ve sikayet.
Miisteri ayni firmanin {irtinlerini almaktan vazgeger ve/ya memnuniyetsizliginin
sonucu olan zararin karsilanmasi i¢in firmaya sikayette bulunur. Memnuniyetteki
artigin sonucu olarak sikayetlerde azalma ve miisteri sadakatinde artis olur (Fornell,
1996). Firmanin miisteri sikayetlerini toplama ve degerlendirme sistem kalitesi de
memnuniyete etkide bulunacaktir. Boylece model iki yonlii calisir bir hale

gelmektedir.

2.2.2.2 Miisteri Sadakati

Sadakat, miisteri memnuniyeti modelindeki son bagimli degiskendir. Miisteri
sadakati miisterinin tekrar alisveris yapma durumu ve iirlinii bagkalarina tavsiye etme
derecesi olarak tanimlanabilir (Dick ve Basu, 1994). Miisteri sadakatinin artmasi
firmanin gelecekteki basarisi i¢in bir glivencedir. Bununla beraber, sadik miisteriler,
firma i¢in maliyetsiz bir tanitim goérevi gorecek ve yeni misterilere ulagsmak igin
gilivenilir bir aracit pozisyonunda olacaktir(Anderson ve Fornell, 2000). Miisteri
memnuniyetindeki artis ayn1 zamanda sadakati artirir. Misterilerin aligverislerindeki
stireklilik, fiyat degisimleri karsisindaki davramiglari ve iiriin ve hizmetleri
baskalarina 6nermeleri onlarin sadakatini gostermektedir. Iyi bir firma imaji ve
yliksek memnuniyet derecesi sadakati artirmaktadir. Bunlara ilaveten miisteri
sadakati ve miisteri sikayetleri arasinda iki tarafli bir iliski mevcuttur. Sikayetlerle
sadakat arasindaki iliski pozitifse bu firmanin miisteri sikayetlerini degerlendirdigini
ve onlarin bu sikayetlerine olmasi gerektigi sekilde cevap verdigini gosterir. Tam
tersi durumda da -iliski negatif ise- miisterilerin sikayetleri degerlendirilmiyor

demektir.

2.3 Ulusal Miisteri Memnuniyet indekslerinin Gelisim Siirecleri

Ulusal Miisteri Memnuniyet indekslerinin gelisim ve uygulama calismalarinin
yaklasik 15 yillik bir tarihgesi vardir. Ik defa Isve¢’de gelistirilip uygulanan model,

daha sonra sirastyla Almanya, Amerika, Norve¢, Tayvan, Yeni Zelanda’da

10



uygulanmaya basladi. Giiney Kore, Singapur, Hongkong, Rusya gibi baz1 iilkelerde
kismi olarak uygulanan indeks modelleri, birka¢ yildir Avrupa Birligi {ilkelerinde
ortak bir model olarak uygulanmaya baslamistir. Boylece model ulusal olmanin
Otesinde bir lilkelerarast model kullanimina da doniismiis durumdadir. Malezya da bu
yildan itibaren miisteri memnuniyet indeks modelini uygulamaya gegirecegini
belirtmistir. Bu boliimde tiim yeni modellere esas teskil eden Isvec, Almanya,
Amerika ve Avrupa Miisteri Memnuniyet Indekslerinin yapilar1 ve birbirleriyle olan

fark ya da benzerlikleri 6zetlenecektir.

2.3.1 lsve¢ Miisteri Memnuniyeti Modeli

Isve¢ Miisteri Memnuniyeti Modeli (Swedish Customer Satisfaction Barometer
(SCSB)), ilk sistematik ulusal miisteri memnuniyeti modelidir (Fornell, 1992).
1989°da Michigan Ulusal Kalite Arastirmalar1 merkezi ve Isve¢ Posta hizmetlerinin
caligmalariyla gelistirilen bu barometre, iilke i¢i satilan ve tiiketilen {iriin ve
hizmetlerin sagladig1 memnuniyeti degerlendirmistir. indeks, 32 Isvec¢ sanayisinden
130 firmanin miisterilerinin memnuniyet dereceleri ve bunlarin sonuglarim

degerlendirmektedir.

Indeks, Fornell’in sebep-sonug iliskisi modeline uygun olarak gelistirilmistir.
Modeldeki degiskenlerin birbirleriyle olan iligkilerindeki agirliklari, elde edilen

sonuclarin istatistiksel olarak modellenmesiyle belirlenmektedir.

Sekil 2.2°de de goziiktiigii gibi, SCSB modelinde memnuniyetin baslica iki 6nciisii
bulunmaktadir: 1. Miisterinin performansla ilgili beklentileri. 2. Miisterinin aldig1

iriin ve/ya hizmetle ilgili algiladig1 performans derecesi.

Miisterinin  beklentilerinin memnuniyet {izerinde pozitif etkisi bulunmaktadir.
Olumlu beklentilerin miisteriyi psikolojik olarak pozitif yonde etkilemektedir. Cilinkii

miisteriyi boyle bir beklentiye sokan daha dnceki yasadigi olumlu tecriibelerdir.

Modelde miisteri beklentileriyle algilanan performans seviyesi arasinda da pozitif
yonde bir iligki bulunmaktadir. Bu da ayn1 sekilde miisterilerin gegmis tecriibelerine
dayanarak gelecekteki performans hakkinda beklentiye girmeleri seklinde

degerlendirilmektedir.
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Algilanan Mﬁsteri .
Performans Slkayj:y
(Deger)

Miisteri
Memnuniyeti

+/-

y

Miisteri
Sadakati

Miisteri
Beklentileri

Sekil 2.2 : Isve¢ Miisteri Memnuniyeti Olgme Indeksi Modeli (SCSB)

SCSB modelinde memnuniyetinin gostergeleri miisteri sikayetleri ve miisteri
sadakatidir. Memnuniyetteki artisin sonucu olarak sikayetlerde ve miisteri
sadakatinde artig olur. Miisteri sadakati miisterinin tekrar aligveris yapma durumu ve
iriinii baskalarina tavsiye etme derecesi olarak tanimlanabilir. Sadakat modeldeki

son bagiml degiskendir.

SCSB modelinin uygulamasiyla elde edilen memnuniyet indeks sonuglarinin yillara

gore degisim grafigi Sekil 2.3’de verilmistir.

67 -

61 -

60

1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000

Sekil 2.3 : SCSB sonuglarinin yillara gore degisimi

2.3.2 Alman Miisteri Memnuniyeti Barometresi
Alman Miisteri Barometresi (Deutsche Kundenbarometer (DK)), 1992 yilinda
Alman Pazarlama Birligi ve Alman Posta Isletmeleri onciiliigiinde uygulanmaya

baslanmigtir (Meyer, 1996). Genel amagclari su sekildedir:

e Sanayi ve tedarikgilerin sundugu {iriin ve hizmetlerin miisteri goziiyle

degerlendirilip pazardaki pozisyonlarinin belirlenmesi

e Miisteri beklentileri ile ilgili bilgilerin tespiti.
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e Misteri memnuniyeti Ol¢iimleriyle ilgili bilgilerin bir siireklilik arzetmesini

saglamak ve bunlar1 kontrol etmek.

e Alman sanayii ve sirketlerinde misteri odakli bir iiretim felsefesinin

olugmasini ve gliglenmesini saglamak.

Alman Miisteri Barometresinin diger indekslerden bazi1 6énemli farklar1 vardir. Diger
indeksler genelde Isve¢ Memnuniyet indeksinin farkli iilkelere giincellenmis seklidir.
Ancak DK kendine 6zgii bir modeldir. Diger indeksler yapisal (structural model)
modeller iizerine kurulmusken, Alman Modeli yapisal bir model degildir. Yani gizli
degiskenlerin iliskilerini gézlemlemek bu modelde s6z konusu degildir. Miisteri
memnuniyeti dogrusal olarak 6l¢iiliir. Miisteriler, kullandiklar1 {iriin ve hizmetlerin
ozellikleriyle ilgili degerlendirmeler yapmaktadirlar. Modelde calisanin miisteriye
kars ilgisi, davraniglari, yetenekleri, gibi kriterler de dlgiilmektedir. (Hackl, 1996).
1995-2000 yillar arasindaki indeks puanlar1 Sekil 2.4’de verilmistir.

63 62,7

61,5

61
61 61

60 - 0.1

59

58

1995 1996 1997 1998 1999 2000

Sekil 2.4 : Alman Barometresinin yillara gore sonuglari

Degerlendirme icin gerekli veriler bilgisayar destekli telefon goriismeleri yapilarak
toplanmakta ve 50°den fazla iiretim sektori igin yaklasik 45000 miisteriyle
goriisiilmektedir. Degerlendirmede 5°li 6l¢im skalasi kullanilmakta ve alinan
sonuclara gore firma ortalamalar listelenmektedir. Bu ortalamalar bir siralama ve

kiyas yapma imkan1 saglamaktadir.

2.3.3 Amerikan Miisteri Memnuniyeti indeksi
Amerikan Miisteri Memnuniyeti Indeksi (American Customer Satisfaction Index,

ACSI), Michigan Universitesi, American Society for Quality ve uluslararasi
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danmismanlik firmasi CFI Group’un birlikteliginde 1994°de gelistirilmistir. SCSB
modelinin bir devami ve Amerikan ekonomisine uyarlanmis sekli olan ACSI modeli
200 civarinda firma i¢in uygulanmis olup her bir firma ortalama 250 miisteri
tizerinde yapilan anketlerle degerlendirilmistir. Miisterilere toplam 15 soru sorulmus

ve bu sorular1 10°1u skalaya gore cevaplandirmalar istenmistir (Fornell, 1992).

Modelin SCSB’den en 6nemli farklar1 sunlardir: Modele algilanan degerden ayri
olarak algilanan kalite faktorii eklenmis ve miisteri beklentileri 6l¢iimlerine bazi yeni

eklemeler yapilmistir.

Bu modelde, kalite dnciileri Deming, Juran ve Gryna’nin lizerinde 6nemle durduklari
kalite fonksiyonlar1 -iiriinlin miisterinin ihtiyacini karsilama seviyesi (uygunluk), ve
bu ihtiyaclarin karsilanmasindaki giivenilirlik- o6nemli birer kalite belirleme
faktoriidiirler. Miisterilerden uygunluk kalitesi, giivenilirlik kalitesi ve genel kalite
degerlendirmesi yapmalari istenmektedir. 1996 yilinda model, algilanan kalitenin iki
boyutu incelenmek suretiyle genisletilmistir. Bu iki boyut {iriin (somut) ve hizmet
(soyut) boyutudur. Bu degisiklik sadece genis ¢apta liriin ve hizmeti beraber sunan
dayanikli iirlinler {ireten firmalar i¢in yapilmistir. Algilanan deger yapisi aynen
SCSB’deki gibi olusturulmus ve sorular da ayni sekilde sorulmustur. ACSI’ye gore
algilanan kalite ve algilanan degerin artmasi durumunda memnuniyetin artacagi

varsayilmaktadir (Anderson ve dig., 1994).
ACSI’de miisteri sikayetleri yazili ya da sozlii olarak 6l¢iiliir.

Miisteri sadakatini belirlemek i¢in iki 6l¢iim s6z konusudur. Birincisi miisterinin
tekrardan aligveris yapma durumudur. Eger miisteri bir {iriinli aldiktan sonra ileriki
zamanlarda ayni {riinii ve hizmeti satin almaya devam ediyorsa, bu durum
miisterinin {irlinden tatmin oldugunu gosterir. Ikincisi de fiyat degisikligi
durumundaki davranist fiyatin yiikseltilmesi veya diisliriilmesi durumunda
miisterinin davranis1 goézlemlenir. Miisteri {iiriinii almaya devam ediyor, bagka
alternatiflere yonelmiyorsa o miisteri, sadakati yiiksek bir miisteri demektir. Bu
miisteri ayn1 zamanda {rlinli etrafindakilere tavsiye eden miisteri konumundadir

(Fornell ve dig., 1996). ACSI modeli Sekil 2.5’de verilmistir.
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Musteri
Beklentileri

B

Algilanan
Kalite

Algilanan
Deger

Musteri
sadakati

Sekil 2.5 : Amerikan Miisteri Memnuniyeti Modeli (ACSI)

Miisteri memnuniyeti firma bazinda 6lgiilerek, firmanin iirettigi degisik iirtinlere olan
genel memnuniyet derecesi hesaplanir. Bu veriler ACSI’de 7 sektor, 40 sanayi ve

200 den fazla firma iizerinde uygulanip yillik rapor olusturulmaktadir. ACSI 1999’

dan itibaren devlet sektoriindeki isletmeleri de uygulama alanina almistir.

Yillik degerlendirmede, miisteri memnuniyetini isletme diizeyinde 6l¢iilerek sonuglar
isletme, endiistri ve sektorel indeksler seklinde listelenir. Bu sayede firmalar arasinda
bir memnuniyet notu kiyaslamasi yapilabilecegi gibi, sektorler ve sanayii alanlari
arasinda da bir kiyaslama imkani1 dogmaktadir. ACSI modelinin uygulandigi
sektorler Tablo 2.1°de ve yillara gére ACSI puanlar1 Sekil 2.6°da verilmistir (NQRS,

2000).

Tablo 2.1 : ACSI’nin degerlendirdigi sektorler

Dayanikl Olmayan Sl.?or, Giyim, Ayakkabi, I(}kl.,. Sulgara, Konserve Gida, Clko.lata,
Mallar Siit Dondurma, Firinlanmis iiriinler, Etler (Donmus), Peynir,

Tahil, Benzin, Gazete, Kisisel Bakim, Alkolsiiz i¢ecekler
Dayanikli Mallar Otomotiv iiriinleri, Elektronik, Ev aletleri, Bilgisayar, Printer

e Havayollari, Yayinlar, Televizyon, Elektrik Hizmetleri,

Ulagim [letisim Dagitim, Telefon, Posta Hizmeti

Magazalar, indirim marketleri, Restoran, Fastfood,
Perakende .

Siipermarket
Finans Sigorta Bankalar, Sigorta (Hayat, Saglik, Mal)
Servis Hastaneler Oteller Sinema
Kamu Devlet Temizlik, Polis, Vergi daireleri
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75 -
74 -
73 -
72,5
72 -

71

70

69 -

68
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Sekil 2.6 : ACSI puanlarmin yillara gore degisimi

2.3.4 Avrupa Miisteri Memnuniyeti Indeksi

Avrupa Miisteri Memnuniyeti Olciim Indeksi yeni bir ekonomik gdsterge modeli
olup, Avrupa Kalite Organizasyonu ve EFQM (Europen Foundation for Quality)
tarafindan gelistirilmistir. ECSI ayrica Avrupa Komisyonu, ESOMAR (European
Society for Opinion and Marketing) ve Uluslararast Posta Kurumu tarafindan da
desteklenmektedir. 8 farklt Avrupa tiniversitesi de modelin gelisimi ve

uygulanmasinda gorev almaktadirlar (Ekl6f ve Westlund, 2000).

Model teorik olarak Fornel’in gelistirmis oldugu modelin Avrupa Birligi iilkeleri i¢in
giincellenmis halidir. ACSI’den farki; modele imaj faktoriiniin eklenmis olmasidir.
Firma imajinin miisteri memnuniyeti {izerinde pozitif bir etkiye sahiptir. Sekil 2.7°de
de goriildiigli gibi modelin dnciileri, miisteri beklentileri, imaj, algilanan kalite ({iriin

ve hizmet), algilanan deger ve imajdir. Modelin gostergesi ise miisteri sadakatidir.

Modelde firma imajinin miisteri beklentileri, miisteri memnuniyeti ve miisteri
sadakatiyle pozitif yonli iligkileri vardir. Miisterinin iiriin ve hizmetle ilgili satin
alma Oncesi beklentileri algilanan kalite, algilanan performans ve miisteri

memnuniyetini etkilemektedir.

Algilanan kalite iki sekilde degerlendirilir: Uriiniin donamim kalitesi ve servis
kalitesi. Donanim kalitesi, tirliniin fiziksel olarak degerlendirilmesidir. Servis kalitesi
ise irlinle beraber sunulan hizmetlerin kalitesidir. Mesela garanti sartlart ve
uygulamasi, satig sonrasi servis, satig anindaki miisteri iliskileri vs. Algilanan iirlin

kalitesi, algilanan deger ve miisteri memnuniyetini etkilerken, algilanan hizmet
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kalitesi sadece miisteri memnuniyeti iizerinde etkili olmaktadir. Modelin son
degiskeni miisteri sadakatidir. Memnuniyet derecesine gore miisterinin sadakati

azalir ya da artar (Martensen ve dig., 2000).

Musteri
Beklentileri
Algilanan
Deger
Algilanan
Kalite

Sekil 2.7 : Avrupa Miisteri Memnuniyet Indeksi
2000 yilindan buyana yapilan ¢aligmalarla ECSI puanlarinin, EFQM miikemmellik

Musteri
sadakati

degerlendirmesinin miisteri memnuniyeti gostergesi olarak degerlendirilmesi ig¢in
caligmalar yapilmaktadir. ECSI tiim Avrupa Birligi iilkelerinde uygulandigindan
dolay1, ayni indeks sonuglar1 kullanilarak iilkeler arasi kiyas yapma imkani da
miimkiin olmaktadir. Bu yapistyla ECSI ulusal modelden ¢ok uluslararasi bir model

durumundadir.

2.3.5 Diger Modeller

1996°da gelistirilen Norve¢ miisteri memnuniyeti Olglim modeli 12 degisik
endiistriden toplam 42 firmada uygulandi. Bu modelde “ima;j” gizli degiskeni ilk defa
kullanildi. Bu yoniiyle model aslinda ACSI’den ECSI'ye gegciste bir koprii model
durumundadir. Son yillarda, Yeni Zelanda, Tayvan, Hongkong, Rusya, Malezya,
Singapur gibi iilkelerde de Ulusal Miisteri Memnuniyeti Indeksi kullanilmaktadir
(Johnson ve dig., 2001).

Tiirkiye’de memnuniyet indeksleriyle ilgili yapilan bazi akademik calismalar bu
alandaki ilk ¢alismalar olmustur (Tiirky1lmaz ve Ozkan, 2003; Aydim ve Ozer, 2005).
Bunun yaninda Tiirkiye’de ulusal bazda ilk uygulama 2006 yilinda baglatilmis ve 7
farklr sektor igin indeks sonuglari agiklanmistir. Kullanilan model ACSI modeli ile
ayn1 yapiya sahiptir. Tiirkiye Miisteri Memnuniyet Endeksi (TMME), KalDer ve KA
Arastirma Limited tarafindan yiiriitiilmektedir (TMME, 2006).
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3 MUSTERI MEMNUNIYET INDEKS MODELLERININ
TAHMINI

Miisteri memnuniyet indeks modelleri belirli sayida gizli (latent) degisken ve bu gizli
degiskenlerin ~ hesaplanmasinda  kullamilan  6l¢iim  (manifest/observable)
degiskenlerinden meydana gelmektedir. Gizli degiskenlerin birbirleriyle olan
iligkileri bir sebep sonug iliskisi seklindedir. Bu tiir modeller Yapisal Esitlik
Modelleri (Structural Equation Modeling) olarak adlandirilmaktadir.

Miisteri memnuniyet indeks modellerinin tahmininde kullanilacak olan yontemlerin
baz1 sartlara uymasi1 gerekmektedir. Modelin tahmininde kullanilacak yontem
yapisal esitlik modelinin sebep-sonug iliskisi seklindeki yapisini tahmin edebilecek
nitelikte olmalidir. Asagida da anlatilacagi gibi modeli olusturan bloklarin kendini
olusturan degiskenlerle olan farkl: iliski tiirlerini desteklemesi gerekmektedir. Blok
ici ve bloklar arasi iligkileri tahmin performansi yliksek olmalidir (diisiik tahmin
hatasi, yiiksek acgiklayicilik). Miisteri memnuniyet indekslerinin bir amaci da farkl
indeks puanlar1 hesaplamak oldugundan dolayr kullanilacak metodun modeldeki
bloklar1 olusturan degiskenler icin uygun agirliklar belirleyerek blok i¢in indeks
puanlar tiretebilmesi gerekmektedir (Johnson ve dig., 2001).

Her ne kadar yapisal esitlik modellerinin tahmininde LISREL (Linear Structural
Relations) metodu daha fazla kullaniyor olsa da miisteri memnuniyet indekslerinin
yukarida bahsedilen 6zellik ve gereksinimlerinden dolayr Kismi En Kiigiik Kareler
yontemi daha uygun bir yontemdir (Fornell, 1992).

Bu boliimde yapisal esitlik modelleri, yapilart ve oOzellikleri anlatildiktan sonra
miisteri memnuniyet indekslerinde kullanimi tavsiye edilen kismi en kiiciik kareler

yontemi agiklanacaktir.

3.1 Yapisal Esitlik Modelleri

Yapisal Esitlik Modelleri (YEM) cok degiskenden olusan bir iliski modeli olup sdyle
tanimlanmaktadir: Siirekli ya da kesikli bir grup bagimsiz degiskenin, bir ya da daha

fazla siirekli ya da kesikli degiskenle arasindaki iliskilerin incelenebilmesine imkan
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saglayan bir istatistik metot (Ullman, 1996). Yapisal esitlik modellerinin amaci, giris
verilerindeki degisiklige gore elde edilecek sonuglarin degisimini dogru olarak ifade
edebilen bir denklem modeli olusturabilmektir. Yapisal esitlik modelleri, ¢oklu

regresyon ve faktor analizinin kombinasyonudur (Gefen ve dig., 2000).

Sahip olduklar1 yapilar1 ve kullanilan hesaplamalar nedeniyle YEM uygulamalari
ikinci nesil ¢ok degiskenli analizler olarak da bilinirler. YEM metotlarinda, ilk nesil
analiz tekniklerinin (regresyon) oOtesinde temel bilesenler analizi, faktor analizi,
diskriminant analizi veya c¢ok degiskenli regresyon analizleri mevcuttur. Bu
hesaplamalarin kullanimiyla ¢ok yonlii sonuglara ulasip onerilen teori ve modelleri

test etmek miimkiindiir (Gefen ve dig., 2000).

YEM’de iki tiir degisken mevcuttur: Olciim degiskeni ve gizli degisken. Olciim
degiskeni dogrudan o6l¢iilebilen degiskendir. Bunlar gézlemlenen degiskenler olarak
da adlandirilirlar. Gizli degiskenler dogrudan 6l¢iilemezler, ancak kendileri ile iligkili

Olctim degiskenleri kullanilarak hesaplanabilirler (Chin, 1998).

Mesela “Kurum Imaji” kavranmi soyut bir kavram olup gizli degisken olarak
belirlenebilir. Dogrudan ve tek bagina tanimlanmasi zordur. Ancak imaj1 tanimlayan
baz1 alt kavramlar iiretmek miimkiindiir. Soyle ki; imaj nedir? Ya da Imajin
belirleyicileri nelerdir? Bu sorularin cevaplari “Imaj” gizli degiskeninin 6l¢iim
degiskenleridir. Literatiirde yapilan “imaj” tanimlarindan ¢ikartilabilecekler

sunlardir:

e Giivenilirlik. (S6ziinde durmak)
e Kurumsallik ve kararlilik.

e Toplum i¢in sosyal katkilar.

e Miisterilerle ilgilenme.

e Yenilik¢i olmak ve gelecekle ilgili planlarin varligi.

Iste bu maddeler, “Imaj” gizli degiskeninin ol¢iim degiskenleridirler. Olgiim
degiskenlerinin degerlendirilmesi sonucunda gizli degiskenin degerlendirilmesi
mimkiin olacaktir. Belki bu degiskenler de daha fazla alt tanimlara ihtiyag
duyabilirler. Ancak sosyal olaylarda kullanilan degiskenlerin birgogunun dogrudan
Olctimlenmesi miimkiin olmamaktadir. Sosyal olaylarda bu degiskenlerin degerleri

genelde anketler vasitasiyla belirlenebilmektedir.
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Yapisal esitlik modelleri 6ncelikli olarak grafik ¢izimlerle ifade edilir. Sekil 3.1°de
gosterildigi gibi, dl¢lim degiskenleri i¢in dortgen, gizli degiskenler i¢in daire veya
elips kullamlir. iki degisken arasindaki iliski tek yonlii okla gosterilir. YEM nin

parametreleri, varyans, regresyon katsayillar1 ve degiskenler arasindaki

O Gizli Degisken

Olgiim Degiskeni
— lligki

kovaryanslardir.

Sekil 3.1 : Yapisal Esitlik Modelinde Kullamilan Isaretler

Yapusal esitlik modelleri, iki ana yapidan olusmaktadir: Olgiim modeli (Measurement

Model) ve Yapisal model (Structural Model). Iki modelin de gdsterimi Sekil 3.2°de

verilmistir.
Yapisal Model Olgiim modeli
(Ic Model) (Dis Model)

9

—p X1
3

—»
93

- x

Olglum T,
Degiskeni Gizli Degisken

Sekil 3.2 : Yapisal esitlik Modelinin yapisi

3.1.1 Yapisal Model (ic Model)
Yapisal model, gizli degiskenler arasindaki dogrusal denklik modelidir. Eger bir gizli
degisken hicbir durumda bagimli degisken durumunda olmazsa bu gizli degiskene

ekzojen (dissal) degisken denir ve & ile gosterilir. Aksi durumda degisken endojen
(icsel) degiskendir ve 7 ile gosterilir. Bu modelde gizli degiskenler arasindaki iliski
coklu dogrusal regresyon formiiliiyle kurulabilir(Chin, 1998):

n =I'$+Bn+¢ (3-1)
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¢&=(&6,,--.6,) - Ekzojen gizli degisken vektorii
n=,,n,,..n,) : Endojen gizli degisken vektorii

I" :Ekzojen gizli degisken icin regresyon katsayilart vektorii

B :Endogen gizli degisken icin regresyon katsayilar1 vektori

Sekil 3.3 : Yapisal Model (Gizli degiskenler arasi iligkiler)

¢ :Hata vektori

Sekil 3.3’deki basit yapisal modelde 3 gizli degiskenin birbirleri arasindaki iliskileri
goziikkmektedir. §; bagimsiz degisken (ekzojen), digerleri ise bagimli degiskenlerdir
(endojen). Modelde iki farkli dogrusal regresyon modeli mevcuttur. Bunlardan ilki n;
‘in bagimli, n; ‘in bagimsiz oldugu modeldir. Digeri ise 1, ‘nin bagimli &; ve 1 ‘in

bagimsiz oldugu modeldir. Regresyon denklemleri soyledir:

m=7ué *+¢,
My, =¥ué + Bym + &,
3.1.2 Olciim Modeli (D1s model)

Sekil 3.4’de goziiktiigli gibi, 6l¢lim modeli, gizli degiskenlerle 6l¢iim degiskenleri

arasindaki iliskilerin belirlenmesinde kullanilir (Chin, 1998).

X

X2

X3

Sekil 3.4 : Olgiim modelinin gosterimi (& gizli degisken, x gdzlem degiskeni)
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Gizli degiskenle Olgiim degiskenleri arasindaki iliskilendirme 2 farkli sekilde
yapilabilir: Formatif durum ve Reflektif durum (Fornell ve Bookstein, 1982).

3.1.2.1 Olciim Degiskenlerinin Reflektif Baglandigi Durum

Reflektif durumda her oOlglim degiskeni iligkili oldugu gizli degiskeni yansitir
(Tenenhaus ve dig., 2005). Reflektif iliskili modeller klasik faktor analizi
modelidirler. Gozlem degiskenlerinin tiimii ayni fenomeni (gizli degiskeni)
Ol¢iimliiyor savi altinda yapilandirilirlar (Chin, 1998). Gizli degiskendeki bir
degisimden tiim gozlem degiskenleri etkilenirler. Her bir gézlem degiskenindeki
degisim, onun gizli degiskenle olan iligki derecesine (ylikleme, loading) baghdir.
Her bir yiikleme indikatorle gizli degisken degerleri arasindaki korelasyonu ifade

eder (Hulland, 1999; Gefen ve dig., 2000).

Olgiim modelinin reflektif yapida olabilmesi bazi sartlara baglidir. Bunlardan biri,
Olctim modelinin ardinda yatan teoridir. Eger gizli degisken, gozlem degiskenlerine
etki eden bir faktor olarak goriiliiyorsa bu durumda iliski reflektif olmalidir ve okun
yonli disa dogrudur. Diger bir sart ise yapilan calismanin amacidir. Eger amag
gbzlem degiskeninin tahmini ve agiklanmasi ise reflektif bir dizayn kullanilmalidir.
Son sart ise gozlem durumlariyla ilgilidir. Modelin tahmin giicii ve glivenilirligi
ornek sayis1 ve her bir bloktaki degiskenler aras1 ¢oklu dogrusallik (multicollinearity)
durumundan etkilenebilir. Bu durumda degiskenlerin reflektif baglanmasi bu
karmasiklig1 onler, ¢iinkii parametre tahminleri basit regresyona gore yapilir (Chin,

1998).

Sekil 3.5’deki modeli goz Oniinde bulundurdugumuzda gizli degisken &,
indikatorleriyle reflektif sekilde iliskilendirilmistir. Yani gizli degisken kendi
indikatorlerinin bir yansiticisi durumundadir ve aralarindaki iliski basit regresyon

denklemiyle gosterilir. Gozlem degiskenleri; gizli degisken ve hatanin bir

fonksiyonudurlar.
04
)(1 <__
e}
Xo 4—2
03
X3 |

Sekil 3.5 : Reflektif blok
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Gizli degisken ve gozlem degiskeni arasindaki iligki basit regresyon denklemiyle su

sekilde gosterilir.
x=AE+0 3-2)
y=An+e 3-3)

x'=(x,,X;,...,x,) : Ekzojen blogun 6l¢iim degiskenleri vektori
Y'=(¥,¥,-Y,) : Endojen blogun 6l¢iim degiskenleri vektori
A, : Ekzojen blogun qxn regresyon matrisi
A, : Endojen blogun pxm regresyon matrisi

& ve O : Hata vektorleri

3.1.2.2 Ol¢iim Degiskenlerinin Formatif Baglandigi Durum

Bu durum gozlem degiskenlerinin gizli degiskenleri olusturdugu durumdur
(Tenenhaus ve dig., 2005). Formatif degiskenler bagli olduklar1 gizli degiskenin
olusumu icin etki eden nedensel degiskenler olarak gériiliirler. Ornegin; miisteri
memnuniyeti ile ilgili yapilan ¢alismalarda miisterinin yas, cinsiyet, egitim durumu
gibi Ozellikleri o miisterinin demografik 6zelligini meydana getirdigi i¢in buradaki
iligkinin formatif olmast gerekmektedir. Formatif degiskenlerin birbirleriyle
korelasyon halinde olmalar1 ya da aynmi gizli degiskeni gostermeleri beklenmez.

Ornegin miisterinin cinsiyeti ile yas1 arasinda bir korelasyon iligkisi olmasi zorunlu

degildir (Chan ve dig., 2003).

Sekil 3.6’da formatif bir 6l¢iim modeli gosterilmistir. Bu modeldeki istatistik amag,
gizli degiskendeki varyansi maksimum derecede agiklayabilmektir. Bu sebeple,
Olciim degiskenleri gizli degiskenler arasi korelasyonu maksimum yapacak agirlik

degerlerini alirlar.

X1

X2

X3

Sekil 3.6 : Formatif blok
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Formatif iliski durumunda gizli degisken goézlem degiskenlerinin ve hatanin bir

fonksiyonu olup asagidaki formiille hesaplanir.
=m.x+0; (3-4)
n=n,y+o, (3-5)

7, ve rr, regresyon denkleminin katsay1 matrisleri

o, ve o, : regresyon denkleminin hata vektorleri.

3.2 Yapisal Esitlik Modellerinin Tahmini

Yapisal esitlik modellerinin tahmininde yaygin olarak kullanilan 1ki yontem
mevcuttur. En fazla bilinen yapisal esitlik modeli kovaryans tabanli metodlardir
(Bollen, 1989; Joreskog, 1970; Rigdon, 1998) ). Kovaryans tabanli metod, kullanilan
bilgisayar programindan dolayr LISREL metodu olarak da adlandirilir. Diger yontem
ise varyans tabanli Kismi En Kiiclik Kareler metodudur (Wold, 1982, 1985).

Bu iki yontem; analizlerin amaci, sahip olduklari istatistik varsayimlar ve iirettikleri
uygunluk istatistikleri bakimindan birbirlerinden farklilik gosterirler. (Gefen ve dig.,

2002).

KEKK metodunun amaci genel olarak yiiksek R? ve anlamli t degerlerine sahip bir
iliski modelini tahmin edebilmektir (Chin, 1998; Fornell ve Bookstein, 1982).
Bunun yaninda, kovaryans tabanli LISREL metodunun amaci ise; modelde
belirlenen tiim iligkilerin kabul edilebilir, dnerilen teorinin dogrulanabilir ve veri
setiyle uyumlu oldugunu gostermektir (Joreskog, 1970; Bollen, 1989). LISREL
metodu  YEM uygulamalarinda sik kullanilmasina ragmen, KEKK modelinin
LISREL’e gore iistiin oldugu bazi yonler mevcuttur. Miisteri analizlerinde toplanan
veriler genelde kisisel degerlendirmelerin sonuglar1 oldugundan tam bir kesinlik
gostermezler ve istenen bir dagilima uymayabilirler. Baz1 durumlarda da yeteri kadar
cok veri toplamak miimkiin olmayabilir. Bu tiir durumlarda LISREL saglikl1 sonuglar
tiretememektedir. Ancak KEKK yontemi az sayida veri, kesikli ve siirekli ¢ok
sayida degiskenle de calismaktadir. KEKK metodunun uygulanmasi igin verilerin
dagilimi 6nemli degildir. LISREL yontemi teorik ¢alismalar i¢cin, KEKK metodu ise
pratik uygulamalar igin daha uygundur (Chin, 1998). iki yontem arasinda,
destekledikleri iligki tiirli acisindan da fark vardir. KEKK metodu reflektif ve
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formatif yapilandirilmis bloklar i¢in uygundur. Ancak LISREL sadece reflektif
bloklar i¢in kullanilmaktadir (Chin, 1998; Fornell ve Bookstein, 1982).

Yukarida bahsedilen avantajlarima ek olarak, kullanim kolayligi da gbéz Oniinde
bulunduruldugunda miisteri memnuniyet indekslerinin yapisal esitlik modellerinin
tahmininde KEKK metodu kullanilmasi tavsiye edilmektedir (Fornell, 1992).

Izleyen béliimde KEKK algoritmasi ayritili olarak anlatilacaktir.
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4 KISMI EN KUCUK KARELER YONTEMIi

Kismi en kiiclik kareler metodu Herman Wold tarafindan gelistirilmistir. KEKK
metodunun gizli degiskenli iligki modeline uygulamasiyla ilgili ilk ¢alisma 1979°da
yayinlanmigtir. Herman Wold’un bu modeli gizli degiskenlerin modellenmesi
alaninda yaygin olarak kullanilan LISREL yapisal esitlik modeline bir alternatif
olarak bilinmektedir (Wold, 1982, 1985).

KEKK metodu i¢in gelistirilmis baz1 bilgisayar programlar1 mevcuttur. Bunlardan en
yaygin olanlar1 Lohmoller (1987) tarafindan gelistirilen LVPLS programi ve Chin
(2001) tarafindan gelistirilen PLS-Graph programidir. Bu tez ¢alismasi kapsaminda
KEKK metodunu uygulayabilmek i¢in Matlab programinda ¢alistirmak {izere kodlar
yazilmistir (Ek-B).

KEKK metodu yapisal modeldeki iliskileri tahmin etmek icin 2 sathali hesaplama
yontemi kullanir (Bayol ve dig., 2000). ilk sathada, gizli degiskenlerin birbirleriyle
olan iligkilerini ve kendilerine bagl 6l¢iim degiskenleriyle olan iligkilerini kullanarak
ol¢iim modelindeki agirliklar: ve yiiklemeleri tahmin eder. Bu safha iteratiftir. Ikinci
sathada ise ilk satha sonunda bulunan agirliklar1 kullanarak gizli degiskenler arasi
iliskileri (yapisal model) tahmin eder (Chin, 1998). KEKK metodu gerek dis modelin
tahmininde gerekse 1i¢ modelin tahmininde degisik regresyon modelleri
kullandigindan dolay1 regresyon modeli ve en kiigiik kareler yonteminden kisaca

bahsedilecektir.

4.1 En Kiiciik Kareler Regresyon Yontemi (EKK)

En kiiclik kareler yontemi birden fazla degisken arasindaki iligkileri belirleyen
dogrusal regresyon denkleminin (y=f(x)) tahmini i¢in kullanilan bir ydntemdir.

Dogrusal regresyon denklemi asagidaki gibi gosterilebilir.

y=b,+bx+¢ 4-1)

bo: Dogrunun y-eksenini kestigi nokta
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b;: Dogrunun egimi veya regresyon katsayisi
€: Hata degeri

Dogrusal regresyon denklemindeki katsayilarin tahmini en kiigiik kareler metodu
(Least Squares Method) kullanilarak yapilir. EKK bagimli ve bagimsiz degisken
arasindaki iligskiyi en iyi tahmin edecek parametre degerlerini hesaplar. EKK’nin
amaci y’nin tahminindeki hatayr minimize edecek dogru denklemini bulmaktir. x ve
y arasindaki serpilme diyagramindaki (scatter diagram) tim noktalarin bu dogruya
olan uzakliklarinin toplami minimumdur. Noktalarin dogruya olan uzakliklar: tahmin

hatasin1 gostermektedir. Regresyon analizinde hatalarin toplami sifir olacagindan
(Z( y,—»,;)=0) hatalarin karelerinin toplam1 (Z( y.—3.)*) kullamlir. Bu
durumda tahmin hatalarinin kareleri toplamini minimize eden b, ve b, degerleri

denklemin optimal degerleri olacaktir.

min Z(y,- —f/i)z = minZ(y,- —b, _b1xf)2 4-2)

Yukaridaki fonksiyonu minimize eden optimal degerleri bulmak i¢in fonksiyonun by

ve b, e gore kismi tiirevleri alinirsa;

0 2 _Z(xi_)_c)(yi_y) )
a—bIZ(y,-—bo—bm =0 = b= S 4-3)

denklemleri elde edilir.

4.2 Yapsal Esitlik Modelinin Tahmininde KEKK Metodunun Kullanim

En kiiclik kareler yonteminin amagclarina ve yapisina uygun olarak gelistirilen kismi
en kiiciik kareler yontemi ¢ok sayida bagimli degisken ve ¢ok sayida bagimsiz
degiskenden olusan modellerin tahmininde kullanilan etkin bir yontemdir (Herve ve
dig., 2003). KEKK modeli oncelikli olarak dis modelin tahminini ger¢eklestirdikten
sonra gizli degiskenler arasindaki iligkilerden olusan i¢ modelin (yapisal model)
tahminini yapar (Lohmoller, 1989; Fornell ve Cha, 1994; Bayol ve dig., 2000). D1s

model ve i¢ model tahmin siire¢leri asagida anlatilmistir.
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4.2.1 Dis Modelin Tahmini

KEKK algoritmasinin ilk agamasi dis modelin tahminidir. Daha 6nce de belirtildigi
gibi dis model gizli degiskenler ve Ol¢iim degiskenleri arasindaki iliskilerden
olusmaktadir. KEKK metodu bu asamada, her bloktaki gizli degisken ve o gizli
degiskenle iligkili olan gbzlem degiskenleri arasindaki iliski katsayilarini tahmin
eder. KEKK metodu bu tahmini iki temel adimda ger¢eklestirir (Tenenhaus ve dig.,
2005).

flk adimda &l¢iim degiskenleri ile gizli degisken arasindaki iliski modellenir. Bu

adimda gizli degiskenin degeri, kendisiyle iliskili 6l¢iim degiskenlerinin agirlikli

ortalamasidir.
Yj o« i[zvvjh(xjh _ijh)] (4_5)
Formiilde “=" yerine “%” isareti kullanilmasinin sebebi denkligin sag tarafindan

elde edilen degerin standart forma donistiiriilecegini  belirtmek igindir.
Standartlastirmanin tercih edilmesi; gizli degiskenlerin i¢ tahminde (son degerlerde)
herhangi bir degisiklige sebep olmamasi ve esitliklerin yazimindaki kolayliktan

dolay1dir.

Bir X degiskeninin standardize edilmesi su formiille yapilir:

Stndz(X) = (X — X)/ std(X) (4-6)

Standardize edilen gizli degisken;

Y, = 3w, -5,) @-7)

Gizli degiskenin ortalama degeri:

iy =2 W, (4-8)
Gizli degigken degeri
&= 2 Wyx, =Y, i, 4-9)

seklinde hesaplanabilir.

W, :6lglim modeli agirlik katsayisi.
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Ikinci adimda ise gizli degiskenle iliskili oldugu diger gizli degiskenler arasi iliski

modellenir.
Z,=Yex (4-10)

eji : 1ki gizli degisken arasindaki iliski katsayisi.

Burada j. gizli degiskenin i¢ modelden tahmin edilen degeri i. gizli degiskenlerin dis
modelden elde edilen degerinin agirlikli ortalamasina esittir. Bulunan deger burada

da standardize edilir (Tenenhaus ve dig., 2005).

4.2.2 Gizli Degiskenler Arasindaki iliski Katsayisinin Tahmin Metotlar
Gizli degiskenler arasindaki iliski katsayisi e degeri ii¢ farkl sekilde tahmin edilebilir
(Chin, 1998; Tenenhaus ve dig., 2005).

1. Kitle Merkezi Yontemi (Centroid Method)
2. Faktor agirliklandirma (Factor Weighting)
3. iz Agirhiklandirma (Path Weighting)

4.2.2.1 Kitle Merkezi Yontemi (Centroid Method)

e, Y,ve Y, arasindaki korelasyonun isaretine esittir. Bu deger, algoritmada iki gizli

degisken arasindaki korelasyon degerinin isaretidir (pozitif degerler i¢in 1, negatif
degerler i¢in -1). Bu, Herman Wold’un orijinal se¢imidir. Bu se¢im korelasyonun

stfir civarinda olmast durumunda dezavantaj olusturmaktadir.

4.2.2.2 Faktor Agirhklandirmasi (Factor Weighting)

e

Ji?

Y,ve Y, arasindaki korelasyon degerine esittir. Bu durum, 6nceki segenekte
karsilagilan problemler i¢in de bir ¢6ziim yoludur.

4.2.2.3 1z Agirhklandirma (Path Weighting)

&, yle iliskili olan gizli degiskenler iki gruba ayrilir: dncii degiskenler ve gosterge
degiskenler. Oncii degiskenler & , yi aciklayan degiskenlerdir. Gosterge degiskenler
ise &, tarafindan agiklanan degiskenlerdir. Gizli degisken &, ’nin onci degiskeni &;
i¢in i¢ agwhk e,, & nin Oncileriyle iligkili olan tim ¥ ’lerle Y nin ¢oklu

regresyonundaki Y, degerinin regresyon katsayisina esittir. Eger &i , &;’nin bir
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gosterge degiskeni ise bu durumda e;, Y,ve Y, arasindaki korelasyon degerine

esittir. Bu yeni diizenlemeler teorik sebepler acisindan dnemlidirler.

Yukaridaki denkliklerde, modelle ilgili Olgiim degiskenlerinin agirliklart (w)
haricindeki tiim parametreler bilinmektedir ya da w’ye bagli olarak bulunabilecektir.

Bu durumda amacimiz agirliklarin (w) hesaplanmasidir.

4.2.3 Olgiim Degiskenlerinin Agirhklarimin Tahmin Metotlari
Olgiim degiskenlerinin agirhiklarinm hesaplanmasinda iki metot kullanilir: Mod A ve

Mod B.

4.2.3.1 Mod A

w

s Xpnin Z (i¢ tahmin) ile regresyonunda Z; nin regresyon katsayisidir.

w,, = cor(x

Z) @-11)

Jh>

Zj standardize edilmis formdadir.

4.2.3.2 ModB

w,, agirhiklarimin - w; vektori, Z; nin &, ile iliskili olan merkezi 6l¢iim degiskeni

(x; — X)) ile olan ¢oklu regresyonundaki regresyon katsayisina esittir.

w =X, X)X Z, (4-12)

X @ Situnlari, j. gizli degisken &, ile iligkili olan merkezi 6lgiim degiskenince

(x, —X ;) tanimlanan matristir.

Mod A reflektif 6l¢iim modelli bloklar i¢in, Mod B ise formatif olanlar i¢in uygun
metottur. Mod A endojen, Mod B ekzojen gizli degiskenler i¢in kullanilir.

4.2.4 ic Modelin Tahmini
Dis model tahminin sonucunda Olgiim degiskenleri icin elde edilen agirliklar

kullanilarak gizli degisken degerleri su sekilde hesaplanir.

& = Zthx P (4-13)

=2 Wl (4-14)
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Bu durumda degerleri bilinen gizli degiskenler arasi iliskiler yapisal denklin
modelindeki iliski modellerine goére basit veya c¢oklu regresyon seklinde
hesaplanirlar. Yapisal modelde endojen gizli degisken sayisinca yapisal model
kurulur. Her yapisal modelin endojen gizli degiskeni o modelin bagimsiz

degiskenidir, kendisine bagl olanlar ise modelin bagimsiz degiskenleridir.

n =I.$+Bn+¢ 4-15)
¢ =(5¢,,...¢,) : Ekzojen gizli degisken vektori
n=m,,n,,..n,) : Endojen gizli degisken vektorii

I" :Ekzojen gizli degisken icin regresyon katsayilar1 vektorii

B :Endogen gizli de§isken i¢in regresyon katsayilar1 vektori

¢ :Hata vektori

4.2.5 KEKK Metodu Algoritmasi

KEKK metodunun uygulanisi ile ilgili yukarida anlatilanlar1 asagidaki algoritmada

gostermek miimkiindiir. 1-9 aras1 adimlar 6l¢iim modelinin tahminiyle ilgili adimlar,

10 ve 11. adimlar ise i¢ modelin tahminiyle ilgili adimlardir.

Adim 1: Tiim gézlem degiskenlerinin merkezi degerlerini hesapla. (x,=0)

Adim 2: Her bir blogu olusturan gozlem degiskenleri ile blok arasindaki iligki

agirliklarimi (w), ) istege gore belirle.

Adim 3: Gizli degigkenin dis tahminini hesapla. ¥, = ZVT/ i (xjh -X ,-/1)

Adim 4: Y degerlerini standardize et. Y =(Y —Y)/std(Y)

Adim 5: Gizli degiskenler arasi iligki modelini hesapla Z , = Z e;Y,
i:g;ile &y ilislisk

Adim 6: Z degerlerini standardize et. Z =(Z —Z)/std(Z)

Adim 7: Her bir blokla kendi gbézlem degiskenleri arasindaki yeni iliski agirliklarin
hesapla. w,, =cor(x,,Z,) veya w;, = (X', X,)" X', Z,

Adim 8: Dis agirliklari normalize et. w;, =w,, /ijhu
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Adim 9: Tim w, degerleri bir 6nceki iterasyondaki w,, degerlerine esitse Adim

10’a git. Degilse Adim 3’e git.
Adim 10: x,, ve w,, degerlerini kullanarak yeni gizli degisken degerlerini hesapla.
&= WXy 1= W,

Adm 11: Gizli degiskenler arasindaki iligkileri coklu regresyonla hesapla
n =Ié+Bn+¢

Yukaridaki algoritmanin akis1 Sekil 4.1°’de sematik olarak verilmistir.

P Y EXW,

S.ee
..
-~

Dis
Tahmin

ilk
Deger => Wi

3
) ‘: ] _,-"' e agirhgr: Centroid,
Yeniwjagriklan: - ) e Faktor, Iz agirliklandirma
Mode A: wi=Cor (X;, Z) -

Mode B: w=(X; X)) X; Z,

Sekil 4.1 : KEKK modelin algoritmasi

4.2.5.1 KEKK Algoritmasi i¢in Bir Ornek

X11
X12 Y11
Y12
X21
X13
X22
X23

Sekil 4.2 : KEKK modeli i¢in 6rnek uygulama

Sekil 4.2°de, ekzojen gizli degiskenler (&,,<,), endojen gizli degisken (77,) ve bu
gizli degiskenleri olusturan gozlem degiskenlerinden

(15 X125 X015 X005 X035 Vi1s Vias Vi3) »  meydana gelen bir yapisal esitlik modeli
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verilmistir. KEKK metodunu kullanarak bu modeli olusturan iliski parametreleri su
sekilde tahmin edilebilir:

1. Tiim gozlem degiskenlerinin merkezi degerlerini hesapla. (x, =0,y , =0)

2. Tim wj, agirliklar: i¢in ilk deger ata.

3. Gizli degisken degerlerini dis modelden hesapla ve elde edilen degerleri

standardize et.

Y, = Z(wjhxjh), (Xjn ’ler, merkezi degerlerdir((x;, —x ).
Y= wyx, +wpx,,

Y, = Wy Xy + Wy Xy, + Wy,

Y =Wy WiV Wi s

4. Gizli degisken degerlerinin i¢ modelden hesapla ve elde edilen degerleri

standardize et.

Z_/:Z e; Y,

Z, =e,VY,;
Z,=cuY,;
Z,=¢e; Y +ey,7,

e;i=S1gn(Cor(Y;,Y;)), (Kitle Merkezi Metodu)
e;i=Cor(Y;,Y)), (Faktor Agirliklandirma Metodu)

eji: Yi ve Y; arasindaki regresyon katsayisi (Iz agirhiklandirma Metodu)

5. Yeni agirliklar1 (w) hesapla ve elde edilen degerleri normalize et
w, =cov(x,,Z ;) Mod A (reflektif durumda).
veya,;
w, = (X", Xj)’lX'j Z,, Mod B (formatif durumda).

wi =cov(Xi1, Z1), Wiz =cov(Xi2, Z1)

W1 = cov(Xa1, Z2), W =coV(X22, Z3), W3 =cCOV(X23, Z2)

w31 = cov(X31, Z3), W32 =cov(X32, Z3), W33 =cov(Xs3, Z3)

2-5 arasindaki adimlar1 wj, degerleri yakinsak oluncaya kadar itere et.

Degerler yakinsak ise;
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5. Son iterasyondaki wj, degerlerini kullanarak gizli degisken degerlerini hesapla.
g = Z w, X, (X ‘ler 6lgim degiskenlerinin orijinal degerlerdir)

& = WX, + WX,

&) = Wy Xy + WXy, + WXy,

&y = Wy Xy, F Wy Xs, + WXy,

6. Gizli degiskenler aras1 mevcut iligkileri regresyon metodu kullanarak hesapla

é:j :ﬁj0+Zﬂji§i+vj

53 = ﬂ3o +ﬂ31§1 +ﬂ32§2
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5 YAPAY SINiR AGLARI

Insan beyninin ¢alisma prensibi iizerine olusturulmus olan Yapay Sinir Aglari
(YSA), insan beynindeki noronlara karsilik gelen yapay  basit islemcilerin
birbirlerine degisik etki seviyeleri ile baglanmasindan olusan bir sistemdir. Sinir
hiicreleri gesitli sekillerde birbirlerine baglanarak sinir aglarini olustururlar (Haykin,
1994). Bu aglardaki islemler sayesinde 6grenme, hafizada saklama ve bilgiler arasi
iligkilerin tanimlanmas1 saglanabilir. Bu yonleriyle YSA'lar, bir insanin verileri
isleyerek 6grenme ve problem ¢ozme yeteneklerini taklit etmektedir (Hertz ve dig.,

1991).

Beyindeki ndronlar arasindaki sinaptik (synaptic) baglantilarin gelisimiyle 6grenme
gerceklesir ve gelisir. Yeni bilgiler 6grendik¢e beyindeki sinaptik baglantilar kurulur
ve bu baglantilar gelistirilir. YSA’lar da biyolojik beyinler gibi egitilerek 6grenen
sistemlerdir. Her yeni bilgi giris-¢ikisiyla sistemde Ogrenme siireci gergeklesir
(Caudill, 1989). YSA’lar herhangi bir problem hakkinda girdiler ve ¢iktilar
arasindaki iliskiyi (dogrusal olsun veya olmasin), elde bulunan mevcut 6rneklerden
genelleme yaparak daha Once hi¢ goriilmemis olan veya uygulanmamis olan
orneklere kabul edilebilir ¢oziimler iiretirler. Bu 6zellik YSA’lardaki zeki davranisin

temelini olusturur (Caudill, 1992).

Noronlar kendilerine gelen veriyi bir isleme maruz birakarak yeni bir ¢ikti degeri
tiretirler. Yani her sinir (ndron) diger noronlardan sinyalleri alir; bunlar1 birlestirir,
belirli bir fonksiyon dahilinde doéniistiiriir ve sayisal bir sonug¢ ortaya cikartir. Bir
yapay sinir aginin matematiksel fonksiyonu, agin mimari yapisina uygun olarak
sekillendirilir (Grossberg, 1982). YSA'larin girdi ve ¢ikti verileri arasinda kurdugu
iliski modeli, noronlarin sahip oldugu transfer fonksiyonlarindan, bu ndronlarin
baglant: sekillerinden ve baglantilarin agirliklarindan etkilenir (Caudill, 1989). Iliski
modeli tahmin edildikten sonra, YSA sisteme sonradan giren yeni verileri kullanarak
¢ikti tahminleri tiretilebilir. Bir yapay sinir aginin performansi, kurulan modelin ¢ikt1

degerlerini tahmin etme kapasitesiyle 6l¢iiliir.
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Ogrenme yetenegi, kolayca farkli problemlere uyarlanabilirligi, genelleme
yapabilmesi, daha az bilgi gerektirmesi, paralel yapilarindan dolay:1 hizli ¢alisabilme
yetenegi ve kolay bir sekilde uygulanabilmesi gibi pek cok avantajindan dolayi
yapay sinir aglari miithendisligin pek ¢ok alanindaki farkli problemlerin ¢éziimiinde
kullanilmaktadir (DARPA, 1988). Uygulama alanlar1 i¢in bir sinir yoktur fakat,
tahmin, modelleme ve smiflandirma gibi bazi alanlarda agirlikli  olarak

kullanilmaktadir.

5.1 Yapay Sinir Aglarimin Gelisimi

1942 yili1 YSA'nin gelisiminin baglangic yili olarak kabul edilmektedir. Bu tarihte Mc
Culloch ve Pitts, ilk hiicre modelini gelistirmislerdir. Bunun yaninda birkag¢ hiicrenin
ara baglasimini incelediler. Hebb (1949) yilinda hiicre baglantilarin1 ayarlamak i¢in
ilk 6grenme kuralin1 6nerdi. Rosenblatt (1962), algilayict (perceptron) modelini ve
ogrenme kuralimi gelistirerek, bugiin kullanilan kurallarin temelini koydu (DARPA,
1988). 1960-1962 yilinda, Widrow ve Hoff tarafindan ADALINE'lar ve LMS kurali
gelistirildi.

1969 yilinda, Minsky ve Papert, algilayicinin kesin analizini yaptilar (Minsky ve
Papert, 1969).

1982 yilinda Hopfield, YSA'nin bir¢cok problemi ¢ozebilecek kabiliyeti oldugunu
gostermistir. Optimizasyon gibi teknik problemleri ¢6zmek ic¢in dogrusal olmayan
Hopfield agmi gelistirdi. 1982-1984 yilinda Kohonen 6z diizenlemeli haritay1 (self-
organizing map) tanimladi. Kendi adiyla anilan egiticisiz 6grenen bir ag gelistirdi
(Kohonen, 1997). 1986 yilinda Rumelhart geriye yayilimi tekrar meydana ¢ikartti.
1988 yilinda Chua ve Yang hiicresel sinir aglarini gelistirdiler (Rumelhart, 1986).

Halen uygulanabilirligi, gelecekte uygulanabilecegi hususunda tmit veren aktif
calismalar g6z oniinde bulunduruldugunda, yapay sinir aglarinin kullanim alanlar1 ve

uygulamalar su sekilde 6zetlenebilir:
Biyoloji: Beyni ve diger sistemleri daha iyi anlama, retina ve kornea'yr modelleme

Is Diinyasi: Petrol ve jeolojik yapi degisimlerinin tahmini, tiiketici egilimlerinin

tanimi, veri tabani olusturulmasi, hava yollar1 ve iicret diizenlemesi.

Cevresel: Numuneleri analiz etme, hava tahmini.
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Finans: Kredi riski degerlendirilmesi, sahte para ve evrak tanimi, el yazis1 formlarin

degerlendirilmesi, yatirim egilimleri ve portfoy analizi.

Uretim: Robot ve kontrol sistemlerini otomatiklestirme, iiretim islem kontrolii, kalite

kontrolii, montaj hattinda parca se¢imi.

Tip: Sagirlar i¢in ses analizi, semptom hastaliklarin teshis ve tedavisi, ameliyat

goriintiileme, ilaglarin yan etkilerinin analizi, X-1s1nlarin1 okuma.

Askeri: Radar sinyallerini anlama, kit kaynaklarin kullanimini optimize etme, hedef

tanima ve izleme.

5.2 Miisteri Memnuniyet indeksinde Yapay Sinir Aglarimin Kullanimi

Yapay sinir aglarinin miihendislik ve isletme alanlarindaki uygulamalar1 her gecen
giin artmaktadir (Wong ve dig., 2000). Ozellikle tahmin amagli YSA modelleri
miisteri davraniglarini inceleyen alanlarda kullanilmaktadir. Miisteri memnuniyetinin
ve sadakatinin tahmini, kalite yonetimi uygulamalariin memnuniyet iizerindeki
iligkilerin tahmininde YSA metodu oldukga giivenilir sonuglar vermektedir (Bounds

ve Ross, 1997; Venugopal veBaets, 1994) .

1994 ve 2000 yillar1 arasinda pazarlama ve miisteri memnuniyeti uygulamalarinda
yapay sinir aglar1 kullanimiyla ilgili olarak 112 bilimsel makale yaymlanmistir. Bu
rakam ayni siire i¢inde yapay sinir aglar1 kullanimiyla ilgili yayinlanan makalelerin

% 24’{inli olusturmaktadir (Wong ve dig., 2000).

Grenholdt ve Anne Martensen (2005) Danimarka’da uygulanan miisteri memnuniyet
indeks modeli uygulamasinda toplanan verileri kullanarak, algilanan kalitenin
tahmininde YSA modelini kullanmiglardir. Bu uygulamada modele ilave olarak
tirtiniin kalitesini dlgen 19 degisik kriter sorgulanmis ve bu kriterlerin algilanan kalite
tizerindeki etkisi modellenmistir. Ancak uygulanan YSA modeli yapisal esitlik

modelinin bir parcasi degildir.

Diger taraftan Hackl ve Westlund (2000) ECSI yapisal modelinde ¢ok katmanli ileri
beslemeli bir YSA modelinin tahmin giicliniin daha yiiksek oldugunu belirtmistir. Bu
calismada da YSA’nin tiim modele degil ancak miisteri memnuniyeti gizli degiskeni
ve buna etki eden diger gizli degiskenler arasindaki iliskinin modellenmesinde

kullanildig belirtilmistir.
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Bu calismada yapay sinir aglari KEKK metodunun i¢ model tahmininde
kullanilacaktir. 2. bolimde de anlatildigi gibi yapisal esitlik modellerinin
hesaplanmasi iki asamada gergeklesmektedir. Dis modelin (6l¢iim modeli) tahmini
ve I¢ modelin (yapisal model) tahmini. Klasik KEKK metodunda dis modelin
tahmininde 6lgiim degiskenleri ve onlarin bagl olduklar1 faktor arasindaki iligkiler
modellenirken, i¢c modelin tahmininde ise gizli degiskenler arasindaki iligki
modellenmektedir. Dig model bir faktdr analizi olarak hesaplanirken, i¢ modelde ise
gizli degiskenler arasi basit ya da g¢oklu regresyon analizi kullanilmaktadir. Bu
calismada dis modelin tahmininde yine KEKK metodu kullanilirken, i¢ modelin
analizinde ise YSA ile tahmin yapilacaktir. Gizli degiskenler firma imaj1, miisteri
beklentileri, algilanan kalite, algilanan deger, miisteri memnuniyeti ve miisteri
sadakati faktorleri oldugundan dolayr bunlar arasindaki iliskinin dogrusal model
yerine dogrusal olmayan modelle hesaplanmasi elde edilecek modelin agiklayicilik
kabiliyetini artiracaktir. Daha oOnce de bahsedildigi gibi miisteri memnuniyeti
kavraminda bir “kara kutu” yaklasimi mevcuttur. Bazi bilgiler bu kutuya girip
degisik islemlere maruz kaldiktan sonra memnuniyet ya da memnuniyetsizlik ortaya
¢ikmaktadir. Bu yaklasim YSA yapisina ¢ok uymaktadir. YSA’lar da benzer kara
kutu yaklagimiyla caligmaktadir. Sinirlere (ndron) gelen veriler belirli islemlere
(transfer fonksiyon) maruz kaldiktan sonra yeni bir deger olarak sistemden c¢ikarlar.
YSA’larda ardi ardina gelen istenilen sayida dogrusal olmayan fonksiyonun
kullanimiyla sisteme giren verilerle ¢ikan veriler arasindaki iligkinin tahmini daha da
giiclii yapilabilmektedir. Bu sayede miisteri davranigina etki eden faktorlerin 6nem
dereceleri ve sonugta olusmasi muhtemel sonuglar daha etkin olarak tahmin

edilebilecektir.

Y SA modellerinin bir diger avantaji da kullanilan verilerle ilgili gerekli sartlarin ¢ok
zorlayici olmamasidir. Miisteri memnuniyet c¢alismalarinda toplanan veriler anket
yoluyla toplandigindan dolay1 siibjektif verilerdir ve degerlendiriciye gore
degiskenlik arz etmektedir. YSA’lar kullanilan verilerin herhangi bir dagilima
uymasini veya degiskenler arasinda belirli bir korelasyon iliskisini gerektirmezler.
Bu yonleriyle YSA miisteri memnuniyet verileri i¢in ¢ok uygun bir modelleme

metodudur.
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5.3 Yapay Sinir Aglarinin Yapisi

Yapay sinir aglart normal bir girdi-islem-¢iktt modeli seklinde ¢alisirlar (Maren ve
dig., 1990). Modelde asil amag, verilen giris ve ¢ikis degerleri arasinda bir iliski
kurup sisteme yeni girecek olan veriler sonucunda ortaya ¢ikabilecek yeni sonuglari

en 1yi sekilde tahmin edebilmektir (Caudill, 1989; Lippman, 1987).

YSA modelinde giris-¢ikis birimleri arasinda islem elemanlar1 (ndron) ve bu islem
elemanlarindan olusan katmanlar yer alirlar. Giris elemani—katman, katman-katman
ve katman-¢ikis elemani arasinda gonderilen sinyalin giiclinii gosteren agirlik

parametreleri kullanilmaktadir.

Girdi elamanlan seklinde sisteme gelen sinyaller (uyar1) alicilar yoluyla sinir agina
iletilir. Sinyaller burada islemden gecirilerek ¢ikt1 sinyaller olusturulur. Olusturulan

cikt1 sinyaller ise ileticiler yoluyla diger ortamlara iletilirler.

Yapay sinir ag1 basit yapida ve tek yonlii bir grafik bicimindedir. Agin her bir
diigiimii dogrusal olmayan bir devreden (hiicre) olusur. Diigiimler sinir aglarinin
islem elemani olarak tanimlanir ve belirli bir matematik fonksiyonla ifade edilirler.
Islem elemanlar1 arasindaki iletisimi saglamak iizere baglantilar kullanilir. Her
baglanti tek yonlii olarak gecis saglar (Hagan ve dig., 1996, Jang ve dig., 1997;
Lippman, 1987). Bir YSA modelinin blok yapist Sekil 5.1°deki gibidir.

GIRIS CIKIS
———*=| EYLEM -

— |  BICIMI

OGRENME [*
BICTM

j—————————
ISTENEN CIKIS

Sekil 5.1 : YSA’nin blok diyagrami

5.3.1 Islem Elemam (Noron)

Yapay sinir aglarinin temel elemanlar1 insan beynindekine benzer islevlerle
olusturulmus olan yapay noronlardir. Bu ndronlar, yapay sinir sistemindeki verilerin
dontigiimiinii gergeklestiren islem elemanlaridir. Bir biyolojik néron, temel olarak,

diger kaynaklardan girdiler alir, belirli bir sekilde bunlar birlestirir, sonug {izerinde
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bir islem uygular ve nihai bir sonug iiretir (Caudill, 1989; Maren ve dig., 1990).
YSA’da da benzer fonksiyonlara sahip olan néronlar islem eleman: olarak

adlandirlirlar.

Her islem elemani istenildigi sayida giris baglantisi ve tek bir ¢ikis baglantisi alabilir.
Islem elemanmim c¢ikis baglantis1 bir ¢ok hiicreye giris elemam olarak gorev
yapabilir. Islem elemanmin ¢ikis1 istenilen matematiksel tipte olabilir. Giris isaretleri

YSA'ya bilgi tasir. Sonug ise ¢ikis isaretlerinden alinabilir.

Sekil 5.2 : Islem elemanmin yapist

Sekil 5.2’de islem elemanimin girdi degerleri (x;) bir baglanti agirhigiyla (wi)
carpilarak transfer fonksiyonuna gonderilir. Onceden belirlenen transfer

fonksiyonuna ugrayan girdi degerlerinden ¢ikt1 degerleri tiretilir.

W O 5 Y F D
x(O——5 F > 5
]

Y

a=f(wx) a=f(wx+b)
Sekil 5.3 : Biassiz ve biasli noron yapilari

Sekil 5.3°de basit bir ndronun giris degerlerini isleyip ¢ikti degerlerini iliretmesi
ornegi verilmektedir. Bir islem elemaninin biasli ve biassiz oldugu durumlar
goriilmektedir. Bias y=bytb;x denklemindeki b, sabit sayis1 olarak diisiiniilebir.
Modelde eger norona etki eden bir bias mevcut degilse bu durumda néronun ¢iktisi
a= f(wx) olarak elde edilir. Transfer fonksiyonun girdisi n=xw dir. w, x giris
elemaninin a ¢iktisim elde etmedeki agirlik katsayisidir. Modele bias eklendiginde

ise transfer fonksiyonun girdisi n=wx+b ve modelin ¢iktis1 a=f(wx+b) seklinde
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olmaktadir. Modeldeki agirlik (w) ve bias degerleri (b) giincellenebilir
parametrelerdir. Bu sayede modelin istenilen ¢iktiy1 elde edecek sekilde yinelenmesi

miimkiin olmaktadir (Maren ve dig., 1990; Caudill, 1992).

Sekil 5.3°deki gosterimde giris elemant (x) ve agirlik (w) birer skalar olarak
verilmisti. Yani tek bir giris degeri ve buna bagl olarak bir agirlik degeri. Sekil
5.4’de ise birden ¢ok giris eleman1 vardir ve bunlar bir giris vektorii olusturmaktadir.

Bu durumda n degeri giris degiskenlerinin agirlikli toplamina doniigsmektedir.

n=WXx, + W, X, + W;X;...+w.x, +b= Z(wx +b) (5-1)
a=f(Q wx+b) (5-2)
X4
Wi1
X2
e A
Xr X1R b

Sekil 5.4 : Cok sayida giris elemaninin oldugu néron modeli.

5.3.2 Transfer Fonksiyonlar:

Yapay sinir aglart bir ¢ok transfer fonksiyonunu kullanabilirler. Bunlardan en fazla
bilinenleri esik (hard-limit) transfer fonksiyonu, lineer (dogrusal) transfer
fonksiyonu, logoritmik sigmoidal transfer fonksiyonu ve tanjant sigmoidal transfer
fonksiyonudur. Bu fonksiyonlarin formiilleri ve grafik gosterileri Tablo 5.1°de

verilmistir.

41



Tablo 5.1 : Sik kullanilan fonkisyonlar

a
A+l
Esik (Hard-Limit) 1 x>0
Transfer Fonksiyonu (x)=
y f O x< O —— 0 2 M
-1
a
A+
Lineer Transfer
Fonksiyonu f(x)=b,+bx 2 -
/‘ 1
a
H+1
Lojistik Transfer /—
Fonksiyonu f(x)= | "
l+e™ 0 }
N s
a
Hiperbolic Tanjant e
Transfer Fonksiyonu JS(x)= lte™ =R

5.3.3 Ag Yapisi

YSA'larda, ndéronlar basit bir sekilde kiimelendirilmektedirler. Bu kiimelendirmelere
katman (layer) ismi verilmektedir . Bir yapay sinir aginda 2 ya da daha fazla néron
ayni katmanda toplanabilirler. Bu durumda katman i¢indeki tiim ndronlarin transfer

fonksiyonlart da aynidir (Lippman, 1987). Sekil 5.5°de, ayn1 katmanda birden fazla

ndronun yapilandirildigi durum goziikmektedir.
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Sekil 5.5 : Cok nérondan olusan bir katman.

Bu durumda farkli giris elemaninin farkli ndronlarla iligkisi s6z konusu oldugunda

her bir iliski i¢in bir agirlik parametresi olacaktir.

Bir katmanda birden fazla néron olabilecegi gibi, bir YSA’da da birden fazla katman
bulunabilir. Bu tiir YSA modelleri ¢ok katmanli aglar olarak adlandirilirlar (Jang ve

dig., 1997).

CGririg Gizli Katmanlar Cilog Fatmam

Sekil 5.6 : Cok katmanlt YSA modeli.

Sekil 5.6’da bir o6rnegi goriilen ¢ok katmanl aglar, kullanimlarindaki kolaylik
sebebiyle yaygin bir sekilde kullanilan yapay sinir aglaridir. Bu aglar degisik

O0grenme algoritmalar1 kullanilarak egitilebilirler

5.3.4 Ag Tirleri
YSA’lar1 genelde iki sinifa ayrilirlar: leri Beslemeli (Feedforward Networks) YSA

ve geri beslemeli (Recurrent Networks) YSA (Maren ve dig., 1990; Jang ve dig.,
1997). ileri besleme sinir aglarinda, islem elemanlar1 arasindaki baglantilar bir déngii

olusturmazlar ve bu aglar girdi veriye genellikle hizli bir sekilde karsilik tiretirler.
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Geri beslemeli aglarda (Recurrent Networks) ise baglantilar dongii igerirler ve hatta
her seferinde yeni veri kullanabilmektedirler (Medsker, 2000). Bu aglar, dongii
sebebiyle girdinin karsiligini yavas bir sekilde olustururlar. Bu yiizden, bu tiir aglarin
egitme siireci daha uzun olmaktadir. Sekil 5.7'da, ileri beslemeli ag yapis1 ve geri

beslemeli ag yapis1 6rneklenmektedir.

Sekil 5.7 : Tleri beslemeli ve geri beslemeli YSA

5.4 Yapay Sinir Aglarinda Egitme

5.4.1 Egitme Algoritmalar

Belirli bir uygulamaya yonelik bir ag yapilandirildiktan sonra, bu ag artik egitilmeye
hazir durumdadir (Hebb, 1999). Egitme islemi icin yonlendirmeli (supervised) ve
yonlendirmesiz (unsupervised) olmak tizere iki yaklasim vardir (Maren ve dig.,

1990).

Yonlendirmeli egitme, mevcut giris degerleri ile ¢ikis degerleri arasindaki iligkinin

modellenmesiyle gerceklesir. Bu egitme modelinde, (x,,x,,...,x,) seklindeki giris
vektoriiniin, (y,,»,,...,»,) seklindeki ¢ikis vektérii tam ve dogru olarak

bilinmektedir. Agin egitimi i¢in, Oncelikle baglanti agirliklarina rasgele degerler

atanmaktadir. Daha sonra her bir (x,,y,),(x,,»,),...(x,,»,) ¢ifti icin dogru sonuglari

verecek bir dgretme algoritmasi kullanilarak agirliklar yenilenir. Istenilen bilgiler ve
agin c¢ikis degerleri arasindaki fark (hata) azalincaya kadar egitim siirdiiriiliir.
Hatanin azalmasi, agirliklarin kararlilik kazanmasi demektir. Agirliklar istenilen

kararliliga ulastiginda egitim bitirilir (Caudill, 1989) .

Yonlendirmesiz egitme ise dis miidahale olmaksizin, girdilerin ag tarafindan analiz
edilmesi ve bu analiz sonucunda iliskilerin olusturulmasidir. Bu egitme sekli adaptif
egitme olarak da adlandirilir. Bu egitme yaklasiminda, aga girdi saglanir ama
istenilen ¢ikt1 degerler saglanmaz. Sistem giris verilerini gruplandirmak ic¢in hangi

Ozellikleri kullanacagina kendisi karar verdiginden dolay1 bu yontem kendi kendine
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o0grenme (self-organization) veya adaptasyon olarak bilinir (Kohonen, 1997). Daha
cok, verilerin belirli gruplara ayrilmasi gerektigi durumlarda uygulanmaktadir. Agin
performansinin kendiliginden izlenmesi s6z konusudur. Ag, giris sinyallerinin yonii,
diizeni ve aralarindaki iligkileri degerlendirerek giris veri setini belirli siniflara

ayirabilir (Haykin, 1994).

5.4.2 Hata Tolerans1

Klasik hesaplama sistemleri ¢ok az bir zarardan bile etkilenir. YSA i¢in durum
farklidir. Bu farklilik YSA'nin hata toleransli olmasidir. Islem elemanlarinin az da
olsa zarar gérmesi sistemin biitiinlinii etkiler. YSA paralel dagilmis parametreli bir
sistem oldugundan her bir iglem elemani izole edilmis bir ada olarak diisiiniilebilir.
Daha ¢ok islem elemanin zarar gérmesi ile sistemin davranisit biraz daha degisir.
Performans diiser ama sistem hi¢ bir zaman durma noktasina gelmez. YSA
sistemlerinin hata toleransli olmasinin nedeni bilginin tek bir yerde saklanmayip,
sisteme dagitilmasidir. Bu o6zellik sistemin durmasiin O6nemli bir zarara neden

olacagi uygulamalarda 6nem kazanir.

5.4.3 Ogrenme Kurallan

Bilginin kurallar seklinde agiklandigr klasik uzman sistemlerin tersine, YSA
gbsterilen drnekten dgrenerek kendi kurallarini olusturur. Ogrenme; giris drneklerine
veya (tercihen) bu giriglerin c¢ikislarina bagli olarak agmn baglanti agirliklarin

degistiren veya ayarlayan 6grenme kurali ile gergeklestirilir.

Ogreticisiz 6grenmede her giris isareti icin istenen ¢ikis sisteme tanitilir ve YSA
girig/cikis iligkisini gerceklestirene kadar kademe kendini ayarlar. Giiniimiizde
kullanilan birgok 6grenme kurali vardir. Bilinen en ¢ok kullanilan 6grenme kurallari

sunlardir.

e Genellestirilmis Delta Kurali

¢ Levenberg-Marquardt algoritmasi

¢ Rastlantisal (Hebb) 6grenme kurali

e Performans (Widrow ve ADALINE) 6grenme kurali
o Kompetitif (Kohonen) 6grenme

o Filtreleme (Grossberg)
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5.5 Algilayicilar (Perceptron)

IIk 1943 yilinda McCulloch ve Pitts tarafindan gelistirilen algilayici, birden fazla
girisi, en az bir ¢ikigi, bir transfer fonksiyonu ve giris sayisi kadar yerel bellek
eleman1 (agirlik) olan en basit yapida yapay sinir agidir (Hebb, 1949; Rosenblatt,
1961; Minsky ve Papert, 1969). Asagidaki esitlikte bir algilayicinin matematiksel

ifadesi verilmistir.

1 z wx;, 20
F(a)= 0 (5-3)
0 Zw[xi <0
i=0

F(a) fonksiyonu esik adi verilen ve lineer olmayan hard-limit transfer fonksiyonunu
temsil etmektedir. Bu fonksiyon; girdi degerlerinden hesaplanan toplam deger 0 ya
da 0’dan biiyiikse 1, kiigiikse 0 sonucunu iiretir. Hard-limit transfer fonksiyonu
algilayiciya giris degiskenlerini siniflandirabilme 6zelligi vermektedir. Fonksiyonun

grafigi Sekil 5.8 deki gibidir.

Sekil 5.8 Hard-limit fonksiyonunun gdsterimi

Egitim islemi ile algilayicidaki agirliklar degistirilir. Hiicrenin agirliklar1 dnceden
belirlenen amag¢ Olgiitiinli saglamast i¢in bir egitim algoritmas1 kullanilarak
degistirilir. Ogrenme islemi, bu amag &lgiitiinii en iyi saglayan agirhik vektoriinii

bulmaya dogru adim adim yaklagsma olarak tanimlanabilir.
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Sekil 5.9 : Perceptron 6grenme ornegi

Sekil 5.9°da daire ve kare sekilleri iki farkli siniftan vektorleri temsil etmektedir.
Amag Olgiitl, algilayicinin iki sinift birbirinden ayirmasi olarak belirlenmistir.
Ogrenme algoritmasi, egitim kiimesinden alinan smif dagilim bilgisini kullanarak,
amaci saglayan optimum agirlik (w) degerlerini arastirir. Sekilde goriilen diiz cizgi,

aranilan w agirlik degerleri i¢in olugan dogruyu gostermektedir.

5.6 Cok Katmanh Algilayici (Multi-Layer Perceptron)

Cok katmanl algilayicilar Sekil 5.10°daki gibi giris ve ¢ikis katmanlar1 arasinda
birden fazla katmanin kullanildig1 YSA sistemleridir (Lippman, 1987).

Giris katindaki islem elemanlar1 veya noronlar, sadece girig sinyalinin, gizli kattaki
ndronlara dagitilmasint saglayan tampon gorevini yaparlar. Bu katmanda noron
sayisi, giris degiskenlerinin sayis1 kadardir ve her bir giris néronu bir veri alir.

Burada veri islenmeden bir sonraki katman olan gizli katmana gecer.

Sekil 5.10 : Cok katmanl: algilayicilar
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Gizli katman; agin temel islevini goren katmandir. Gizli katmanda bulunan herbir
islem elemani; giris sinyalini, giris katmanindaki agirliklar ile carptiktan sonra
toplamin1 alir ve bu toplami transfer fonksiyonundan gegcirerek ¢ikan sonucu diger

(varsa) gizli katmana ya da ¢ikis katmanina gonderir.

Gizli katman sayis1 ve katmandaki néron sayist ag tasarimcisinin kontroliinde olup
probleme gore degisir. Gizli katmanda gereginden az néron kullanilmasi agin mevcut
ciktilarin tahmin verimini diisliriitken gerektiginden daha cok sayida noéron
kullanilmast da yeni girdi degerleri icin yapilacak c¢ikis tahminlerinin dogruluk
oranini azaltir. Burada f(x) transfer fonksiyonu, yukarida bahsedilen sigmoid veya

hiperbolik tanjant fonksiyonlarindan herhangi birisi olabilir.

Cikis katmani; aginin en u¢ katmanidir. Gizli katmandan aldig1 veriyi agin kullandig:
fonksiyonla isleyerek ¢iktisini verir. Cikis katmanindaki néron sayisi aga sunulan her
verinin ¢ikis sayisi kadardir. Bu katmandan elde edilen degerler yapay sinir aginin

s0z konusu problem i¢in ¢ikis degerleridir.

5.7 Geri Yayilim Algoritmasi (Backprobagation)

Karmasik verilerin siniflandirilmasinda kullanilan etkin YSA modellerinden birisi;
ilk olarak Werbos tarafindan diizenlenen daha sonra Parker, Rummelhart ve
McClelland tarafindan gelistirilen geri yayilim agidir (Back Propagation Network)
(Jang ve dig., 1997). ik uygulamalar1 yazili metinden sz sentezi, robot kollarmin
kontroliidiir. Sinirlar1 ise denetimli egitim giris ve ¢ikis orneklerinin ¢ok sayida
olmasidir. Geri yayilim algoritmasi giinlimiizde en yaygin kullanilan 6grenimi kolay

sonuglari etkin bir YSA'dir.

Yayilma ve uyum gosterme (Propagate-Adapt) olmak iizere iki asamada islemleri
gergeklestiren geri yayilim algoritmalari, katmanlar arasinda tam bir baglantinin
bulundugu cok katmanli (multilayer), ileri beslemeli (feedforward) ve egiticili
(supervised) bir YSA modelidir (Rumelhart, 1986; Jang ve dig., 1997). Sekil 5.11°de

fonksiyonun ve hatanin sinyallerinin akis1 gosterilmistir.

Bu algoritma; hatalar1 geriye dogru cikistan girise azaltmaya ¢aligmasindan dolay1
geri yayilim ismini almistir. Geri yayilmali 6grenme kurali ag c¢ikisindaki mevcut
hata diizeyine gore her bir tabakadaki agirliklar1 yeniden hesaplamak igin

kullanilmaktadir. Bir geri yayilimli a§ modelinde giris katmani, gizli katman ve ¢ikis
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katmani olmak iizere 3 katman bulunmakla birlikte, problemin 6zelliklerine gore

gizli katman sayisini artirabilmek miimkiindiir (Rumelhart, 1986).

— Fonksiyon sinyalleri
-¢-------- Hata sinyalleri

Sekil 5.11 : YSA’da tahmin ve 6grenme

Bir giris veri seti yapay sinir agmna girdikten gizli katmanlardaki transfer
fonksiyonlar1 sayesinde yeni degerlere doniiserek en son katman olan ¢ikis
katmanina varir. Cikis katmaninda elde edilen fiili ¢ikti, gercek cikti ile karsilastirilir.
Fiili ve olmasi gereken degerler arasindaki fark, her ¢ikti diigiimii i¢in bir hata sinyali
olarak hesaplanir. Hesaplanan hata sinyalleri, her ¢ikt1 diiglimiine karsi gelen ara
katmandaki diigiimlere aktarilir. Boylece ara katmandaki diiglimlerin her biri toplam
hatanin sadece hesaplanan bir kismini igerir. Bu siire¢ her katmandaki diigiimler
toplam hatanin belirli bir kismini icerecek sekilde giris katmanina kadar tekrarlanir
ve boylece agin egitim agamasi tamamlanmis olur. Elde edilen hata sinyalleri temel
alinarak, baglanti agirliklar1 her diigiimde yeniden diizenlenir. Bu diizenleme tiim
verilerin kodlanabilecegi bir duruma agin yakinsamasini saglar. Katmanlar
arasindaki baglantilardaki agirlik degerleri egitimi tamamlamis agdan alinarak

deneme sathasinda kullanilmak tizere saklanir.

Genellestirilmis delta 6grenim algoritmast genel hatlariyla soyledir (Jang ve dig.,

1997; Ergezer ve dig., 2003):

j ¢ikis katmani ve i bu katmana bilgi gonderen ¢ikis olmayan katman olarak

tasarlandiginda j ¢ikis katmanindan hesaplanan o; degeri su sekilde hesaplanir:

0, =f(netj)=f(x) (5'4)
J

net; = Zwﬂoi +b; (5-5)

Denklemde,
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0j : 1. biriminin ¢ikis1
Wi i biriminden j birimine baglantinin agirligi,
bj : j biriminin kutbu (bias)

net; :¢1kis1 j birimine akan her 1 biriminin toplamidir.

f(x); bir monoton artan ve tiirevi alinabilen fonksiyondur. Pratikte, tiireve alinabilir

bir fonksiyon oldugundan dolay1 sigmoid fonksiyonu daha ¢ok kullanilir.

1
l1+e™

J(x) =

(5-6)

Geri yayilim algoritmasinin amaci asagidaki E degerini (hatalarin karelerinin

toplam1) minimum yapacak agirliklar1 hesaplamaktir.

E =%Z“(tj—0j)2 ; j € c¢ikis katmani

Wi degerleri su sekilde giincellenir.
xj : Giris isaretinin i bilesent;
tj: Cikis vektoriiniin j bileseni;

0j: YSA’nin giris verileri i¢in irettigi ¢ikis olmak tizere;

9, =(t;-0))
E
iji = _5(%)

J

Burada € : 6grenme orani ad1 verilen kiigiik bir pozitif sabit sayidir.

Sayet gizli katman yok ise; (5-9)'in sag tarafi hesaplanir, o zaman;

E E X,

éwﬂ @j d/‘}ﬂ

cE

g__(tj _Oj) :_51
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(5-7)

(5-8)

(5-9)

(5-10)

(5-11)

(5-12)

(5-13)



elde edilir. (5-11) ve (5-13) ifadeleri (5-10)'da yerine konulursa;

olur. Hata fonksiyonu Sekil 5.12°de gdsterildigi gibidir.

Ep

ji
Sekil 5.12 : Gizli katman1 olmayan agin hata fonksiyonu

Bu durumda j. diiglimiin lineer olmayan c¢ikisi;
0, = f;(net,) = net, = ij 0,
seklindedir.

7)) 2 a'het a'he o
= Zwlkok =0;
U'Wﬂ O'hetj .. 0’14/ 0%

Jt

&
E%
S
E%

S =— = J t
1T e, @, dhet, f("e)

ki durum s6z konusudur:

1- Eger 0] YSA'min ¢ikisi ise; (5-11) ifadesini (5-17)'de yerine koyarsak,

é‘j :(tj —oj)fj'(netj)
bulunur.

2- Eger 0] gizli katmanlarin ¢ikisi ise;

cE
Z chel, seklinde ise,
T chet, O

J

Zo’het @, ZW’“ 1720y

k
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(5-15)
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(5-17)

(5-18)

(5-19)

(5-20)



Bulunan sonug (5-17)'de yerine konulursa;
5, = [ (net,)) 5w, (5-21)
k

elde edilir. (5-20) denklemindeki (-) isareti, agirliklarin ters yonde degistigini belirtir.
Biitiin yapilan islemler kisaca 6zetlenecek olursa;

1. Genellestirilmis A (delta) kurali:
Aw, =&6,x, (5-22)
2. Cikis katmani elemanlari icin;

8, =(t,~0,)f (net,) (5-23)

3. Gizli katman elemanlar1 igin;

5, =f(net ) 5w, (5-24)
k

olur. islem elemaninda, transfer fonksiyonu olarak sigmoid fonksiyonu kullanilirsa;

1
R e -2
I+e

Jii

net, = Zwuo. +0, (5-26)

(5-26) ifadesinin tiirevi alinir ve gerekli kisaltmalar yapilirsa;

.
Jo_ 0, (- 0.;) (5-27)

chet ;

bulunur. Bu (5-18) de yerine konulursa, ¢ikis elemani i¢in;

6, =(t;-0;)o,(1-0)) (5-28)

elde edilir. (5-27); (5-21) de yerine konulursa, gizli katman elemani i¢in;
5, =0,(1-0,)) . 6,w, (5-29)
k

bulunur.
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Hesaplamay1 hizlandirmak i¢cin momentum terimleri (o) eklenirse, en genel halde

cikis ve gizli katman ifadeleri su sekilde olur:
Aw, (t+1)=&6,0, + alw () (5-30)

t, 6grenme devirlerinin sayisini gosterir. (o ) ise kiigiik pozitif bir sayidir.

5.8 Hatanin Geriye Yayilmasi Algoritmasinin Gelistirilmesi

Genelde hatanin geriye yayilmasi algoritmasinda 6grenme yavastir. Bu durum tipik
olarak hata ylizeyinin karakteristigi sebebiyledir. Hatanin geriye yayilmasi
algoritmasin1 gelistirme amaciyla pek c¢ok Oneri ortaya atilmistir. Bunlarin ¢ogu
deneyime dayali diizenlemeler olup, bazilari sistemin hizin1 artirmaya yonelik,
bazilar1 yerel minimuma takilip kalmayi Onlemeye yonelik; bazilar1 da sistemin
genelleme yetenegini arttirmaya yoneliktir (Lippman, 1987; Moller, 1993).

Bunlardan birkag1 izah edilecektir.

5.8.1 Illiski Agirhklarinin Atanmasi

Hatanin geriye yayilmasi algoritmasi; algoritmanin gradyan azalma tabanli olmasi
sebebiyle, ilk sartlara ¢cok duyarhidir. Eger ilk atanan agirlik vektorii, hata ylizeyinin
minimumuna ¢ok yakin ve egimli bir bolgede ise YSA’nin 6grenmesi ¢ok cabuk
olacaktir. Eger ilk atanan agirlik vektorli, hata ylizeyinin minimumuna uzak ve
egimsiz bir bolgede ise bu durumda sonuca ulasmak ¢ok zaman alabilecegi gibi

ulagilamaya bilir de.

5.8.2 Ogrenme Katsayisi

Hatanin geriye yayilmasi algoritmasinda ¢0ziime ulagsma hiz1 ile O6grenme
katsayisinin degeri dogrudan alakalidir. Eger 6grenme katsayisi kiiglik segilirse
YSA’ nin takip edecegi arastirma yolu gradyan yola ¢ok yakin olacaktir. Bu durumda
yerel minimuma ulagsmak i¢in alinacak adim sayis1 artacagindan ¢oziime ulagsmak
uzun zaman alacaktir. Diger yandan, Ogrenme katsayist ¢ok biiyiik secilirse
baslangigta YSA ¢o6ziime kolay yaklasacak fakat ¢6ziim civarinda osilasyon yaparak
¢Ozlimii bulamayacaktir. Genelde minimumdan uzak bolgelerde biiyiilk adim kat

etmek ve minimum civarinda kii¢iik adimlar kullanmak en uygun ¢éztiimdjir.
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5.8.3 Momentum Katsayisi

Hatanin geriye yayilmasi algoritmasinin hizinin arttirilmasinda diger bir metot
agirliklart degistirme formiiliine momentum katsayisinin dahil edilmesidir. Bununla
x kismi tiirevinin isaret degistirmesini takip etmek yerine; her Awi agirlik
degismesine, degisimi azalma dogrultusunda hizlandiracak bir momentum verilmis

olur.

Momentum katsayis1 bir dnceki iterasyondaki degisimin belirli bir oraninin yeni
degisim miktarina eklenmesini saglamaktadir. Bu 6zellikle yerel ¢oziimlere takilan
aglarin si¢crama ile daha iyi sonuglar bulmasi i¢in 6nerilmistir. Momentum degerinin
kiigiik olmast yerel ¢oziimlerden kurtulmay1 zorlastirabilir. Cok biiyiik degerler ise

tek bir ¢6ziime ulasmada sorun olusturabilirler.

5.9 Levenberg- Marquardt Algoritmasi

Geri yaymim algoritmast (GYA) ¢ok kullanilmasina ragmen bazi dezavantajlari
bulunmaktadir. GYA sonuca ¢ok yavas olarak yaklagmaktadir. Ayrica lokal
minimuma yakalanma riski de vardir. Geri yayilim, bir gradyan azalan
algoritmasiyken, Levenberg-Marquardt (LM) algoritmast Newton metoduna bir
yaklagimdir. LM algoritmasi, Newton metodunun hiziyla, gradyant azalan metodun

saglamliginin bileskesidir (Hagan ve Menjah, 1994; Charalambous, 1992).

LM o&grenme algoritmast bir minimum arastirma metodudur. Her bir iterasyon
adiminda hata yiizeyine parabolik yaklagimla yaklasilir ve paraboliin minimumu o
adim icin ¢6ziimii olusturur. E(x), hatalarin kareleri toplami oldugunda, Newton

metoduna goére minimizasyonu sdyle olacaktir.

Ax =V E()] ' VE(x) (5-31)

Denklemde V*E(x) Hessian matrisidir, VE(x) ise egimdir.

J(x); Jacobian matris olmak iizere;
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| Oe,(x) ey (x) de, (x)
ox, ox, ox,
e, (x) Oe,(x) de, (x)
J(x)=| ox, ox, ox, (5-32)
Oey (x) Oey(x) Oe,, (x)
ox o, —6xn _
VE(x)=J" (x)e(x) (5-33)
V?E(x)=J" (x)J(x)+S(x) (5-34)
S =3 e, (Ve (x) (5-35)
Gauss-Newton metodu i¢cin S(x) ~0 kabul edilir ve (5-31) giincellenerek su hale
gelir:
Ax =[J" (x)J ()] " (x)e(x) (5-36)

Levenberg-Marquardt modifikasyonuyla Gauss-Newton metodu soyle olur.

Ax =[J" (x)J (x) + T " (x)e(x) (3-37)

u sifir oldugunda bu denklik Gauss-Newton metoduna doniisiir, bliyiik p degerleri

icin gradyan azalan metoduna dondisiir.

Levenberg-Marquardt algoritmasi ¢ok hizli olarak ¢éziime ulasmasina ragmen ¢ok
fazla bellek gerektirmektedir. Geri yayilim algoritmasi ise sonuca yavas ulasmakta

ve daha az bellek gerektirmektedir.

5.10 YSA Kullaniminin Sebepleri

YSA’nin hesaplama ve bilgi isleme giiciinii, paralel dagilmis yapisindan,
Ogrenebilme ve genelleme yeteneginden aldigi sdylenebilir (Haykin, 1994; Jang ve

dig., 1997).

Genelleme, egitim ya da 68renme silirecinde karsilasilmayan girisler icin de YSA’
nin uygun tepkileri {iretmesi olarak tanimlanir. Ornegin, karakter tanima amactyla
egitilmis bir YSA, bozuk karakter girislerinde de dogru karakterleri verebilir ya da

bir sistemin egitilmis YSA modeli, egitim siirecinde verilmeyen girig sinyalleri i¢in
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de sistemle ayni davranisi gosterebilir. Bu iistiin 6zellikleri, YSA’nin karmasik

problemleri ¢ozebilme yetenegini gosterir

YSA’lar, tahmin, 6rnek degerlendirme ve gruplama islemlerinde etkilidir (Jang, ve
dig., 997). Ayni islemleri klasik bir bilgisayar programi ile yapmak da miimkiindiir.
YSA’lar, acik¢a kurallar1 bulunmayan veya aninda optimizasyon kisitlamalar1 koyan
uygulamalar icin idealdir. YSA i¢in endiistriyel kontrol iglemleri olduk¢a yaygin
uygulama alanlaridir. Burada kurallar ¢ok sik degismez ve tistelik iyi bir tarafi da

oteki caligsma kosullarina ait verilerin bol olusudur

YSA’lar wverileri dogrusal olmayan fonksiyonlar kullanarak modellerler. Bu
Ozellikleri nedeni ile daha karmasik problemleri dogrusal tekniklerden daha dogru
cozerler. Dogrusal olmayan davranmiglar hissedilir, algilanir, bilinebilir, ancak bu
davranislart ya da problemleri matematiksel olarak ¢ozmek zordur. YSA’lar
yapisindaki parellellik sayesinde bagimsiz iglemleri ayn1 anda ¢ok hizli bir sekilde
ylriitebilirler. Paralel donanmimlar yapilar1 geregi YSA’lara uygun oldugundan
kendisine alternatif ¢6ziim metotlarindan daha elverislidir (Lippman, 1987, Haykin,
1994). Ayrica veri toplama i¢in bir 6n sorgulama ya da agiklama gerekmemektedir.

(Hagan, 1996).

YSA’ nin arzu edilen davranisi gosterebilmesi i¢in amaca uygun olarak ayarlanmasi
gerekir. Bu, hiicreler arasinda dogru baglantilarin yapilmasi ve baglantilarin uygun
agirliklara sahip olmasi gerektigini ifade eder. YSA’ nin karmasik yapisi nedeniyle
baglantilar ve agirliklar 6nceden ayarli olarak verilemez ya da tasarlanamaz. Bu
nedenle YSA, istenen davramisi gosterecek sekilde ilgilendigi problemden aldigi

egitim Orneklerini kullanarak problemi 6grenmelidir.
Bunlarin yaninda YSA uygulamalarinin baz1 dezavantajlar1 da mevcuttur. Soyle ki;

e Bir problemin ¢dziimiinde ¢ok uygun bir ¢éziim bulamayabilirler ve ¢dzlimde
hata yapabilirler. Buna sebep ise egitilecek bir fonksiyonun bulunamamasidir.
Fonksiyon bulunsa bile yeterli veri saglanmayabilir.

e Sonug almak yiizlerce giris 6rneginin hesaplanmasina bagli olabilir. Ayrica hangi
agirhigin sonucu nasil etkileyecegini tahmin etmek zordur.

e YSA’larla bir dizi islem yapmak, bunlar egitmek yavas ve pahali olabilir.
Maliyeti arttiran sebeplerden ilki egitme verilerinin toplanmasi ve

degerlendirilmesidir. Dogru degerleri bulmak i¢in deneyler yapmak gerekebilir.
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e Bir YSA’nm kalitesi ve kapasitesi uygulamadaki hizi ile orantilidir. Oyleki
diigim sayisindaki az bir artis bile yiirlitme zamaninda ¢ok daha fazla artisa
sebep olur. Ornegin 100 diigiimde 10 000 baglant: var ise, standart bir mikro-
islemci bunu 10 000 000 carpma, saklama islemi yaparak hesaplanir. Boylece
agdan saniyede 1000 gegis olur. Eger 300 diigiim var ise ayni1 islemci ancak 100
kere gecis yapmay1 saglayabilir. Kisacasi diigiim sayis1 3 kat arttifinda cevap

suresi 10 kat azalir.

Bir YSA modelinde ilk yapilmasi gereken modelin tasarimidir. Bu asamada,
tasarimecinin  bilgi ve tecriibesi, konuyla ilgili literatiir bilgileri ve sezgisel
yaklagimlar 6nem arz etmektedir. Modelin tasarlanirken girdi-igslem-¢ikis mantigi
izlenmelidir. Modelde kullanilacak verilerin girdiler ve ¢iktilar olarak ayristirilmasi
ve gerekiyorsa verilerin bir 6n temizleme isleminden gecirilmesi gerekmektedir. Bu
temizleme islemi modelin etkinligini artirma bakimindan 6nemlidir. Cok sayida
degiskenin kullanildigt durumlarda degisken sayisini azaltmak amaciyla ana
bilesenler analizi (Principal Component Analysis) gibi bazi istatistik yontemler

kullanilabilir.
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6 MUSTERI MEMNUNIYET INDEKSIi UYGULAMASI

6.1 Miisteri Memnuniyet indeksinin Gelistirilmesi

Uygulamada kullanilan miisteri memnuniyet indeks modeli diger ulusal miisteri
memnuniyet indeksleri géz oniinde bulundurularak gelistirilmistir. Modelin yapist
genel olarak Avrupa Miisteri Memnuniyet Indeks (ECSI) modeline benzemektedir.
Memnuniyet faktorii modelin ortasinda olmak iizere, imaj, miisteri beklentileri,
algilanan kalite ve algilanan deger memnuniyete etki eden gizli degiskenlerdir.
Bunlarin hepsinin memnuniyet {izerinde pozitif etkisi oldugu diisiiniilmektedir.

Miisteri memnuniyetin sonucu olarak miisteri sadakati bulunmaktadir.

Sekil 6.1°de gosterilen modelin ACSI modelinden 2 6nemli farki vardir. Birincisi; bu
modelde firma imaji miisteri memnuniyetine etki eden bir faktor olarak
kullanilmigtir. Martensen ve dig. (2000) firma imajmmin miisteri memnuniyeti
tizerinde 6nemli bir etkisi oldugunu belirtmistir. Digeri ise ACSI modelinde miisteri
memnuniyetinin bir sonucu olarak miisteri sikayetleri verilmistir. Bu c¢alismada ise
miisteri sikayetleri ayri bir soru olarak sorulmus ancak yapisal modele dahil

edilmemistir.

Musteri
Beklentileri

Algilanan
Kalite

Musteri
Sadakati

Algilanan
Deger

Sekil 6.1 : Gelistirilen MMI modeli
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Bu calismada gelistirilen modelin daha oOncekilerden onemli bir farki algilanan
miisteri beklentileri ile algilanan deger arasindaki iligskinin kaldirilmis olmasidir. Bu
iliski ACSI ve ECSI modellerinde bulunmakla beraber bu iliskinin ¢ogu
uygulamalarda ¢ok zayif oldugu ve istatistiksel olarak anlamli olmadig1 belirtilmistir
(Fornell, 1996; Johnson ve dig., 2001). Bu ¢alisma kapsaminda yaptigimiz pilot
uygulamada da bu iliski zayif ve istatistiksel olarak anlamli bulunmamistir. Bu
sebeple bu iliski modelden ¢ikartilmistir. Bu durumda algilanan deger iizerinde

sadece algilanan kalitenin etkisi mevcuttur.

Modelde kullanilan gizli degiskenler ve bunlarin 6lgiilmesinde kullanilan 6l¢iim
degiskenleri Tablo 6.1°de verilmistir. Her bir faktor ¢cok sayida degisken tarafindan
Olciilmiistiir. Bu durum tek bir soru ile 6lgme durumuna kiyasla o faktoriin daha iyi

tahmin edilmesini saglamaktadir.

Tablo 6.1 : MMI modelinde kullanilan gizli ve dlgiimlenen degiskenler

Ol¢iim (Gézlem) Degiskenleri

IM1: Giivenilirlik

IM2: Uriin ve hizmetlerde profesyonellik
iM IM3: Topluma yapilan sosyal katkilar
Imaj IM4: Miisteri iliskileri

IM5: Yenilikgilik ve ileri goriisliiliik
IM6: Kullaniciya deger katma (prestij)

Gizli Degiskenler

MBI: Kisisel ihtiyacin karsilanmasina yonelik beklentiler
MB MB?2: Genel kaliteyle ilgili beklentiler
Miisteri Beklentiler MBS3: Uriin kalitesi ile ilgili beklentiler

MB4: Hizmet kalitesi ile ilgili beklentileri

AK1: Genel kalite
AK2: Uriin kalitesi (teknik)

A L Kalite AK3: Hizmet Kalitesi
& AK4: Satis ve sonrast miisteri iligkileri kalitesi
AKS: Kullanim amacina uygunluk
AD AK1: Fiyat / Performans
Algilanan Deger AK2: Performans / Fiyat
MMi MMIi1: Genel memnuniyet

Misteri Memnuniyet
Indeksi

MS
Miisteri Sadakati

MMI2: Beklentilerin karsilanmas1
MMI3: idealle karsilagtirma

MS1: Tekrar alma durumu
MS2: Digerlerine tavsiye etme
MS3: Fiyat esnekligi
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6.2 Veri Toplama

Modelin uygulamasi ve verilerin toplanmasi cep telefonu sektdriinde yapilmistir. Cep
telefonu sektorii son yillarda oldukga hareketli ve yaygin bir sektdr konumuna
gelmistir. Devlet Istatistik Enstitiisii (DIE) 2004 yili verilerine gore Tiirkiye’de
34.707.549 cep telefonu abonesi bulunmaktadir. Bu rakam neredeyse iilkemiz
niifusunun yarisinin cep telefonun sahibi oldugunu gdostermektedir. Cep telefonu
sektoriinde ozellikle biiylik ve imaj1 giiclii firmalar daha uzun soluklu yatirimlar
yapabilmekte ve miisterilerine kalitesi yliksek tirtinler sunabilmektedirler. Pazarda en
fazla satis rakamlarina sahip olan firmalar; Nokia, Panasonic, Motorola, Sony
Ericcson ve Siemensdir. Bu firmalar daha fazla miisteriye ulasabilmek ve daha fazla
iiriin satabilmek amaciyla her giin yeni iriinler gelistirmekte ve pazara
sunmaktadirlar. Ozellikle Tiirkiye gibi gelismekte olan iilkelerde, insanlarin biiyiik
bir kismi teknolojiye olan ilgilerini, cep telefonu kullanarak gostermektedirler.
Ciinkii heniiz bir¢ok insan i¢in bir bilgisayar; kullanimi zor, gereksiz ya da pahali
olarak goziikmektedir. Bununla beraber cep telefonu markalar1 arasinda da gerek
mevcut teknoloji, gerek kullanim kolayligi ve kalite gerekse de fiyat yoniinden

belirgin farklar bulunmaktadir.

Bu calisma kapsaminda gelistirilen modeldeki degiskenleri 6lgebilmek amaciyla bir
anket hazirlanmistir. Ankette 61¢iim modeliyle ilgili toplam 23 model sorusunun yani
sira misterilerle ilgili demografik sorular (yas, cinsiyet, egitim, meslek) ve
degerlendirilen iiriinii ne kadar zamandir kullandiklari sorusu da bulunmaktadir.
Miisterilerin iirlinle ilgili hangi siklikla sikayet ettiklerini 6l¢mek amaciyla da ayrica

bir soru mevcuttur. Anket sorular1 Ek-A’da verilmistir

Anket uygulamas: iki asamada yapilmustir. {lk asamada hazirlanan anket; sorularin
anlasilabilirligi, 6l¢iilen kavramlarin dogrulugu ve anket yapisinin uygunlugunu test
etmek amaciyla 185 kisi lizerinde uygulanmistir. Bu test uygulama sonucunda model
ve buna bagh olarak da bazi anket sorulart  giincellenmistir. ilk anket
degerlendirmesinde model degiskenleriyle ilgili basit istatistik sonuglar1 Tablo 6.2°de
verilmistir. Bu sonuglara gore bazi sorularin cevaplandirilma oranlarinin diisiik
oldugu goriilmektedir. Soruya verilen cevap oraninin diisiik olmasinin sebeplerinden
biri; soru yap1 olarak anlagilmasi zordur ve degerlendirici soruyu anlamamistir. Bir
digeri ise; degerlendiricinin bu 6zelliklerle ilgili bir tecriibesi hi¢ olmamistir ve soru

ona anlamsiz gelmistir. Bu tiir sebepler goz Oniinde bulundurularak sorular tekrar
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gozden gecirildi ve bu sorularin daha rahat anlasilabilecegi sekilde anket sorularinda

bicimsel degisiklikler yapildi.

Tablo 6.2 : Pilot uygulamanin basit istatistikleri

Degisken | Cevap | Eksik | Ort | Std. Sapma | Min | Max
iM1 147 38 7.52 1.79 2 10
iM2 127 58 7.31 1.88 2 10
iM3 120 65 6.20 2.10 1 10
iM4 137 48 6.40 2.08 1 10
iM5 138 47 7.45 2.10 1 10
MBI 175 10 6.90 1.89 2 10
MB2 183 2 6.98 1.87 2 10
MB3 184 1 6.92 1.99 2 10
AK1 182 3 6.95 2.00 2 10
AK2 182 3 6.81 2.02 2 10
AK3 165 20 6.37 2.05 1 10
AK4 174 11 6.48 2.06 2 10
AKS 177 8 6.34 2.17 1 10
ADI 183 2 6.57 2.04 1 10
AD2 183 2 6.38 2.05 2 10
MMi1 184 1 6.83 2.02 2 10
MMIi2 183 2 6.63 1.96 1 10
MMI3 178 7 6.59 2.38 1 10
MS1 176 9 6.06 2.75 1 10
MS2 180 5 6.63 2.69 1 10

Giincellenen anket formu son kontroliin yapilmas1 amaciyla 50 kisiye uygulandi ve
bu degerlendiricilerin goriisleri dogrultusunda son sekline sokuldu. Anket Mayis
2004’de istanbul’da 18 yas ve iizeri 710 cep telefonu kullanicisina uygulandi. SPSS
istatistik programi kullanilarak tanimlayic1 (descriptive) istatistik sonucglar1 elde
edildi. Bu sonuglar 1s181nda 58 6rnegin asagidaki nedenlerden dolay1 veri setinden

cikartilmasina karar verildi:

1. Cok fazla sayida cevapsiz soru birakilmas.
2. Cok yiizeysel degerlendirme yapilmis. (Sorularin tamamina 1 ya da 10

vermisler)

Ankette sorularin degerlendirilmesi i¢in 1-10 aralikli Likert skala kullanilmistir. 1-10
Ol¢ekli Likert skalanin yerine bazi uygulamalarda 1-5, 1-7 Likert skala da kullanmak
ta miimkiin olmakla beraber gerek 1-10 Likert skala asagidaki sebeplerden dolay1

tercih edilmistir:

1. Degerlendiriciye daha rahat bir degerlendirme imkan1 sunmasi.
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2. Anket degerlendirmelerinde verilen cevaplar her ne kadar bir degerlendirme
derecesini gosterse de %100 kesin Ol¢im sonuglari olarak degerlendirilemezler.
Siibjektiflikten tamamen bagimsiz olmalar1 imkansizdir. Bu da elde edilen verilerle
yapilacak degerlendirmelerin giivenilirligini tartigmalt hale sokmaktadir. Bu
durumda Olgegin genis tutulmasi elde edilen sonuglarin dar 6l¢ekli degerlendirmelere

gore daha gilivenilir sonuglar vermesini saglamaktadir.

Modelde kullanilan toplam 23 gézlemlenen degiskenle ilgili toplanan 652 6rnekten

olusan veri seti i¢in tanimlayici istatistikler Tablo 6.3°de verilmistir.

Tablo 6.3 : Giincellenmis uygulamanin basit istatistikleri

Std.
Degisken | Veri | Eksik | Oran (%) | Ortalama | Sapma | Min | Max
iM1 652 0 0.0 7.52 1.71 1 10
iM2 647 5 0.8 7.52 1.80 1 10
iM3 640 12 1.8 5.79 2.39 1 10
iM4 640 12 1.8 6.43 2.14 1 10
iM5 649 3 0.5 7.88 4.10 1 10
iM6 635 17 2.6 6.46 245 1 10
MB1 652 0 0.0 7.45 1.67 1 10
MB2 651 1 0.2 7.66 1.74 1 10
MB3 651 1 0.2 7.08 1.99 1 10
MB4 650 2 0.3 7.55 1.81 1 10
AK1 651 1 0.2 7.34 1.67 1 10
AK2 648 4 0.6 7.40 1.74 1 10
AK3 646 6 0.9 6.94 1.97 1 10
AK4 643 9 1.4 6.87 1.86 1 10
AK5 646 6 0.9 7.80 1.78 1 10
AD1 649 3 0.5 6.37 2.22 1 10
AD2 643 9 1.4 6.39 2.23 1 10
MMi1 651 1 0.2 7.04 1.79 1 10
MMi2 645 7 1.1 7.04 1.82 1 10
MMi3 648 4 0.6 5.85 217 1 10
MS1 650 2 0.3 7.32 2.59 1 10
MS2 649 3 0.5 7.25 243 1 10
MS3 646 6 0.9 6.22 2.99 1 10

Miisteri memnuniyet modelinin giivenilir bir sekilde tahmin edilebilmesi ve dogru
indeks sonuglar1 hesaplanabilmesi icin tavsiye edilen asgari 6rnek sayist 200’diir

(Fornell ve Larcker, 1981). Bu ¢aligmada ise 6rnek sayis1 652°dir.

Yeni modelde degerlendiricilerin daha az sayida soruyu cevapsiz birakmalarinin bazi

sebepleri sOylece siralanabilir:

e Sorularin daha anlasilir olmasi
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e Anket sayfa diizeninin degerlendiriciyi ¢ok yormayacak ve kolay
cevaplanabilecek sekilde tasarlanmasi.
e Anket sirasinda degerlendiricilere sorular1 tam cevaplamalar {izerine telkinde

bulunulmus olmasi.

Degiskenler arasindaki iliskilerin dogru olarak modellenebilmesi i¢in her
degiskendeki eksik verilerin uygun bir prosediire gére tamamlanmasi gerekmektedir.

Bu calismada degiskenlerdeki eksik veriler degiskenin ortalamasi ile tamamlanmistir.

6.3 Veri Analizleri

Likert skala kullanimi, anket uygulamalarinda en etkin yol olmakla beraber elde
edilen sonuglart dogru yorumlamak gerekir. Soyle ki: Likert 6l¢iim sistemlerinde ug
noktalar en kotli ve en iyi durumlar1 gosterirler. Bu uygulamada 1 en kétii durumu,
10 ise en iyl durumu gostermektedir (1: ¢ok kotii, hi¢ memnun degilim, 10: ¢ok iyi,

¢ok memnunum).

Buradaki rakamlar her ne kadar niimerik deger ifade etseler de aslinda bu degerler
kiyas i¢in kullanilmaktadir. Yani memnuniyetin bir birimi yoktur. Ancak 10’luk
Olcek lizerinden bir memnuniyet degerlendirilmesi yapilmaktadir. Bu acidan bu

degerlerin birer kiyas degerleri oldugunu goz oniinde bulundurmak gerekir.

Bununla birlikte bu 6l¢ekte en kiiclik deger 1’dir. Sonuglar1 1-10 arasi yerine 0-10
arasinda yaymak elde edilecek sonucglari 0 merkezli yorumlamamizi saglayacaktir.

Bu amagla tiim degerleri 0-10 aras1 degerlere doniistiiriildii.
xjh =[(Vjh - 1)/9]*10
Vin: Anket degeri (1<Vj, <10)

Xjh: Yeni deger (0< xj, <10)

(6-1)

Bu formiile gore 1-10 aras1 degerler Tablo 6.4’deki degerlere doniismiis oldular:

Tablo 6.4 : Normalize degerler tablosu

Anket degeri | Yeni Deger X, | | Anket degeri | Yeni Deger X;; |
1 0.00 6 5.56
2 1.1 7 6.67
3 2.22 8 7.78
4 3.33 9 8.89
5 4.44 10 10.00
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Tablo 6.5 : Normal degerlere gore basit istatistikler

Standard
Misken Ort Sapma Minl | Max 1
M1 7.24 1.90 0.00 10.00
M2 7.25 1.99 0.00 10.00
IM3 5.32 2.63 0.00 | 10.00
M4 6.03 2.36 0.00 10.00
IM5 7.49 2.22 0.00 | 10.00
IM6 6.07 2.69 0.00 | 10.00
MB1 7.17 1.86 0.00 | 10.00
MB2 7.41 1.93 0.00 10.00
mB3 6.75 2.20 0.00 10.00
MB4 7.28 2.01 0.00 10.00
AK1 7.05 1.85 0.00 10.00
AK2 7.11 1.92 0.00 10.00
AK3 6.60 2.17 0.00 10.00
AK4 6.52 2.05 0.00 10.00
AKS 7.55 1.97 0.00 10.00
AD1 5.97 2.46 0.00 10.00
AD2 5.99 245 0.00 10.00
MMI1 6.71 1.98 0.00 | 10.00
MMi2 6.71 2.01 0.00 | 10.00
MMI3 5.39 2.40 0.00 | 10.00
MS1 7.03 2.88 0.00 10.00
MS2 6.94 2.69 0.00 10.00
MS3 5.80 3.31 0.00 | 10.00

MMI modelindeki 6l¢iim degiskenleri arasi korelasyon degerleri Tablo 6.6’da
verilmigtir. Modelin detayli gosterimi ise Sekil 6.2°deki gibidir.
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Tablo 6.6 : Degiskenlerin birbirleriyle olan korelasyon iliskileri

Degisken | IM1_|IM2 |IM3 |iM4 |iM5 |iIM6 |MB1 |MB2 |MB3 |MB4 |AK1 |AK2 |AK3 |AK4 |AK5 | AD1 | AD2 | MMi1 | MMi2 | MMi3 | MS1 | MS2 | MS3
iM1 1.000

im2 0.696 | 1.000

im3 0.435]0.419 | 1.000

M4 0.442 | 0.468 | 0.593 | 1.000

ims 0.489|0.552|0.331{0.480 | 1.000

iMe 0.412 | 0.383 | 0.384 | 0.434 | 0.466 | 1.000

MBI1 0.495|0.462|0.276 | 0.326 | 0.414| 0.381 | 1.000

MB2 0.41410.399|0.246 | 0.312|0.412| 0.327 | 0.616 | 1.000

MB3 0.360|0.339|0.283{0.397| 0.312| 0.291 | 0.483 | 0.519 | 1.000

MB4 0.4330.412|0.287 | 0.372 | 0.452 | 0.325 | 0.548 | 0.576 | 0.597 | 1.000

AK1 0.55410.538{0.372|0.386 | 0.475|0.367 | 0.547 | 0.507 | 0.443 | 0.667 | 1.000

AK2 0.494 | 0.484 | 0.379 | 0.385|0.438 | 0.358 | 0.482 | 0.431 | 0.423 | 0.652 | 0.764 | 1.000

AK3 0.426 | 0.395 | 0.406 | 0.461 | 0.402 | 0.358 | 0.386 | 0.432 | 0.562 | 0.511 | 0.574 | 0.592 | 1.000

AK4 0.395(0.409 | 0.431 | 0.505 | 0.425 | 0.374 | 0.379 | 0.366 | 0.504 | 0.446 | 0.546 | 0.510 | 0.695 | 1.000

AKS 0.468 | 0.458 | 0.281 | 0.378 | 0.488 | 0.352| 0.510 | 0.541 | 0.461 | 0.560 | 0.599 | 0.554 | 0.527 | 0.575 | 1.000

AD1 0.355|0.340{0.311 | 0.258 | 0.260 | 0.330 | 0.318 | 0.279 | 0.306 | 0.362 | 0.434 | 0.418 | 0.385| 0.381 | 0.422 | 1.000

AD2 0.3630.318 | 0.278 | 0.253 | 0.300 | 0.298 | 0.308 | 0.301 | 0.293 | 0.376 | 0.462 | 0.435|0.389 | 0.356 | 0.421 | 0.783 | 1.000

MMi1 | 0.542]0.529|0.372 | 0.389 | 0.458 | 0.376 | 0.460 | 0.470 | 0.441 | 0.522 | 0.612 | 0.556 | 0.514 | 0.506 | 0.608 | 0.592 | 0.650 | 1.000

MMi2 [ 0.511[0.499 | 0.362 | 0.364 | 0.463 | 0.405 | 0.428 | 0.491 | 0.421 | 0.497 | 0.575 | 0.541 | 0.477 | 0.470 | 0.612 | 0.545 | 0.586 | 0.780 | 1.000

MMi3 [ 0.3300.339 | 0.257 | 0.232 | 0.278 | 0.324 | 0.357 | 0.318 | 0.255 | 0.351 | 0.410 | 0.388 [ 0.320 [ 0.310 | 0.352 | 0.428 | 0.461 | 0.536 | 0.555 | 1.000

MS1 0.445|0.476 | 0.345|0.383 | 0.489 | 0.378 | 0.436 | 0.391 | 0.314 | 0.453 | 0.544 | 0.500| 0.396 | 0.411 | 0.528 | 0.332 | 0.363 | 0.583 [ 0.539 | 0.417 | 1.000

MS2 0.448 | 0.445 | 0.304 | 0.312 0.491 | 0.405 | 0.437 | 0.392 | 0.332 | 0.469 | 0.572|0.515|0.461 | 0.451 | 0.523 | 0.441 | 0.479 | 0.637 | 0.580 | 0.490 | 0.790 | 1.000
MS3 0.327{0.340 | 0.312 0.285 | 0.362 | 0.340 | 0.327 | 0.258 | 0.186 | 0.349 | 0.409 | 0.379 | 0.321 [ 0.329 | 0.399 | 0.370 | 0.371 | 0.479 | 0.440 | 0.432 | 0.514 | 0.557 | 1.000
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Sekil 6.2 : MMI modelinin detayl gsterimi
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6.4 Yapisal Esitlik Modelinin Tahmini

MMI yapisal bir model olup 6 adet gizli degisken ve bunlarin belirleyicisi olan
toplam 23 gozlem degiskeninden olusmaktadir. Modeldeki gizli degiskenler arasi
iliskiler Tablo 6.7°de goéziikmektedir. Bu tabloda satir elemanlar1 verilen gizli
degiskenin bagiml degisken oldugu durumu gdstermektedir. Siitun degiskenleri ise
bu degiskenlerin bagimsiz degisken olduklar1 durumu gostermektedir. Satirdaki
degiskenle siitundaki degiskenin kesistigi hiicre degeri 1 oldugunda iki degisken

arasinda iliski mevcut, 0 oldugunda ise bir iliski mevcut degildir.

Tablo 6.7 : Gizli degiskenler arasi iligki durumu

iM | BK | AK | AD | MMi | MS
iM -
BK 1 -
AK 0 1 -
AD 0 1 1 -
MMi 1 1 1 1 -
MS 1 0 0 0 1 -

6.4.1 Bloklarin Tek Boyutluluk Analizi

Yapisal esitlik modelinin tahmin siirecine baglamadan 6nce modeldeki reflektif
bloklarin tek boyutluluk (unidimenasionality) analizinin yapilmasi gerekmektedir
(Tenenhaus ve dig., 2005). Tek boyutluluk analizi, blogu olusturan OGlgiim
degiskenlerinin tek ve ayn1 faktorii gosterdiklerini test eder. Eger 6l¢ctim degiskenleri
birden fazla faktorii Olciliyorlarsa bu durumda yapisal modeli ona uygun olarak

kurmak ve blogu yeni bloklara ayirmak gerekmektedir (Hulland, 1999).

Bloklarin tek boyutlulugunu kontrol etmek i¢in 3 yontem mevcuttur: Cronbach alfa,
Dillon-Goldstein p (rho) ve ana bilesenler analizi (principal component analysis).
Cronbach alfa ve Dillon-Goldstein p degerlerinin 0,70’den biiyilik olmas: blogun tek
boyutlu oldugunu gosterir. Blogun ana bilesenler analizinde ise ilk 6zdeger (eigen-
value) 1’den biiyiikse ve ikinci 6zdeger 1’den kiiclikse blok tek boyutludur
(Tenenhaus ve dig., 2005).

MMI modelinde tiim gizli degiskenlerle 6l¢iim degiskenleri arasindaki baglantilar

reflektiftir. Bu sebeple modeldeki tiim bloklarin tek boyutluluk analizi yapilmistir.
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Decisia-Spad istatistik programi kullanilarak yapilan analizler sonucunda Tablo

6.8’deki sonuclar bulunmustur:

Tablo 6.8 : Tek boyutluluk analizi sonuglari

Blok Degisken | Cronbach Dillon- L L2
Sayisi Alfa Goldstein p Ozdeger Ozdeger

M 6 0.8395 0.8823 3.3380 0.7964
BK 4 0.8340 0.8893 2.6712 0.5582
AK 5 0.8795 0.9122 3.3763 0.6223
AD 2 0.8780 0.9425 1.7826 0.2174
MMi 3 0.8326 0.9004 2.2548 0.5261
MS 3 0.8306 0.8994 2.2494 0.5433

Tablodaki sonuglara gore modeldeki tiim bloklar i¢in Cronbach Alfa, Dillon
Goldstein p ve ana bilesenler analizi sonuglar1 bloklarin tek boyutlu olduklarini, yani

her bloktaki degiskenlerin bir ve ayn faktorii dlctiiklerini gostermektedir.

6.5 Modelin Kismi En Kiiciik Kareler Yontemiyle Tahmini

MMI modelinin KEKK metodu kullanarak hesaplanmasi Matlab programinda
yapilmistir. Bu amagla KEKK algoritmasina uygun kodlar yazilarak Ek-B’deki
Matlab dosyasi1 olusturulmustur. Sonuglar dis model sonuglar1 ve i¢ model sonuglari
olarak hesaplanmistir. Miisteri memnuniyet indeks modelindeki tiim dis ve i¢ model

esitlikleri Tablo 6.9°da gosterilmistir.
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Tablo 6.9 : Yapisal esitlikler

Gizli Degiskenler ve . . | Dis Model
I¢ Model Esitlikleri Olciim Degiskenleri Esitlikleri
X11 IM1
X12 M2
5 (M xis I3 x; =48 10,
X14 M4
X15 IM5
X16 IMS5
n: (MB) yi MBI
yi2 MB2 y':/‘iq'?? te
771 =7/11§l +§1 Vi3 MB3 1i i'f1 1i
yi4 MB4
ya1 AKl1
N2 (AK) v AK2
n, = By +¢, vz AK3 Vo = Aty + &y
vy AK4
y2s AKS
n; (AD)
yar ADI =0+
N =Pl + 65 v AD2 Vi 373 T &3
i =41, +&E,
Ny = Va6 + Buth + Bty + Bunts + &, Yo MMFZ Vai 4illa T €4,
Y43 MMI3
ns (MS) V51 MS1
Ns =716+ Bsally + 65 ys2 MS2 Vs; =AsMs + s
ys3 MS3

6.5.1 Dis Modelin (Ol¢iim Modeli) Tahmini

Dis Model ya da 6l¢lim modeli, gizli degiskenler ve ilgili 6l¢iim degiskenlerinin
iliskilerini tanimlar. MMI modelinde 6 dis model mevcuttur. Bunlarn her birisi
Miisteri Memnuniyet indeksini olusturan ana faktérler (gizli degiskenler) ve bunlarm
tanimlayicilaridirlar. Her bir 6l¢iim degiskeninin kendi bloguna reflektif olarak
baglandig1 modelde 6l¢iim degiskenlerin agirliklarinin tahmini i¢in Mod A, gizli
degiskenlerin kendi aralarindaki iligkilerin tahmininde ise kitle merkezi metodu
kullanilmistir. Uglincii béliimde bahsedildigi gibi Mod A durumunda dis model
agirhig olgtim degiskeni ile kendi gizli degiskeni arasindaki korelasyon degerine

esittir (w, = cor(x,,,Z ;)). Kitle merkezi metoduna gore ise gizli degiskenler arasi
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iliski katsayisi; aralarindaki korelasyonun isaretidir. Yani korelasyon pozitifse e=1,

negatifse e=-1.

Dis model tahmin sonuglari, dis model agirliklari, yiikklemeler (6l¢iim degiskeni ve

gizli degisken arasi korelasyon) ve komunaliti degerleri Tablo 6.10°da verilmistir.

Tablo 6.10 : Dis model sonuglar1

Blok ]())gglil;:eni zglrllk Yiikleme Komunaliti
iM1 0.133 0.799 0.638
iM2 0.125 0.809 0.655
iM 1M3 0.068 0.673 0.453
iM4 0.083 0.741 0.549
M5 0.110 0.758 0.575
iM6 0.077 0.677 0.459
MBI 0.164 0.809 0.655
BK MB2 0.152 0.824 0.680
MB3 0.128 0.786 0.618
MB4 0.169 0.846 0.716
AK1 0.144 0.859 0.739
AK2 0.129 0.840 0.706
AK AK3 0.104 0.813 0.661
AK4 0.104 0.793 0.629
AK5 0.131 0.798 0.637
AD ADI 0.210 0.941 0.886
AD2 0.220 0.946 0.895
MMi1 0.218 0.914 0.835
MMi MMi2 0.204 0.915 0.837
MMi3 0.125 0.760 0.578
MS1 0.140 0.901 0.812
MS MS2 0.155 0.918 0.844
MS3 0.099 0.769 0.591

Yapisal esitlik modellerinde modeli olusturan degiskenlerin, bloklarin ve bunlar
arasindaki iliskilerin giivenilirlik ve gecerlilik analizlerinin yapilmasi gerekmektedir.
Modelin metodolojik giivenilir ve gegerli oldugunun tespiti i¢in madde giivenilirligi
(item reliability), yakinsaklik gecerliligi (convergent validity) ve ayirdedicilik
gegcerliliginin analiz edilmesi gerekmektedir (Hulland, 1999).

KEKK modelinde bir maddenin (degisken) tek basina olan giivenilirligi (individual
item reliability), 6lciim degiskeni ile gizli degisken arasindaki yiliklemenin degeriyle
Ol¢iilir. Genel kabul goren kurala gore Ol¢iim degiskeni ve bagl oldugu gizli
degisken arasindaki yiikleme degerinin 0.70’den yliksek olmasi1 gerekmektedir. Bu
sonu¢ blogun o Ol¢lim degiskeni ile paylastig1 varyansin %50°den yiiksek oldugunu

gosterir ve hata ile paylasilan varyanstan daha yiliksek olmasi anlamina gelir
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(Carmines ve Zeller, 1979; Hulland, 1999). KEKK metodunda komunaliti degeri bir
blokla o bloga bagli olan 6l¢iim degiskeni arasindaki paylasilan varyansi dlger. Yani,
Olciim degiskeninin kendi blogundaki varyansi agiklama kapasitesini dlger (Fornell

ve Cha, 1994).

MMI modelinde bulunan sonuglara gére gizli degiskenler ve onlarin Sl¢iim
degiskenleri arasindaki yiiklemelerin olduk¢a yiiksek ve pozitif oldugu
gbziikmektedir. IM3 ve IM6 haricindeki tiim yiiklemeler 0.70’den biiyiiktiir. Bu
degiskenlere ait yiikleme degerleri 0.67’dir. Pratikte, diisiik yiikkleme degeri uygun
olmayan madde, iyi ifade edilmemis madde veya bir maddenin bir igerikten digerine
uygun olmayan transferinden kaynaklanabilir. IM3 ve IM6 degiskenlerine ait
yiikleme degerleri her ne kadar cok diisiik olmasa da o degiskeni Olcen soru
maddesinin yazimindan kaynaklanabilecegi diisiiniilmiistiir. Sonu¢ olarak modelde

kullanilan 6l¢tim degiskenlerinin ilgili bloklar1 6lgme kapasiteleri oldukea yiiksektir.

Fornell ve Larcker (1981)’e gore reflektif bir blogun yakinsaklik gegerliligi
(convergent validity) bloktaki Olciim degiskenlerinin komunaliti degerlerinin
ortalamas1 kullanilarak olgiilebilir. Bu deger ayni zamanda blogun ortalama
aciklanan varyansi (average variance extracted) olarak da ifade edilir. Bir blogun
yakinsaklik gegerliliginin olabilmesi i¢in ortalama komunaliti degeri en azindan 0.50
veya iustiinde olmasi gerekir. Bu deger bir bloktaki degisimin %50 den daha
fazlasimn model degiskenleri tarafindan aciklanabildigi anlamina gelir. MMI
uygulamasinda ortalama komunaliti degerleri imaj blogu igin 0.55, miisteri
beklentileri i¢in 0.66, algilanan kalite i¢in 0.67, algilanan deger i¢in 0.89, miisteri
memnuniyeti ve miisteri sadakati i¢in 0.75 bulunmustur. Modelin asil amac1 miisteri
memnuniyetini 6lgmek oldugundan, miisteri memnuniyetindeki degisimin %75’ inin
model degigkenleri tarafindan aciklanabiliyor olmasi modelin gegerliligini

gostermektedir.

Yapaisal esitlik modelinde kontrol edilmesi gereken diger bir 6zellik de modeldeki her
bir blogun diger bloklardan bagimsiz oldugu ve farkli seyleri Ol¢tiigiiniin test
edilmesidir. MMI modeli 6 gizli degiskenin teorik olarak birbirinden farkl
kavramlar1 6l¢tiigli seklinde kurulmustur. Blogun diger bloklardan farkli bir kavrami
Olctliglinii kontrol etmek i¢in ayirdedicilik gegerliligini (discriminant validity)
hesaplamak gerekir. KEKK metodunda bir blogun ayirdedicilik gecerliligi o blogun

kendi degiskenleriyle paylasilan ortalama varyansin (ortalama komunaliti), diger
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bloklarla paylasilan varyansdan daha yiiksek olmasiyla saglanabilir. Tablo 6.11°de
bloklarin ortalama komunaliti degerleri ve diger bloklarla olan korelasyonlarinin
kareleri verilmigstir. Kdsegen elemanlar1 (koyu) ortalama komunaliti degerleri ve
diger degerler ise bloklar arasi korelasyon sonuglaridir. Sonuglar tiim bloklarin

kavramsal olarak ve ampirik olarak birbirlerinden farkli olduklarin1 gostermektedir.

Tablo 6.11 : Bloklarin ayirdedicilik gegerliligi

Blok iM BK AK AD MMi MS
iM 0.555
BK 0.366 0.667
AK 0.479 0.544 0.674
AD 0.189 0.171 0.282 0.891
MMi| 0.387 0.361 0.485 0.452 0.750
MS 0.361 0.272 0.411 0.231 0.472 0.749

Dis model tahminindeki 6nemli sonuglardan biri de Ol¢iim degiskenlerinin gizli
degiskenle aralarindaki iligski katsayisidir (dis agirlik). Tiim degiskenlerin dis agirlik
degerleri de Tablo 6.10°da verilmistir. Agirlik katsayisi yiliksek olan degiskenin gizli
degisken tizerinde daha yiiksek etkisi vardir. Buna gore miisteri memnuniyet gizli
degiskeniyle iliskisi en fazla olan degisken MMIil, yani genel memnuniyet
seviyesidir (0.21). Ikinci derede iliskisi yiiksek olan degisken ise MMI2, miisteri
beklentilerinin karsilanmasidir. Bu degerler diger bloklar i¢in de benzer sekilde

yorumlanabilir.

6.5.2 ¢ Modelin (Yapisal Model) Tahmini:
Gozlem degiskenlerinin agirlik degerleri hesaplandiktan sonra her bir gizli
degiskenin degeri kendisini olusturan ol¢iim degiskenlerinin agirlikli ortalamasi

olarak hesaplanir.

&= 2, 6-2)
Gizli degiskenler 652x1 boyutunda bir siitun matrisi seklindedir.

Yapisal esitlik modellerinde degerleri bilinen gizli degiskenler arasi iligkiler basit
veya ¢oklu regresyon yontemiyle hesaplanirlar. MMI modelinde her bir endojen gizli
degiskenin (7) tahmini i¢in ayr1 bir regresyon modeli kurulur. Miisteri memnuniyet
indeks modeli 5 gizli degiskeni tahmin eden 5 farkli iliski modelinden olusmaktadir.
Her bir model bir bagimli degisken ve o bagimli degiskene etki eden bagimsiz

degiskenlerden olugmaktadir. Modeller i¢in amag; bagimli degiskenin ilgili bagimsiz
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degiskenler tarafindan en iyi sekilde tahmin edilebilmesidir. i¢ model sonuglari

Tablo 6.12°de ve Sekil 6.3’de verilmistir.

Tablo 6.12 : i¢ model sonuglar

Blok Faktor Korelasyon l}(eagfszs;(;? S;z;?;:t Student'T | p.degeri

MB Sabit 1.960

R*:0,3668 | im 0.605 0.605 0.031 19.404 0.000

AK Sabit 1.048

R?:0,5443 | B 0.737 0.737 0.026 27.862 0.000

AD Sabit 0.292

R*:0,2822 | AKI 0.531 0.531 0.033 15.986 0.000
Sabit 0.033

MM iM 0.622 0.193 0.033 5.821 0.000

R?:0,6446 | MB 0.601 0.131 0.035 3.722 0.0002
AK 0.696 0.252 0.040 6.194 0.000
AD 0.672 0.399 0.027 14.352 0.000

MS Sabit -0.302

R%:0,5221 | iM 0.601 0.283 0.034 8.173 0.000
MMI 0.687 0.511 0.034 14.746 0.000

0,605
(p<0.001)

0,283
(p<0.001)

Mdasteri
Beklentileri

0,36

0,137
(p<0.001)

0,738 Mdasteri
(p<0.001) Sadakati
0,253 0,52
(p<0.001

Algilanan
Kalite
0,54

Algilanan
Deger
0,29

Sekil 6.3 : Cep telefonu sektdrii igin MMI modeli tahmin sonuglari

Sekildeki neden-sonug diyagrami MMI modelindeki yapisal modeller hakkinda bilgi
vermektedir. Gizli degiskenler arasindaki oklarin iizerinde regresyon katsayilari ve

anlamlilik seviyeleri (p-degeri) verilmistir. Dairenin i¢inde degisken isimlerinin
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altindaki degerler ise R? degerleridir. Yukaridaki sekilde goziiken yapisal modelleri

asagidaki denklemlerle gosterebiliriz:

Model 1. MB =1.960+0.60.IM R?=0.36, p<0.001

Model 2. AK =1.048+0.737.MB R*=0.54, p<0.001

Model 3. 4D =0.292 +0.531.4K R*=0.29, p<0.001

Model 4. MMI = 0.033+0.193.7M +0.131.MB +0.252.4K +0.399.4D R*=0.64,
p<0.001

Model 5. MS =—-0.302 +0.283.IM +0.511.MMI R*=0.52, p<0.001

R? degeri bagimh degiskendeki degisimin (varyans) kendini tammlayan model
tarafindan agiklanabilme kapasitesini gostermektedir. Bir model igin R* degeri su

sekilde hesaplanabilir.

R’ =>"y,Cor(n,,&)+ Y. B, .Cor(n,,n,) (6-3)

Mesela Miisteri Memnuniyeti igin R*:
R?mmi =0.193*0.62+0.131%0.60+0.253*0.69+0.399*0.67
Rzmmi = 0.64

Miisteri memnuniyeti blogu i¢in tahmin edilen regresyon modeline gore miisteri
memnuniyeti iizerinde en fazla etkisi bulunan faktér “algilanan degerdir”. Algilanan
degerin regresyon katsayist 0.39’dur. Benzer sekilde “algilanan kalitenin” de miisteri
memnuniyeti lizerinde 6nemli bir etkisi goziikmektedir (0.25). Firma imajinin ve
miisteri beklentilerinin memnuniyet iizerindeki etkileri ise sirastyla 0.19 ve 0.13’diir.
Modeldeki tiim iligkiler istatistiksel olarak anlamlidir (p<0.001). Bu kurulan
regresyon modelin R* degeri 0.64’diir. Yani model miisteri memnuniyetindeki

varyansin % 64’{inii agiklayabilmektedir.

Algilanan degerin memnuniyet iizerinde en fazla etkiye sahip olmasi Tiirk
tiikketicisinin egilimleri hakkinda 6nemli bilgiler vermektedir. Tiirk cep telefonu
kullanicilar i¢in memnuniyeti en fazla etkileyen kavramin parasal bir faktér olmasi
normal karsilanabilir. Ciinkii Tiirkiye’deki elektronik fiyatlar1 gercekten yiiksek ve
Tiirk insan1 ¢ogunlukla tercihlerinde parasal etkenleri 6n planda tutmaktadir. Tiirk
insaninin ortalama gelir seviyesinin ve alim giiciinlin ¢ok yiiksek olmamasi da bu
sonucu dogurmus olabilir. “Algilanan deger” blogu miisterinin kullandig1 {iriiniin

kalitesi ve fiyat1 hakkinda karsilastirma yapma imkan1 saglamaktadir.
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“Algilanan kalitenin” ise ikinci onemli faktor olmasi Tirk tiiketicisinin kullandigi
iiriin ve hizmetlerdeki kaliteyi dnemsedigini ve bu algilamay1 satin alma tercihlerinde

kullandig1 anlamina geliyor.

Miisteri memnuniyeti {lizerinde en diisiikk etki “miisterilerin beklentileri” olarak
bulunmustur. Bu iliski ACSI ve ECSI gibi diger ulusal modellerde de bir ¢ok
sektorde zayif ¢ikmistir. Hatta o modellerde bu iliskinin anlamli olmadig1 rapor
edilmis ve modelden ¢ikartilmasi tavsiye edilmistir (Johnson et al., 2001). Ancak bu
uygulamada miisteri beklentileri ve memnuniyet arasindaki iligski her ne kadar diisiik

olsa da anlamli oldugundan dolay1 modelde tutulmustur.

Miisteri sadakati {izerinde durulmasi gereken diger onemli bloktur. Bu blogun
bagimsiz degiskenleri firma imaj1 ve miisteri memnuniyetidir. Miisteri memnuniyeti
ile baghilik arasindaki iligski olduk¢a yiiksek bulunmustur (0.51). Bu sonug¢ sadik
miisteri kitlesi olusturmanin en 6nemli sartinin miisterilerin memnuniyetini saglamak

oldugunu gostermektedir. Modelin R? degeri 0.52 olarak bulunmustur.

MMI modelindeki diger gii¢lii bir iliski miisteri beklentileri ile algilanan kalite
arasinda ortaya ¢ikmaktadir. Bu iliskinin regresyon katsayis1 0.73 ve R* degeri
0.54’dir.

6.6 Miisteri Memnuniyet indeks Puanlarinin Hesaplanmasi

D1s model agirlik hesaplamalar1 yapildiktan sonra her bir blogun indeks puani o
blogu olusturan Ol¢lim degiskenlerinin agirlikli ortalamasi olarak hesaplanabilir.
MMI puanlar1 genelde 100’liik sistemde rapor edildiginden dolayi elde edilen degeri
10’1a carpmak gerekmektedir. Miisteri memnuniyeti gizli degiskenin indeks puani su
sekilde hesaplanir:

3
Zw4iy4i

MMI ==—*10 (6-4)

R
i=1

Formiildeki degerleri yerine koyarsak :

* * *
w +w +w
MmT =4 Ya n Vo 3 Va3 *10)
W41 +W42 +W43
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0,218*6,71+0,204*6,71+0,125*5,386
0,218+0,204+0,125

MMI = 10

MMI = 64.09
MMI modelindeki tiim gizli degiskenlerin indeks puanlar1 Tablo 6.13 deki gibidir.

Tablo 6.13 : MMI Modelindeki tiim faktérlerin sonuclari

Faktor indeks Puam
Firma imaj1 67.48
Miisteri Beklentileri 71.72
Algilanan Kalite 70.05
Algilanan Deger 59.77
Miisteri Memnuniyeti 64.09
Miisteri Sadakati 66.84

Miisteri Memnuniyet Indeks puami yiiz puan iizerinden 64.09 olarak bulunmustur. Bu
deger cep telefonu kullanicilarinin ortalama memnuniyet degeridir. Diger sektorlerle
kiyaslamada bu puan sektordeki firmalarin miisterilerinin ne oranda memnun
edebildiklerinin ortalama gostergesidir. Sonuglara gore miisteri beklentileri oldukca
yuksek cikmustir (71.72). Diger taraftan miisterilerin kullandiklar1 iirtinlerle ilgili
olarak algiladiklar kalite seviyesi ikinci yliksek puana sahiptir (70.05). Modeldeki en
diisiik puan algilanan deger degiskenine aittir (59.77). Bu sonug Tiirk cep telefonu
kullanicilarinin cep telefonlar1 icin Odedikleri iicreti yliksek gordiiklerinin bir
gostergesidir. Yapisal modelde miisteri memnuniyeti {izerinde en fazla etkisi olan
faktoriin algilanan deger oldugu tespit edilmisti. Firma yoneticileri sattiklari iirtinler
icin izledikleri fiyatlandirma politikalarinda bu sonuglar1 dikkate almalar1 durumunda
miisteri memnuniyeti seviyesindeki degisimi daha net izleyebileceklerdir. Cep
telefonlar1 yeni teknoloji tirlinleri oldugundan dolayr taninmighklar1 diger bir¢ok
sektordeki markaya gore daha yiiksektir. Mesela Nokia, Samsung gibi markalar
hemen herkesin duydugu ve hakkinda bazi yorumlar yapabildigi markalardir. Bu
sebeple bu irlinlerin imaj puanlarinin yiliksek olmasi beklenen bir durumdur.
Bulunan sonuglara gore cep telefonu sektorii i¢in imaj puami 67.48 olarak
bulunmustur. Miisteri sadakati ve sadik miisteri kavramlar1 giiniimiizde firmalarin
Oonemli giindem maddelerinden birsidir. Sadik miisteri kitlesi firmalara ¢ok 6nemli
kazanimlar saglamaktadir. Zira sadik miisteri triinii fiyat degisikliklerine ragmen
tekrar alma ihtimali yliksek olan, liriinii baskalarina tavsiye eden kullanici kitlesidir.

Sadik miisteriler neredeyse ilicretsiz reklam kaynagidirlar. Bu sebeple firmalarin
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miisterilerinin baglilik dereceleri ilizerinde durulmasi gereken bir konudur. Cep
telefonu miisterileri icin baglilik (sadakat) puani 66.84 bulunmustur. Indeks

sonuclarinin grafik gosterimi Sekil 6.4°de verilmistir.

74 - 71,72

72 70,05
70
sa | 6748 66,84

66 - 64,09
64

62 1 59,77
60 -
58 -
56 -
54 -
52

Sekil 6.4 : Cep telefonu sektorii icin MMI puanlari

Model kapsaminda cep telefonu sektoriindeki firmalarin da miisteri memnuniyet
indeks puanlart hesaplanmistir. Ancak bu c¢alismanin amaci gelistirilen miisteri
memnuniyet modelinin uygulanmas1 ve modeldeki faktorlerin iligkilerinin

belirlenmesi oldugundan firma bazindaki puanlar yayimlanmamustir.
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7 YAPISAL MODELIN TAHMININDE YSA KULLANIMI

7.1 Veri Setinin Hazirlanmasi

Yapisal modelin (i¢ model) tahmininde dogrusal regresyon modeline alternatif olarak
YSA metodu kullanilmis ve elde edilen sonuglar birbirleriyle karsilastirilmistir.
Kargilagtirmanin mantikli olabilmesi amaciyla iki metodunda ayni veri setine ve
benzer parametre se¢imiyle uygulanmasi saglandi. Bu amagla oncelikli olarak 652
ornekten olusan veri seti 0grenme ve test veri setleri olarak iki gruba boliinmiistiir.
Kullanilan 6rneklerin %75°1ik kism1 6grenme, %25°lik kismi ise test veri seti olarak
kullanilmistir. Bu bolme ise su sekilde yapilmistir. Degiskenlerin her biri toplam 652
ornek setinden olugmaktadir. Tiim veri seti ise 6x652 boyutunda bir matris

seklindedir.

Baglangicta 1, 2, ve 4. siitun elemanlar1 6grenme i¢in kullanilacak 6rnekler, 3. siitun
elemanlar ise test i¢in kullanilacak 6rnek olarak belirlenmistir. Daha sonra herbir
siitundan 4’er birim saga gidilmekle varilan siitunlar da baslangictaki siitunla ayni
grupta olmak tizere (6grenme veya test) tespit edilmistir. Boylelikle toplam 652

ornegin ¥ ‘i (489) d6grenme veri seti, %4’ (163) ise test veri seti olarak ayrilmistir.

Tablo 7.1°de her bir degiskenin 6grenme ve test verileri olarak boliinmiis durumu
goziikmektedir. 1 ile gosterilen 6grenme amacl, O ile gosterilen ornekler ise test

amagcl kullanilmak tizere ayrilmis 6rnekleri gostermektedir.

Tablo 7.1 : Veri setinin 6grenme ve test olarak boliinmesi (1: 6grenme, O:test).
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7.2 Performans Kriterleri

Ogrenme veri seti ile elde edilecek modelin tahmin performansini dlgmek iizere
modele test veri setindeki Ornekler sorulacaktir. Modelin bu yeni test verilerine
karsilik bulacagr tahmin sonuglar1 ile test veri setinin gergek sonuglari
karsilastirilarak modelin performansi 6l¢iilmiis olacaktir. Performans kriteri olarak da

su Ol¢iitler kontrol edilecektir:

1. Kurulan modelin, bagiml degiskendeki degisimi aciklayabilme kabiliyeti (1%)

,_SSR _ Y(5-5)

2= : (1-1)
SST > (y-¥)

2. Model tarafindan tahmin edilen sonuglarla ger¢ek sonuglar arasindaki hatalarin

karelerinin ortalamalarinin karekokii (RMSE, Root Mean Square Error).

e=y—y (7-2)

e: hata, y: gergek ¢ikt1 degeri, ¥ :model kullanilarak tahmin edilen deger
SSE=Ye*=> (y-9)°

Tahmin hatalarinin karelerinin ortalamasi (MSE):

MSE - SSE (1-3)
n—

Hata kareleri ortalamasinin karekokii (RMSE)

RMSE = MSE (7-4)

7.3 YSA Modelinin Yapis1

Modeller arast degerlendirme kolayligi agisindan yapay sinir aglarinin
uygulanmasinda benzer fonksiyon ve yontemler kullanilmistir. Tasarlanan YSA
modeli bir giris katmani, bir gizli katman ve bir de ¢ikis katmanindan meydana gelen
ileri beslemeli ve geri yayilimli bir YSA modelidir. Bu tiir bir YSA genelde 2
katmanli YSA modeli olarak adlandirilir. Ilk katmanda (giris katmani) transfer
fonksiyonu olarak sigmoid transfer fonksiyonu, gizli katmanda ise lineer transfer
fonksiyonu kullanilmistir. Her bir katmandaki néron sayis1 6ncelikli olarak 1 olarak

baslatilacak ve 1-10 ndron i¢in modellerin performanslar1 hesaplanacaktir.
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Yapisal modellerin YSA metodu ile tahmini i¢in Matlab programi kullanilmistir.

Yazilan program kodlar1 Ek-C‘de verilmistir.

YSA modelinin egitimi i¢in ¢ok hizli ¢aligmasi ve iyi tahmin yetenegi sebebiyle
Levenberg-Marquardt (Hagan ve Menhaj, 1994) algoritmasi kullanilmigtir. Bu
algoritmanin uygulanmasi i¢in Matlab programindaki “trainlm” fonksiyonundan

yararlanilmistir.

Y, ¢ikis elemani

X3 \x\’\ _>©

Girig katmani Gizli Katman Cikis Katmani

Sekil 7.1 : MMI i¢ model i¢in uygulanan YSA modeli

Sekil 7.1°de gizli katmanin ¢ok sayida nérondan, ¢ikis katmaninin ise tek ndrondan
olusmus durumu goéziikkmektedir. Gizli katmanda tanjant sigmoid fonksiyonu, ¢ikis

katmaninda ise dogrusal fonksiyon kullanilmistir.

YSA’nda giris degiskenlerinin baslangicta alacaklar1 agirliklar 6grenmenin basarisini
onemli derecede etkilemektedir. Bu agirliklar rasgele verilebilecegi gibi, uzman
gorlisii almarak ya da daha Onceden gelistirilen bazi metotlar kullanilarak da
atanabilir. Bu calismada giris degiskenlerinin ilgili katmanlarla olan
iliskilendirilmelerinde Nguyen-Widrow agirliklandirma metodu kullanilmistir. Bu

metot agirliklart su sekilde hesaplamaktadir (Nguyen ve Widrow, 1990).

F =((0,7n"")/ A) (7-5)
w (agirliklar): random deger (0 —F arasi)

b (bias): random deger (-F +F arasi)

A: Giris degerlerinin araligi(max-min)

h: Gizli katmandaki néron sayis1
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1: Giris katmanindaki noron sayist

Miisteri memnuniyet indeksindeki yapisal modellerin giris ve ¢ikis

asagidaki Tablo 7.2°deki gibidir.

Tablo 7.2 : Yapisal modellerin giris ve ¢ikis elemanlari

elemanlan

Model Cikis Elemanlan Giris Elemanlar:
(Bagimh Degisken) (Bagimsiz Degiskenler)

Model 1 | Misteri Beklentileri (BK) Firma imaj1 (IM)

Model 2 | Algilanan Kalite (AK) Miisteri Beklentileri(MB)

Model 3 | Algilanan Deger (AD) Algilanan Kalite (AK)
Firma imaj1 (IM)

Model 4 | Miisteri Memnuniyeti (MM) Miisteri Beklentileri(BK)
Algilanan Kalite (AK)

. . Firma imaj1 (IM)
Model 5 | Misteri Sadakati (MS) Miisteri Memnuniyeti (MM)

7.4 Tahmin Sonuclari

YSA ile elde edilecek modelin performansin1 dogrusal regresyon modeliyle elde

edilen performans degerleriyle karsilastirabilmek amaciyla gizli katmanda 1 néron

kullanildi. MMI modelinin 5 farkli yapisal modelinin YSA ve dogrusal regresyonla

tahmin sonuglari

Tablo 7.3’de verilmistir.

Tim modellerde YSA’nin gizli

katmaninda 1 noéron kullanildiginda bulunan performans sonuglar1 basit/coklu

dogrusal regresyonda elde edilen performans sonuglarindan daha iyi ¢ikmaktadir.

Yani YSA modellerinin agiklayicilik kapasitesi dogrusal regresyondan daha iyi

cikmaktadir.

Tablo 7.3 : i¢ modelin YSA ve regresyonla tahmini

YSA Regresyon

Egitme Test Egitme Test
Model RMSE | R2 | RMSE | RMSE | R2 | RMSE
Model 1 1.309 | 0.394 | 1.241 1.312 | 0.391 | 1.245
Model 2 1.096 | 0.560 | 1.070 | 1.108 | 0.549 | 1.075
Model 3 1.972 | 0.303 | 1.936 | 1.975 | 0.301 | 1.941
Model 4 1.064 | 0.673 | 1.151 1.065 | 0.671 | 1.156
Model 5 1.737 | 0.545 | 1.756 | 1.756 | 0.535 | 1.738

81



Her ne kadar YSA modelinin tahmin performansi tiim modellerde dogrusal
regresyondan daha yiiksek ¢iksa da aradaki fark ¢ok da fazla degildir. Bunun sebebi
ise sudur: modellerdeki tiim gizli degisken degerleri, kendileri ile iligkili 6l¢iim
degiskenlerinin agirlikli ortalamalarina esittir. Bu agirhiklar, MMI modelindeki
endojen gizli degiskenlerdeki degisimi en iyi agiklayabilecek agirliklar olarak

hesaplanmastir.

Bunun yaninda YSA’nin 6nemli ozelliklerinden birisi de ndron sayisi arttik¢a
Ogrenme artmaktadir. Fakat modelin ¢ok iyi egitilmesi her zaman istenilen bir durum
degildir. Fazla 6grenme ezberleme durumuna sebep olabilir ve modelin sadece
egitme verileri icin Ozellesmesine sebep olabilmektedir. Bu durumda model,
egitmede kullanilan verileri ¢ok iyi tahmin etmekte ancak disaridan sorulan test

verilerini tanimakta diisiik performans gdstermektedir.

Bu ¢alismada da YSA modellerinin performansi farkli sayida ndron icin hesaplandi.
Gizli katmandaki noron sayisi 1°den baslayarak her seferinde 1 artirilarak 10 nérona
kadar sonuglar hesaplandi. YSA modeli her seferinde farkli agirliklarla ¢alismaya
basladigindan dolayr aym1i ndron sayist igin her seferinde farkli agirliklar
hesaplamakta ve dolayisiyla her bulunan modelin performansi digerinden farkl
olmaktadir. Bundan dolay1 Matlab kodlar1 YSA modelini her bir néron i¢in 10 defa
calistiracak sekilde yazilmistir. Her bir noron i¢in elde edilen performans sonuglar
(RMSE, R?) o néron i¢in modelin 10 defa calistirilmas: sonucunda elde edilen
performans degerlerinin ortalamalaridir. Bu uygulama modelin tahmin performansi

hakkinda daha kesin sonuglar elde etmemizi saglamaktadir.

Asagida tiim modeller i¢in ndron sayist 1’den 10’a kadar artirildiginda elde edilen

performans sonuclar1 verilmistir.
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Model 1. Miisteri Beklentileri Yapisal Modeli icin YSA Sonuclan

Tablo 7.4 : Model 1, YSA performanslari

Egitim Verileri Test Verileri
Noron RMSE R-Kare RMSE
1 1.309 0.394 1.241
2 1.308 0.395 1.241
3 1.304 0.399 1.243
4 1.304 0.399 1.242
5 1.296 0.406 1.244
6 1.295 0.407 1.245
7 1.290 0.412 1.242
8 1.292 0.410 1.244
9 1.287 0.414 1.257
10 1.281 0.420 1.245
—e—Egitim ---m--- Test
1,32 -
1’3 | g\._—_\_‘\4/—‘—\‘\v
1,28 A
%
S 126 .-
4
1 ,24 i m----- - ----B----- E ] L] L -\@----- a u
1,22 A
1,2
1 2 3 4 5 6 7 8 9 10
Noron Sayisi

Sekil 7.2 : Model 1, ndron sayisina gore performans (RMSE) degisimi

Tablo 7.4’de YSA modelinin egitim ve test verileri i¢in 1 ndrondan baglayarak 10
norona kadar performans degerleri listelenmistir. Noron sayist arttik¢a egitim verileri
icin performans yiikselirken test verileri icin diismektedir. 10 ndéron kullanimi
durumunda YSA modelinin egitim ve test verileri i¢in tahmin performansi (RMSE)

sirastyla  1.281 ve 1.245°dir. RMSE degisimleri Sekil 7.2°deki gibidir.
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Model 2. Algilanan Kalite Yapisal Modeli icin YSA Sonuclar

Tablo 7.5 : Model 2, YSA performanslari

Egitim Verileri Test Verileri
Noron RMSE R-Kare RMSE
1 1.096 0.560 1.070
2 1.091 0.462 1.189
3 1.083 0.570 1.077
4 1.070 0.580 1.083
5 1.071 0.580 1.093
6 1.074 0.577 1.084
7 1.063 0.586 1.083
8 1.063 0.586 1.085
9 1.055 0.592 1.101
10 1.058 0.590 1.092

—e—Egitim ---m--- Test

1,13 -

1,11 4

1,09 4

1,07 |

RMSE

1,05 4

1,03

1,01

1 2 3 4 5 6 7 8 9 10

Néron Sayisi

Sekil 7.3 : Model 2, ndron sayisina gore performans (RMSE) degisimi

Tablo 7.5’deki sonuglara gére YSA gizli katmaninda kullanilan ndron sayisi arttikca
egitim verileri i¢in R® degeri 0.59’a kadar c¢ikmistir. 10 néron kullamilmasi
durumunda ise RMSE degerleri egitim veri seti icin 1.058 ve test veri seti i¢in

1.092°dir. RMSE degisimleri Sekil 7.3’deki gibidir.
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Model 3. Algilanan Deger Yapisal Modeli icin YSA Sonugclari

Tablo 7.6 : Model 3, YSA performanslari

Egitim Verileri Test Verileri
Noron RMSE R-Kare RMSE
1 1.972 0.303 1.936
2 1.965 0.308 1.962
3 1.967 0.307 1.958
4 1.964 0.309 1.970
5 1.963 0.310 1.964
6 1.963 0.309 1.965
7 1.952 0.317 1.976
8 1.950 0.319 1.976
9 1.945 0.322 1.989
10 1.946 0.321 1.989

—e—Egitim ---m--- Test
2 -
N ERRRER ]
1,98 -
w 1,96 -
)
= L
04|
]
1,92 -
1,9
1 2 3 4 5 6 7 8 9 10
Noéron Sayisi

Sekil 7.4 : Model 3, ndron sayisina gore performans (RMSE) degisimi

Tablo 7.6 ve Sekil 7.4’de goriildiigii gibi modelde néron sayist 6’ nin iistiine ¢iktig
andan itibaren veri seti i¢in performans artmakta ancak test veri seti i¢in performans

azalmaktadir.
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Model 4. Miisteri Memnuniyeti Yapisal Modeli icin YSA Sonugclar

MMI modelindeki yapisal modellerden en 6nemlisi miisteri memnuniyetinin kendi
belirleyicileriyle arasindaki iligkileri belirleyen modeldir. Modelin yapis1 Sekil
7.5’deki gibidir.

IM, ny
BK, &1
—» ()&, MM
AK, &,
AD, &3 1. Katman 2. Katman

Sekil 7.5 : Miisteri memnuniyetinin tahmini i¢in YSA modeli

Tablo 7.7 : Model 4, YSA performanslari

Egitim Verileri Test Verileri
Noron RMSE R-Kare RMSE
1 1.064 0.673 1.151
2 1.057 0.677 1.154
3 1.040 0.687 1.161
4 1.032 0.692 1.171
5 1.007 0.707 1.188
6 0.994 0.714 1.179
7 0.991 0.716 1.171
8 0.970 0.728 1.220
9 0.959 0.734 1.231
10 0.965 0.731 1.238

Tablo 7.7 ve Sekil 7.6 ‘da modelin tahmin performansindaki degisim goriilmektedir.

—e—Egitim ---m--- Test
1,3 1
1,2 S :
a N T .
n -H- .""-‘. --.
%)
S 11
nd
14
0,9
1 2 3 4 5 6 7 8 9 10
Néron Sayis|

Sekil 7.6 : Model 4, noron sayisina gore performans (RMSE) degisimi
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YSA modelinin test verilerini tahmin kapasitesini gostermek tlizere Sekil 7.7°deki
grafik olusturulmustur. Grafikte gergek ¢ikti degerlerine karsilik YSA modelinin
tahmin ettigi degerler géziikmektedir Buna gére YSA modelinin tahmin ettigi ¢ikis

degerleri olmasi beklenen degerlere biiylik oranda uygunluk gostermektedir.

12

1 8 15 22 29 36 43 50 57 64 71 78 85 92 99 106 113 120 127 134 141 148 155 162
Ornek no

Sekil 7.7 : Model 4, test verileri i¢in tahmin (y) ve gergek (y) ¢ciktilar

Sekil 7.8’de ise gergek cikti degerlerle modelin tahmin ettigi degerler arasindaki
farkin (hata) grafigi géziikmektedir. Hata degerleri bazi noktalar haricinde genelde 0
degerinin etrafinda olusmaktadir. Hata degerinin sifira yakin olmasi modelin ilgili
girdi degerlerine karsilik tahmin ettigi degerin gercek degere ¢ok yakin oldugu

anlamina gelmektedir.

0, Av/\vf\n/\t\ﬁ/\ AAW,AAM/\/\ Vf\/\f\/\/\hAAf\/\/'/\/\AA/\A Al N
7VV VAR V\/VVV VVVVVVWV VYN VY

Hata
o »® ANV O N A O ®
| | | |

1 9 17 25 33 41 49 57 65 73 81 89 97 105 113 121 129 137 145 153 161

Ornek no.

Sekil 7.8 : Model 4, test verileri i¢in tahmin hatalari

87



Model 5. Miisteri Sadakati Yapisal Modeli icin YSA Sonuclan

Miisteri sadakati modeli, ¢alismadaki diger bir dnemli modeldir. MMI modelinin son
degiskeni olan miisteri sadakatinin girdi degiskenleri firma imaji ve miisteri
memnuniyetidir. YSA modelindeki néron sayisinin degisimine goére modelin tahmin

performansindaki artig Tablo 7.8 ve Sekil 7.9’da verilmistir.

Tablo 7.8 : Model 5, YSA performanslari

Egitim Verileri Test Verileri
Noron | RMSE R-Kare RMSE
1 1.737 0.545 1.756
2 1.735 0.546 1.756
3 1.720 0.554 1.749
4 1.701 0.564 1.770
5 1.705 0.562 1.796
6 1.688 0.571 1.801
7 1.673 0.579 1.859
8 1.657 0.586 1.805
9 1.663 0.583 1.870
10 1.648 0.591 1.818
—e—Egitim ---m--- Test
2 -
1,9
.| L.
L 18- .. met ‘m
g .- m......g---- ™
ATy ‘—‘\‘\"\‘\o\‘"\.
1,6
1,5
1 2 3 4 5 6 7 8 9 10
Néron Sayisi

Sekil 7.9 : Model 5, ndron sayisina gore performans (RMSE) degisimi
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Sekil 7.10 : Model 5, test verileri igin tahmin () ve gergek (y) ¢iktilar

Sekil 7.10°daki grafikte test verileri i¢cin gercek c¢ikti degerleri ve modelin tahmin
ettigi degerlerin karsilastirilmasi yapilmistir. Sekil 7.11°de hatanin dagilimi da goz
oniinde bulunduruldugunda modelin tahmin kapasitesinin oldukg¢a yiiksek oldugu

gozikmektedir.

8

6

z.r\/\mmhl\/\mMA /\/\/\ M\I\J\ /\
e A

Hata

1 9 17 25 33 41 49 57 65 73, 81 89 97 105 113 121 129 137 145 153 161
rnek no.

Sekil 7.11 : Model 5, test verileri i¢in tahmin hatalar

Genel olarak tiim modeller i¢in gizli katmandaki néron sayisi arttik¢a modelin egitim
veri seti i¢in tahmin performansi artmaktadir. Ancak ndron sayisini artmasiyla

beraber test verileri i¢in tahmin performansi diisme egilimine girmektedir.
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7.5 MMI Modelinde YSA Kullaniminin Sonugclari

YSA modeli, degiskenler arasinda dogrusal olmayan bir iliski kurabilmektedir. Bu
ozelligi ile dogada gerceklesen bir ¢ok dogrusal olmayan iliskileri tahmin etmede
basarili bir metot olarak kullanilmaktadir. Bu c¢alismada da miisteri memnuniyet
indeks modelini olusturan degiskenlerin olusturdugu gizli degiskenler arasi iligkilerin
dogrusal olmayan modellerle tahmin etmenin daha uygun olacagi 6ngoriilmiistiir. Bu
sebeple KEKK uygulamasi sonucunda elde edilen gizli degiskenlerden olusan i¢
modellere YSA metodu uygulanmigtir. 5 farkli i¢ model i¢in olusturulan YSA
modelleri sonuglarin karsilastirilmalar1 ve calisma diizeni agisindan birbirlerine
benzer sekilde kurulmustur. Buna goére her model giris katmani, bir gizli katman ve
¢ikis katmanindan olugmaktadir. Modellerin ¢ikis elemanu, ilgili bagimli degiskenin
KEKK metodu sonucunda elde edilen degeridir. Gizli katmandaki néron sayisina
gore modelin performansini 6l¢iimlemek amaciyla néron sayisi 1’den baglayarak 10
norona kadar hesaplanmistir. 10 nérondan sonra hesaplama hizinin ¢ok yavaslamasi
ve modelin egitim setini ¢ok iyi tanirken genelleme 6zelligini kaybetmesi dolayisiyla
10 norona kadar sonuglarin yeterli olacagi diisiniilmiistiir. Bir YSA modelinin
sadece egitiminde kullanilan verileri tanimasini beklemek yanlis olur. Modelleme
metotlarinin kullanim amaglarindan birisi de sisteme yeni gelen verileri kullanarak
giivenilir tahminler tiretebilmesidir. YSA modellerinin durdurma kriteri olarak dongi
sayist (epoch) kriteri kullanildi (600 dongii). Egitim islemi sirasinda yapilan
gozlemlerde ortalama olarak modellerin 6grenme performansinin 200 dongiiden
sonra ¢ok degismedigi gozlendi. Matlab programinda, YSA’nin egitiminde dongi

sayisina gore MSE degisimi asagida goziikmektedir.

TRAINLM, Epoch 0/600, MSE 38.0045/0, Gradient 21331.2/1e-010
TRAINLM, Epoch 25/600, MSE 1.04986/0, Gradient 397.754/1e-010
TRAINLM, Epoch 50/600, MSE 1.04464/0, Gradient 0.979991/1e-010
TRAINLM, Epoch 75/600, MSE 1.04262/0, Gradient 195.083/1e-010
TRAINLM, Epoch 100/600, MSE 1.04159/0, Gradient 1.29025/1e-010

Gizli degiskenler arasi iligkilerin tahmininde YSA modelini kullanmak bagimsiz
degiskenlerin bagimli degiskenleri tahmin performansini artirmistir. 1 néronlu YSA
modelleri genel olarak regresyon modeline benzer performans gostermekle beraber

noron sayisi arttikca YSA modellerinin tahmin kapasitesinin arttigi gozlemlenmistir.
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8 SONUCLAR VE TARTISMA

Ulusal Miisteri Memnuniyet Indeksleri son 15 yildir degisik iilkelerde
uygulanmaktadir. Bu iilkelere her yil yenileri katilmaktadir. Indekslerin amac,
firmalarin performanslarini miisteri goziiyle degerlendirip, firmalar ve miisteriler igin
bir kiyaslama araci olusturmaktir. Bu kiyaslama firma, sanayi ve sektor bazinda
yapilabildigi gibi ayrica zamansal bir kiyaslama da miimkiin olmaktadir. Genel {ilke
indeks puanlari, iilkedeki miisterilerin memnuniyetini gostermekle beraber, yasam
kalitesi standartlar1 igin de bir gosterge olarak degerlendirilebilir. Indekslerde
kullanilan modeller ¢ok sayida gizli ve bunlarin Glgiimlenen degiskenlerinden
olugmakta olup, modelin kurulmasinda ilgili firma, sektdr ve iilke bazinda tiiketici
aragtirmalar1 yapmay1 gerektirmektedir. Modellerin hesaplanma, sonuglandirilma ve
tutarlilik testleri asamasinda istatistiksel yontemler -6zellikle de yapisal modeller i¢in
uygun olan kismi en kii¢liik kismi kareler yontemi, regresyon ve faktor analizleri-
kullanilmaktadir. Indeksler, toplam kalite calismalarinin global diizeyde yapilmasiyla

beraber, EFQM gibi bazi kalite ddiilleri programlarinda da kullanilmaktadir.

Miisteri Memnuniyet Indeksleri tiim diinyada gelisimlerini siirdiiriirken, Tiirkiye’de
ilk defa 2006 yilinda uygulamaya baslanmistir. Tiirkiye Miisteri Memnuniyeti
Indeksi de Tiirk firmalarinin global rekabette basarilarini artirmalari icin bilyiik bir
firsat, Tiirk miisterisinin memnuniyet seviyesini 6lgme ve firmalar arasinda kiyas

yapabilmesi acisindan essiz bir calisma olacaktir.

Calisma kapsaminda oOncelikli olarak diger {ilkelerde uygulanan tim modeller
incelenmis ve bu modellerin analizi yapilarak Tiirk tiiketicisinin davranislarina
uygun bir model teklif edilmistir. Modelde miisteri memnuniyetine bes faktor etki
etmektedir. Bu faktorler firma imaji, misteri beklentileri, algilanan kalite ve
algilanan deger faktorleridir. Modelde miisteri memnuniyetinin sonucu olarak
miisteri sadakati faktorii bulunmaktadir. Bu yonleriyle 6l¢iim modeli Avrupa Miisteri
Memnuniyet modeline benzemektedir. Isve¢ modelinde sadece miisteri beklentileri
ve algilanan performans bulunmaktadir. Amerikan modelinde ise Isve¢ modelindeki

faktorlere ek olarak algilanan kalite kavrami modele eklenmistir. Isve¢ ve Amerikan
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modellerinde miisteri memnuniyetinin sonuglar1 olarak miisteri sadakati ve miisteri
sikayetleri bulunmaktadir. Miisteri sikayeti genel olarak tek bir soruyla incelenmistir.
Bu soru da miisterilerin hangi siklikla sikayet ettikleridir. Ancak modellerde bu
sorunun ve iligkinin agiklayici olmadigi vurgulanmistir. Bu sebeple son yillarda
miisteri sikayetleri modele farkli bir seklide dahil edilmektedir. Firmanin sikayet
alma sistemlerinin etkinliginin miisteri memnuniyeti tiizerine etkisi oldugu
diistiniilmektedir. Bu calismada ise sadece miisteri sadakati faktorii bulunmaktadir.
Miisteri sadakatinin gostergeleri miisterilerin aligverislerindeki stirekliligi, {iriin ve
hizmetleri bagkalarina tavsiye etmeleri ve fiyat degisimlerine karsi daha esnek

davranmalaridir.

Bu caligmadaki diger bir degisiklik ise modeldeki iligkilerin farkliligidir. Amerikan
ve Avrupa modellerinde miisteri beklentileri ile algilanan deger arasinda bir iligki
mevcuttur. Ancak bu iliskinin zayif oldugu belirtilmistir. Bu ¢alismadaki
uygulamalarda da bu iliskinin anlamli olmadig: tespit edilmistir. Ve sonug olarak bu

iliski kaldirilmustir.

Modelde alt1 adet gizli degiskeni 6l¢en toplam 23 Sl¢iim degiskeni bulunmaktadir.
Olgiim degiskenlerini sayisal olarak degerlendirebilmek amaciyla bir anket
hazirlandi ve 700 kisi iizerinde anket uygulamasi yapildi. Miisterilerinin ulasim
kolayligi ve ayrica Ol¢iim agisindan olduk¢a uygun bir yapiya sahip olmasi
dolayisiyla pilot uygulama Cep Telefonu sektoriinde yapildi ve 8 adet cep telefonu
markasinin kullanicilar1 kullandiklar1 iiriinleri kendilerine sorulan anket sorulari
dogrultusunda degerlendirdiler. Alinan sonuglar uygun MS Excel, SPSS programlari

ve Matlab programinda yazilan kodlar kullanilarak analiz edildi.

Model 6ncelikli olarak Kismi En Kii¢lik Kareler yontemi kullanilarak analiz edildi.
Her bir dl¢iim degiskeni ve gizli degisken arasindaki iligski degerleri hesaplandi. Bir
MMI modelinin genel uygulanabilirligi modelin giivenilirlik ve gegerlilik test
sonuclarma baghdir. Bu calisma kapsaminda gelistirilen MMI modelinin madde
giivenilirligi, yakinsaklik gecerliligi, ayirdedicilik gecerliligi ve bloklarin tek
boyutluluk analizleri yapilmistir. Tim analiz sonuglart modelin  genel
uygulanabilirligini gosterirken, modelin tahmin giicii de (R?) oldukea tatmin edici

seviyede bulunmustur.
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Calismadaki diger bir yeni yaklagim ise, modelin hesaplanmasinda yapay sinir
aglarinin kullanilmasidir. MMI modelinin dis model tahminleri KEKK metodu
kullanilarak hesaplandiktan sonra, i¢ modelin tahmininde dogrusal regresyon
modeline alternatif olarak YSA metodu kullanilmistir. MMI modelinde 5 farkh
yapisal model mevcuttur. YSA modeli bagimsiz degiskenlerle bagimli degisken
arasindaki iliskileri dogrusal olmayan fonksiyonlar kullanarak kurdugundan dolay1
modellerin tahmin performansi artirmistir. YSA modelinin etkinligi ndron sayisi,
gizli katman sayist kullanilan fonksiyon, iterasyon sayisi ve 6grenme katsayisi gibi
kavramlara gore degigsmektedir. Bu calismada noéron sayisindaki artisa gore YSA
performansinin degisimi incelenmistir. YSA modelleri 6nce egitim veri seti
kullanilarak egitildikten sonra model yeni veriler sorulmustur. Modelin yeni verileri

taniyabilme kapasitesi regresyon modeline gore daha yiiksek bulunmustur.

Caligmada kullanilan KEKK ve YSA islemlerinin yapilabilmesi i¢in Matlab
ortaminda kodlar yazilmasi calismanin diger bir 6zgiin yanidir. Cilinkii 6nceki
calismalarin tamaminda KEKK metodu hesaplamalar1 i¢in PLS-Graph gibi
programlar kullanilmistir. Kodlarin 6zgilin olarak olusturulmasi, farkli parametre
degisimlerine gore sonuglardaki degisimi izleme imkani sunmaktadir. Olusturulan

kodlar modelin giivenilirlik test sonug¢larini da hesaplamaktadir.

MMI modeli genel olarak degerlendirildiginde miisteri memnuniyetine en fazla etki
eden faktoriin algilanan deger oldugu goriilmektedir. Algilan deger, miisterilerin
kullandiklar1 tirtinlerle ilgili yaptiklar iicret/kalite kiyaslamasidir. Algilanan kalite ve
firma imaj1 da memnuniyet iizerinde 6nemli etkileri bulunan diger faktorler olarak
bulunmustur. Sonuglar, firma yoneticilerinin fiyat ve kalite politikalarinin yani sira

firma imajin1 pozitif yonde etkileyen faaliyetlere de 6nem vermelerini 6nermektedir.

MMI modelinin bir diger énemli faktorii olan miisteri sadakati ile ilgili bulunan
sonuglar da sadik miisteri kitlesi olusturabilmek ve onlar1 tutabilmek i¢in géz 6niinde
bulundurulmasi gereken faktorler hakkinda 6nemli bilgiler vermektedir. Sonuglara
gore miisterilerin memnuniyet seviyeleri onlarin firmalariyla olan uzun siireli
iligkilerinde Onemli bir etkiye sahiptir. Benzer sekilde firma imajmin miisteri

sadakati tizerinde onemli bir etkisi bulunmaktadir.

Calismanin 6nemli c¢iktilarindan birisi de indeks puanlarinin hesaplanmasidir.

Modeldeki iliskiler tahmin edildikten sonra bulunan indeks puanlar1 cep telefonu

93



sektorii i¢in 6nemli bilgiler vermektedir. Oncelikli olarak MMI puan1 64,09 olarak
bulunmustur. Modelde en yiiksek indeks puani miisteri beklentileri blogun aittir.
Tiim bu sonuglar diger sektorler i¢in bulunacak sonuglarla karsilagtirilabilir. Ya da
belirli zaman araliklarinda yapilacak Slgiimlerle cep telefonu sektdriindeki miisteri

memnuniyet seviyesinin degisimini gozlemlemek miimkiin olacaktir.

Sonug olarak, MMI modeli firmalar arasinda, sektérler arasinda ve iilke ¢apinda bir
memnuniyet puanlandirilmasina imkan saglayan giivenilir bir Olgektir. Model
sonuglar1  firma yoneticileri i¢in Onemli bilgiler sunmaktadir. Firmalar model
sonuglarin1 kullanarak, sahip olduklar1 kisithh kaynaklar1 miisteri memnuniyetini

artirict yonde daha etkin olarak kullanabilirler.

MMI modelinin sonuglar1 miisteriler icin de firmalar arasinda kiyas yapma imkani
saglamaktadir. Miisteriler bu sayede alacaklar1 iiriinler hakkinda daha objektif ve
miigteri goziiyle yapilmis degerlendirme sonuglarini kullanma imkanina sahip
olabileceklerdir.

Calisma  kapsaminda gelistirilen MMI modeli cep telefonu sektdrii igin
uygulanmistir. Modelin diger sektorlerde kullanimi ve sonuglarinin degerlendirilmesi
hem modelin farkli sektorler igin test edilmesini saglayacak hem de sektorler arasi
kiyaslama imkani sunacaktir. Modelin belirli zaman araliklarinda uygulanmasi
durumunda ise firma ve sektorlerin zamana bagli olarak memnuniyet puanlarindaki

degisimlerini gézlemlemek miimkiin olacaktir.
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EK-A: MMI OLCUMU iCiN KULLANILAN ANKET ORNEGI

CEP TELEFONU MUSTERI MEMNUNIYETi ANKETI

Bu anket kullandiginiz cep telefonuyla ilgili memnuniyet derecenizi dlgmek amaciyla

hazirlanmistir. Litfen tom sorulan dikkatlice okuyup size en uygun segenedi isaretleyiniz.

ilginiz icin tesekkiir ederiz.

Kullandiiniz cep telefonu markasi hangisi?

1 O Ericcson 4 [J Nokia 7 O Siemens
2 L.l LG 5 [ Panasonic s ] Sony Ericcson
3 [0 Motorola s L1 Samsung s Diger

Ne kadar zamandir bu cep telefonunu kullaniyorsunuz?

O o-2 yiiar 25 yitair 510 yidir

Marka
Kullandiginiz tiriini dreten firma ile ilgili her tOrld tecribelerinizi gbz énlinde bulundurarak
asagidaki sorular yanitlayiniz.
Cok diislk Orta Gok yliksek
12 3 4 56 7 8 910
1. Firmay: giivenilir buluyor musunuz? [ T ] 1 ] T TT T 711

2. Firmanin rin ve hizmetlerini ne kadar profesyonel [T T T T T T T TT1
buluyorsunuz?

3. Firmanin sanat, editim ve sponsoriuk gibi alanlarda [T T FPT T TTTTUT
topluma olan sesyal katkilanm degerlendiriniz.

4. Firmanin miisterileriyle iligkileri ve ilgilenme LT T T T TTTTT
konusundaki yeterliligini dederlendiriniz.

5. Firmanin sundugu Uriin ve hizmetlerdeki yenilikgiigini HEEERRENEE
degerlendiriniz.

6. Markaniz size prestij sagliyor mu? LI T T T T T 11

Miigteri bekientileri
$imdi litfen bu drind satin aimadan dnceki beklentilerinizi g6z 6ninde bulundurunuz.
Gok dusuk Orta GCok ylksek
1 2 3 45 6 7 8 910
7. Bu Gruniin genel kalitesiyle ilgili beklentilerinizi belirtiniz | | | | | | 1]

l |
8. Bu (riiniin kisisel ihtiyaglanmzi kargilamasi ile [T TTTTTTUET
ilgili beklentileriniz.

9. Bu Urinle beraber sunulan teknik servis bekientiterinizi | | [ ] | [ | [ T [ ]
degerlendiriniz.

10. Urtin kalitesiyle ilgili beklentilerinizi teknik 6zeliklerim, | | | 1 | [ | [ [ [}

saglamhdini ve fonkiyonelligini goz éniinde bulundurarak degerlendiriniz.
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Algilanan Kalite
Cokdisuk Orta Cok yilksek
12 3 4 5 6 7 8 910
11. Uriiniin kalite seviyesini genel olarak degelendiriniz T T I TTTITETUT
|

12. Uriinid kalitesini, teknik zelliklerini, saglamhdin ve l
fonksiyonelligini géz éninde bulundurarak degerlendiriniz.

13. Uriinle birlikte sunulan garanti veiveya teknik servis LT LT T T 1T TI
kalitesini degerlendiriniz.

14, Urinu satin alma veya kullanim suresince size LT T TTTITTITIT
sunulan miisteri hizmetleri kalitesini degerlendiriniz.

15. Bu Griniin kullanim amaciniza uyguniugunu [T TTTTTTTT
degerlendiriniz.

Algilanan Defjer

Hayir Orta Evet

1 2 3 45 6 7 8 9 10
16. Kullandiginiz urin bu kadar para eder mi? LT T T T T T TTIT
17. Bu kadar para kargiginda bu 0riin tatmin edici mi? HEEEEEEEER
Memnuniyet

Cok dlsiik Orta Cokyliksek

1 2 3 45 6 7 8 9 10
18. Bu Urlinle iigili genel memnuniyet derecenizibelittiniz | | | | T JT T [ [T T |
19. Bu iriin beklentilerinizi ne derece kargiladi? [T LT T T TT T U1

Gok uzak Orta Gok yakin
20. idealinizdeki cep telefonunu digininiz. Kullandginiz - [ [ T [ T T T T T 11

druni idealinizdeki cep telefonuna ne kadar yakin buluyorsunuz?

Hayir Belki Evet
1 2 3 45 6 7 8 910
21. Su an bir cep telefonu alsaniz aym firmay: tercih LT T T TTTITTET1
edermiydiniz?
22. Bu uriinii bagkasina tavsiye edermisiniz? RN EEEN
23. Aym kalitede bagka bir marka Oriin birazdahadasikbir | | | | [ T T T 111

fiyata satisa, kendi markanzi satin almada i1srar eder misiniz?

Sikayetler
24. Son bir yilda bu Uranle ilgili kag kez gikayetiniz oldu? |:]

Yagimz Cinsiyetiniz Egitim Durumunuz Mesleginiz

1 el]«[]
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EK-B: KEKK METODU ICIN MATLAB KODLARI

% KEKK_MMI_kod.mat,

% Bu program Kismi en kiigiik kareler yontemiyle MMI modelini tahmin eder
load csi; %verilerin yiiklenmesi

x=data;

%Tiim degiskenlerin merkezi degere ¢evrilmesi
avg = mean(x);

avgx = avg(ones(652,1),:);

CX=X-avgXx;

x1=cx(:,1:6);
x2=cx(:,7:10);
x3=cx(:,11:15);
x4=cx(:,16:17);
x5=cx(:,18:20);
x6=cx(:,21:23);

%Gizli degiskenler arasi iliski matrisi
e=[010011

101010

010110

001010

111101

100010];

% Baslangic agirliklarmin tanimlanmasi
wl=[100000];

w2=[1000];

w3=[10000];

w4=[1 0];

w5=[1 0 0];

wo6=[1 0 0];

%KEKK i¢in dongii baglar (8 itr)

for i=1:8
%Gizli degiskenin dis modelden tahmini
yl=x1*wl";
y1=(y1-mean(y1))/std(y1);

y2=x2*w2';
y2=(y2-mean(y2))/std(y2);

y3=x3*w3";
y3=(y3-mean(y3))/std(y3);

y4=x4*w4',
y4=(y4-mean(y4))/std(y4);

y5=x5*w5";
y5=(y5-mean(y5))/std(y5);

yo=x6*W0';
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y6=(y6-mean(y6))/std(y6);

y=lyl y2 y3 y4 y5 y6];

%Gizli degiskenin i¢ modelden tahmini
z=y*e;

%Dis model agirliklarinin tahmini

vi=[cov(x1(;,1),z(:,1)) cov(x1(:,2),z(:,1)) cov(x1(:,3),z(:,1)) cov(x1(:,4),z(:,1)) cov(x1(:,5),z(:,1))
cov(x1(:,6),z(:,1))];

wl=[v1(2,1) v1(2,3) v1(2,5) v1(2,7) v1(2,9) v1(2,11)];

wl=wl'/norm(wl);

wl=wl";

wll(i,))=wl;

v2=[cov(x2(:,1),2(:,2)) cov(x2(:,2),2(:,2)) cov(x2(:,3),2(:,2)) cov(x2(:,4),2(:,2))] ;
w2=[v2(2,1) v2(2,3) v2(2,5) v2(2,7)];

w2=w2'/norm(w2);

w2=w2';

w22(1,:)=w2;

v3=[cov(x3(:,1),2(:,3)) cov(x3(:,2),2(:,3)) cov(x3(:,3),z(:,3)) cov(x3(:,4),z(:,3)) cov(x3(:,5),z(:,3))] ;
w3=[v3(2,1) v3(2,3) v3(2,5) v3(2,7) v3(2,9)];

w3=w3'norm(w3);

w3=w3";

w33(1,:)=w3;

vd=[cov(x4(:,1),z(:,4)) cov(x4(:,2),z(:,4))];
wa=[v4(2,1) v4(2,3)];

wé4=w4'/norm(w4);

w4d=w4',

w44(i,:)=w4;

v5=[cov(x5(:,1),z(:,5)) cov(x5(:,2),2(:,5)) cov(x5(:,3),2(:,5))];
w5=[v5(2,1) v5(2,3) v5(2,5)];

w5=wS5'/norm(w5);

wS5=w5";

w55(1,:=wS5;

vo=[cov(x6(:,1),z(:,6)) cov(x6(:,2),z(:,6)) cov(x6(:,3),z(:,6))];
w6=[v6(2,1) v6(2,3) v6(2,5)];
w6=w6'/norm(wo6);
wWo6=wo0',
wo66(i,:)=wb;
end;

%Agirliklarin normalizasyonu
wl=wl/sum(wl);
w2=w2/sum(w2);
w3=w3/sum(w3);
w4=w4/sum(w4);
w5=w5/sum(w5);
w6=w6/sum(wo);

%Gizli degigkenlerin tahmini
x In=data(:,1:6);
x2n=data(:,7:10);
x3n=data(:,11:15);
x4n=data(:,16:17);
x5n=data(:,18:20);
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x6n=data(:,21:23);
im=x1n*wl";
ex=x2n*w2';
pg=x3n*w3";
pv=x4n*w4';
cs=x5n*w5';
cl=x6n*w6";

latents=[im ex pq pv cs cl];

% Yiklemeler ve Bloklarin komunaliti degerleri
for i=1:6
for j=1:23
kor=corrcoef(latents(:,i),data(:,j));
korelasyon(i,j)=kor(2,1);
comunality(i,j)=(kor(2,1))"2;
end;
end;

% Bloklarin ortalama komunaliti degerleri
comavgim=mean(comunality(1,1:6));
comavgexp=mean(comunality(2,7:10));
comavgpq=mean(comunality(3,11:15));
comavgpv=mean(comunality(4,16:17));
comavgcsi=mean(comunality(5,18:20));
comavgcl=mean(comunality(6,21:23));

comtotal= [comavgim comavgexp comavgpq comavgpv comavgesi comavgcl];

%Modelin ortalama komunalitisi
commodel=mean(comtotal);
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EK-C: YSA METODU iCiIN MATLAB KODLARI

% Gizli degiskenlerin yiiklenmesi
load latents

% Egitme ve test veri setlerinin tanimlanmast

LT= latents';

[R,Q] = size(LT); % R satir, Q siitun sayilart

% 1 den bagsla 4 artirarak Q'ya kadar al. (burada Q=652).
% bittigi yerde 3ten basla 4 artirarak Q'ya kadar git.
% bittigi yerde 4ten basla 4 artirarak Q'ya kadar git.
tr=[1:4:Q 3:4:Q 4:4:Q];

te = 2:4:Q;

tran= LT(:,tr);

test = LT(:,te);

tran=tran';

test=test';

ttr= tran(:,5);
ttr= ttr';

itr= tran(:, 1:4);
itr= itr';

tte= test(:,5);
tte= tte';

ite= test(:,1:4);
ite= ite';

[B,Cl=size(itr);
[D,Fl=size(ite);
% Networkiin olusturulmasi
nr=10; % noron sayisi (kag ndrona kadar hesaplasin?)
or=10; %her bir néron i¢in kag¢ kere ¢aligsin.
for z=1:nr;
neuronsayisi=z
for v=I:or
net = newff(minmax(itr),[z 1],{'tansig' 'purelin'},'trainlm');
net.trainParam.epochs=300;
[net, tr] = train(net,itr,ttr);

o_tr = sim(net,itr);
€ _tr=ttr-o_tr;
perf tr(v,z) = mse(e _tr);

o_te = sim(net,ite);
e _te =tte-o_te;
perf _te(v,z) = mse(e_te);

clear net
% Egitme verileri i¢in R-Kareyi hesaplar
%SSE
e=e tr';
se=zeros(C,1);
for j=1:C;

107



se(J,1)=(e(j,1)*e(,1));
end;
sse=sum(se);

%SST

ct=(ttr'-mean(ttr"));

st=zeros(C,1);

for j=1:C
st(j,1)=(ct(j,1)*ct(j,1));

end;

sst=sum(st);

R2_tr(v,z)=(sst-sse)/sst;

% Test verileri i¢in R-Kareyi hesaplar
%SSE
e=e_te';
see=zeros(F,1);
for j=1:F;
see(j,1)=(e(j,1)*e(,1));
end;
ssee=sum(see);

%SST

cte=(tte'-mean(tte"));

ste=zeros(F,1);

for j=1:F
ste(j,1)=(cte(j,1)*cte(j,1));

end;

sste=sum(ste);

R2_te(v,z)=(sste-ssee)/sste;

end;
MSE _tr(1,z)=mean(perf_tr(:,z));
MSE te(1,z)=mean(perf te(:,z));

RKare tr(1,z)=mean(R2_tr(:,z));
RKare te(1,z)=mean(R2 _te(:,z));
end;

nero=[1:nr]’;
MSE=[MSE tr' MSE te'];

RMSE _tr=sqrt(MSE _tr");
RMSE te=sqrt(MSE te");

% YSA performansinin hesaplanmasi

Perf mse rmse rkare tr=[nero MSE tr' RMSE tr RKare tr']
Perf mse rmse rkare te=[nero MSE te' RMSE te RKare te']
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